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Abstract
Due to the effects of supplier evaluation and selection problem on the quality of products and companies’ business

activities, supplier selection is considered as a strategic issue in organizations’ development plans. The purpose of this

study is to provide an integrated framework for supplier selection problem regarding to the loss of criteria deviation from

specification limits, causal relationships between criteria and the preferences of decision makers (DMs) in the supplier

selection problem. Thus, in the first step, the loss of each criterion is calculated using Taguchi loss function (TLF), then

fuzzy cognitive map (FCM) and hybrid learning algorithm are applied to determine criteria weights. Finally, considering

outputs of TLF and FCM methods, multi-choice goal programming with utility function (MCGP-U) is used to select an

optimal supplier and to increase the DMs’ expected utility values, simultaneously. The results of implementation of

proposed framework based on the extended MCGP-U model on an active company in paint and coating industry show that

delivery time criterion has the most effect and priority on suppliers’ evaluations. Also among six qualified suppliers, a

supplier with the least total loss value and the most utility values is selected as the optimal supplier for the under

consideration company.

Keywords Supplier selection � Taguchi loss function � Fuzzy cognitive map � Multi-choice goal programming with utility

function

Abbreviations
GP Goal programming

MCGP Multi-choice goal programming

MCGP-U Multi-choice goal programming with utility

function

TLF Taguchi loss function

LLUF Left linear utility function

RLUF Right linear utility function

FCM Fuzzy cognitive map

NHL–DE Nonlinear Hebbian learning–differential

evolution

DMs Decision makers

MCDM Multi-criteria decision making

MODM Multi-objective decision making

ANP Analytic network process

AHP Analytic hierarchy process

1 Introduction

The issue of purchasing and supplier selection (out-

sourcing) has a great impact on a supply chain since the

main processes of supply chain and firm’s development

consist of the price of purchasing raw materials and pro-

viding parts from several vendors. Indeed, supplier selec-

tion problem is recognized as a critical issue in supply

chain management (SCM) due to its impact on profitability,

cash flows and consequently maintaining strategically

competitive aspect of companies [1]. Therefore, evaluation

and selection of the optimal supplier is considered to be a

strategic issue in firm’s business and development plans

and in the last two decades, great attention has been paid to

supplier selection issue [2]. Supplier selection is a multi-

criteria decision-making (MCDM) problem [3]. The

selection process mainly involves providing an effective

framework to compare and evaluate a number of suppliers

through a set of common and conflicting criteria [4].

Basically, two major issues should be considered in the

supplier selection problem. First, the selection of a set of

& Samuel Yousefi

s.yousefi@ine.uut.ac.ir

1 Faculty of Industrial Engineering, Urmia University of

Technology, Urmia, Iran

123

Neural Computing and Applications (2019) 31:7595–7614
https://doi.org/10.1007/s00521-018-3591-1(0123456789().,-volV)(0123456789().,-volV)

http://orcid.org/0000-0003-0157-675X
http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-018-3591-1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/s00521-018-3591-1&amp;domain=pdf
https://doi.org/10.1007/s00521-018-3591-1


appropriate criteria based on their degree of importance in

decision-making process in which the supplier’s perfor-

mance is evaluated and reflected regarding the goals of the

firm and second, the selection of an appropriate evaluating

methodology which selects an optimal supplier based on

the various and sometimes conflicting evaluation criteria.

Regarding the criteria selection issue, an effective cri-

teria selection framework has a great importance on sup-

pliers’ evaluations. Enterprises inclination to respond to the

firm’s requirements, customer satisfaction and foster

competitiveness leads to selection of suppliers’ perfor-

mance evaluation criteria based on the mentioned features

[5]. In other words, correct selection of a set of criteria and

determining their relative weights based on the strategic

and performance objectives of the purchasing department

allows accurate feedback and credibility over the pur-

chasing decisions [6].

Different sets of quantitative and qualitative evaluation

criteria have been proposed in literatures. For instance,

Dickson [7] proposed 23 qualitative and quantitative cri-

teria such as quality, price, delivery time, services and so

on. After that, researchers considered different criteria

derived from Dickson’s proposed criteria to measure the

supplier’s performance. Generally, quality, price, services

and delivery time are the most decisive criteria considered

in the supplier selection problems since in practice, most of

the firm’s profits depend on the purchasing price and total

satisfactory rate through high-quality products and the

subsequent services [8, 9]. As mentioned before, selected

criteria’s conformity with the goals of companies is a vital

step and can influence the supplier selection process.

However, in most of the supplier selection literatures, in

criteria selection process, their impact on achieving aspired

goals of organizations, criteria’s degree of importance and

their impact on each other such as, dependency, causal

relationships and relationship structure, have not been

investigated accurately.

Generally, the impact of the criteria on each other,

importance degree and their impact on the objective function

could be considered as weights of criteria in MCDM tech-

niques. For instance, analytic network process (ANP)

method can consider interrelations among criteria. However,

the weaknesses of this method lies in identifying causal

relationships between criteria and its high dependency on

experts which leads to the low efficiency of this method in

the supplier selection problems [10]. Also, according to

Govindan et al. [11], analytic hierarchy process (AHP) is the

most used technique in determining the importance degree

and the weights of criteria. But like ANP, AHP is subjected

to some shortcomings and in a compound set of criteria with

various causal relationships between elements, it is hard for

decision makers (DMs) to make a good decision by using

simple weighing methods [10].

Therefore, to overcome the shortcomings of ANP, AHP

and the other MCDM techniques, this study has focused on

the criteria weighing using fuzzy cognitive map (FCM).

FCM is capable of depicting all causal relationships among

criteria and effectively weighing the criteria according to

the causal relationships and dependency among criteria.

FCMs have many applications in decision analysis and are

applied in different fields such as strategic marketing

planning for industrial firms [12], renewables local plan-

ning [13], assessment and decision support in the emer-

gency department [14], integrated environmental

assessment [15], airport risks management [16], design of

an energy management system [17], risk assessment of

production processes [18], estimating system outputs [19]

and supplier selection problems [10]. In Xiao et al. [10]

study, FCM is applied to assess the weights of risk criteria

of suppliers. In fact, the total risk value of suppliers is

obtained based on the FCM and fuzzy sets.

In addition to the above complexity in the criteria

selection, the situations in which the evaluation criteria are

intangible, are difficult to be quantified economically, and

are involved with features of ‘‘the larger/more is better,’’

‘‘the nominal is the best’’ and ‘‘the smaller/less is better’’

have been considered in a narrow of literature. In order to

include such criteria in supplier selection problems,

Taguchi loss function (TLF) is applied in some researches.

Taguchi proposed a quadratic function to reduce any losses

occur when a characteristic value deviates from specifica-

tion limit systemically. In recent decade, some researches

considered intangibility of criteria and loss function in the

suppliers’ evaluations. Pi and Low [20] measured the

efficiency of suppliers using loss function first. In Pi and

Low [20] study, total loss of each supplier is calculated by

measuring the loss of deviation of criteria from specifica-

tion limits. Also, Pi and Low [21] transferred the quality

losses to variables for decision making by AHP. Sivakumar

et al. [22] proposed the AHP and loss function to measure

the loss of outsourcing vendor performance for pertinent

benefit and risk factors. Also, Liao and Kao [23] consid-

ered two ‘‘the smaller/less is better’’ price and delivery

time indexes and three ‘‘the larger/more is better’’ warranty

degree, product quality and service satisfaction indexes to

calculate the loss of criteria and used obtained values in

multi-choice goal programming (MCGP) for decision

making. In this study, TLF is applied to consider the losses

occurred when criteria values deviate from target values

and also the inclusion of criteria with intangible features in

the supplier selection problem. Moreover, the TLF con-

verts the different values to a common value of quality loss

which makes the evaluations and comparisons more

meaningful and easy [24].

Second important issue in the supplier selection problem

is to choose an appropriate and flexible methodology for
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evaluating suppliers’ efficiencies and selecting the best

supplier among them. The early versions of supplier

selection methods considered a single model to select

optimum supplier such as data envelopment analysis, ANP,

AHP, goal programming, neural network, factor analysis,

fuzzy set theory and etc. Single models’ deficiencies and

limitations have led to the application of combined models

in researches. In fact, combined models take the advan-

tages of individual single models and cover the deficiency

of single models. Combined models include integration of

two or more single models such as case based reasoning

(CBR) and neural network, AHP and loss function, fuzzy

set theory and AHP [4]. Among existing approaches of

evaluating suppliers, goal programming (GP) is one of the

most popular methods which has been applied in many

supplier selection problems [25, 26]. The aim of GP is to

minimize unwanted deviations of achieved goal and aspi-

rations level [27]. The inherent flexibility of GP in solving

multi-objective decision making (MODM) and MCDM

problems has led to introducing and using various types of

GP such as lexicographic GP, robust and fuzzy GP, intu-

itionistic fuzzy GP, weighted GP and extended GP [28–32].

However, in real-world problems, due to the lack of

information, it is difficult for a DM to set a specific aspi-

ration level for a goal. To solve this shortage, MCGP was

proposed by Chang [33]. MCGP allows DMs to set multi-

aspiration levels for their goals. This feature of MCGP has

made this model applicable in various problems such as

supplier selection [8, 23, 34]. Liao and Kao [23] used

MCGP to set multiple aspirations for decision criteria to

solve a supplier selection problem. Liao and Kao [8] in

their study proposed integrated fuzzy techniques for order

preference by similarity to ideal solution (TOPSIS) and

MCGP approach to solve the supplier selection problem.

The advantage of their method was that it allowed DMs to

set multiple aspiration levels for supplier selection prob-

lems. Also, Chang et al. [35] proposed an integrated MCGP

and multi-segment goal programming to deal with supplier

selection problem.

Although MCGP compensates the GP’s drawback in

setting multi-aspiration levels for goals but considers no

preferences of DMs in its structure. Therefore, Chang [27]

proposed a new multi-choice goal programming with util-

ity function (MCGP-U) to consider the DMs preferences in

MODM problems. The contribution of MCGP-U is to help

DMs assign goals with considering their utilities to solve

practical real-world decision and management problems

[27]. In the supplier selection problem, Jadidi et al. [34]

considered preference in the supplier selection model and

proposed a new MCGP which provides DMs with more

control over their preference. Also, in this study, MCGP-U

is applied to select the best supplier with increasing the

utility values of DMs.

In this study, a novel framework for supplier selection

has been proposed. In order to solve supplier selection

problem an integrated framework of TLF, FCM and

MCGP-U model is presented. First, the loss of deviation of

criteria from specification limits is calculated using the

TLF. Then, FCM is applied to determine the weights of

criteria and specify the priority of criteria in the supplier

selection problem. Finally, after obtaining the results of the

last two phases, MCGP-U model is used to select the

optimal supplier and maximize the DMs’ expected utility.

The contribution of this study is to consider causal rela-

tionships between criteria, the inclusion of intangibility of

some criteria in supplier evaluations. Furthermore, it con-

siders the utility values of DMs simultaneously which has

never been undertaken before. In the previous studies, just

a part of the proposed approach is applied to select the

optimum supplier. For instance, in Liao and Kao [23],

causal relationships between criteria and utility function

are not considered or in Pi and Low [20]; only loss function

is considered to select best supplier. Since the proposed

approach is an integration of various methods and factors,

it has enabled DMs to evaluate suppliers more reliably and

precisely. Additionally, the shortcomings of using each

method individually are covered. Moreover, DMs can

benefit from each method’s individual advantages

simultaneously.

The rest of the present study is organized as follows: In

Sect. 2, methods of TLF, FCM and MCGP-U are intro-

duced. In Sect. 3, an integrated framework to solve sup-

plier selection problem is proposed. A case study of a

company in paint and coating industry has been investi-

gated in Sect. 4. The results of implementation of the

proposed framework on the case study are presented in

Sect. 5 and finally, the summary and conclusion of the

study is presented in Sect. 6.

2 Methods

The aim of present study is to propose an integrated

framework for the supplier selection problem based on the

three methods of TLF, FCM and MCGP-U. The TLF

method measures the loss of deviation of evaluation criteria

from the target values. Moreover, FCM considers causal

relationships between criteria and determines the weight of

each criterion based on the direct and indirect relation of

criterion under evaluation on the objective ‘‘supplier

evaluation’’ concept. Finally, the outputs of first two

methods have been transferred to variables for decision

making using MCGP model with considering DMs’ pref-

erences in the decision process. In the following, three used

methods in this framework have been introduced.
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2.1 Taguchi loss function

Quality costs are the imposed costs incurring to ensure that

whether responses quality are complying with the specified

quality standards. In the most cases, due to the existence of

intangible quality costs, i.e., customer’s satisfaction, TLF

was introduced as an effective method to assess such costs.

The original idea of the TLF is to reduce variability of

response quality value from the target value [20]. In other

words, the TLF was defined as a loss occurs when

parameters’ quality values deviate from the target values or

specification limits. Thereby, loss will be zero when mea-

sured quality value and the target value are the same.

Taguchi measured the occurred loss by introducing quad-

ratic loss function. Quadratic loss function reduces vari-

ability near the target value systematically [36]. Taguchi

defined three types of loss functions: (1) ‘‘the nominal is

the best,’’ (2) ‘‘the larger/more is better’’ and (3) ‘‘the

smaller/less is better’’ functions. First one related to situ-

ations in which deviation allowed in both directions of

target value. In this function, target value can be the center

of two upper and lower specification limits and is formu-

lated as Eq. (1).

LðyÞ ¼ Kðy� TÞ2 ð1Þ

where L is the cost occurs due to the quality deviation from

the target value, T is target value, y is the performance or

quality characteristics, and K is the quality loss coefficient

which depends on the cost of the production process

structure. Costumer’s acceptable range of specification

limits can be ðT � DÞ where D represents the customer’s

tolerance (shown in Fig. 1).

As shown in Fig. 1, losses near target values and spec-

ification limits are in its minimum and maximum levels,

respectively. The other two loss functions are related to

situations in which deviation is only allowed in one

direction called one-sided maximum and minimum for

‘‘the larger/more is better’’ and ‘‘the smaller/less is better’’

characteristics, respectively (shown in Figs. 2, 3). Equa-

tions (2) and (3) formulate the aforementioned loss func-

tions, respectively.

LðyÞ ¼ k=y2 k ¼ A=D ð2Þ

LðyÞ ¼ ky2 k ¼ A=D ð3Þ

where A is average loss; other variables are defined in ‘‘the

nominal the best’’ function formulation.

2.2 Fuzzy cognitive map

In the real world, factors may have complex relationships

with other factors. Many of them are influencing and

meanwhile, many of them are affecting each other. FCM is

an appropriate technique to map these relations. FCM is a

soft computing tool considering relationships between

components of a ‘‘mental vision’’ to calculate the ‘‘impact

potency’’ of causal relationships in numerical intervals

[- 1,1] or [0,1] [37]. The main components of FCMs are

nodes with weighted interconnection arcs between nodes.

In fact, the nodes represent concepts that describe the

system, the arcs represent causal relationships between

concepts and symbols on the arcs determine the types of

causality between concepts [38]. To depict a FCM, experts’

opinions and time-series data are required. In the calcula-

tion-based FCM, time-series data are used as input of FCM

and neural networks logic is applied to assess weights and

relationships of concepts. In fact, knowledge, experience

and scenario contribute to depict a desirable FCM. In

Fig. 4, a general schematic of FCM with component has

been presented.

A

0

L(y)

y
T-Δ T T+Δ

Fig. 1 Nominal is the best function

y

A

0

L(y)

Fig. 2 Larger/more is better function
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In Fig. 4, Ci represents nodes and concepts of the system

which are interconnected with weighted arcs. Two con-

cepts Ci and Cj are connected with a weight of wij which

indicates the degree of causality and relationships between

them. So wij[ 0 indicate a positive causality, wij\ 0

represent a negative causality and wij = 0 shows a no

relationship between two concepts. To explain a FCM, six

steps should be done as follows:

• Step 1 Determination of affecting concepts on the

system and relationships between them.

• Step 2 Weighing these relationships regarding to the

experts’ opinions.

• Step 3 Selection of appropriate calculation method and

transformation functions.

• Step 4 Releasing the concept with relationship to

interact with each other

• Step 5 measuring the interaction value of concepts in

each cycle.

• Step 6 Continuing this trend until terminating condi-

tions occur.

In the FCM technique, estimation of the weights of con-

cepts is an essential issue. In recent years, learning algo-

rithms is used to increase the accuracy of weight

estimation, map convergence and reducing dependency on

experts’ opinions. Learning algorithms classified to three

Hebbian algorithms, population-based learning algorithms

and hybrid learning algorithms [39]. According to the data

of this study which are based to the expert’s opinions,

hybrid learning algorithm would be the best option. Since

the hybrid learning algorithms are combinations of the

other two learning algorithms and are suitable to adjust the

weights of concepts with the combination of time-series

and experts’ opinions data, simultaneously.

Moreover, among various hybrid learning algorithms,

nonlinear Hebbian learning–differential evolution (NHL–

DE) algorithm is used in this study, since this algorithm

updates the nonzero weights in different iterations and

maintains the relationships between concepts which are

defined in the original map [40]. The pseudocode of non-

linear Hebbian learning (first stage of NHL–DE) and dif-

ferential evolution (second stage of NHL–DE) is presented

in Fig. 5. In the presented pseudocode, A(0) is the initial

state matrix of the system, W ð0Þ is the initial weights matrix

of causal relationships of concepts, Ai
(k-1), Ai

(k) and Ai
(k?1)

are the values of concept Ci at iterations k - 1, k and

k ? 1, Aj
(k) is the values of concept Cj at iteration k, w

ðk�1Þ
ij

y

A

0

L(y)

Fig. 3 Smaller/less is better function

C1

C5

C4

C3

C2w12

w15 w32

w34w45

w41

w52
w51

w24

C6w26

w63

w64

Fig. 4 A fuzzy cognitive map

Neural Computing and Applications (2019) 31:7595–7614 7599

123



and w
ðkÞ
ij are updated weight between concepts Ci and Cj at

iterations k - 1 and k, g and c are learning rates, W
ðkþ1Þ
NHL

represents the final weights matrix of causal relationships

of concepts in the first stage, Wi
(k) represents the state

matrix of concept Ci at iteration k, sgn is sign function, NP

is the number of population and f is a transformation

function, provided that the product of two matrixes is more

than the amount defined for variables, that returns the

resulting values to defined ranges. In this study, according

to the concept values, which are between interval [0,1], the

most appropriate transfer function is sigmoid function.

Also, the termination conditions of FCM calculations

include: 1. a stable state, that is, until Ai
(k) and Ai

(k?1) is

equal or have a little difference, 2. exhibiting limit cycle

behavior, i.e., the concept values fall in a loop of numerical

values under a specific time period, 3. indicating a chaotic

behavior, i.e., the concept values obtain a variety of

numerical values in a non-deterministic, random way [38].

2.3 Multi-choice goal programming with utility
function

Goal programming (GP) is an extension of linear pro-

gramming to solve MCDM and MODM problems which

was first introduced by Charnes and Cooper [41]. GP

requires that DMs determine an aspiration level for each

objective regarding to the evaluation criteria, then tries to

minimize deviations of the achieved goals and aspiration

level [27]. GP formulated as follow:

min
Xn

i¼1

dþi þ d�i

s:t:

fiðxÞ � dþi þ d�i ¼ gi; i ¼ 1; 2; . . .; n

dþi ; d
�
i � 0; i ¼ 1; 2; . . .; n

x 2 F

ð4Þ

where fiðxÞ is the linear function of ith objective. dþi and d�i
are allowable positive and negative deviations of ith goal.

gi is aspiration value of ith goal and F is a feasible set.

In most real cases, restrictions to determine an aspiration

level for each objective, such as uncertainty in decision

problems or lack of information, led to propose of MCGP

by Chang [33]. The MCGP allows DM to set a multiple

aspiration levels for each objective instead of one and helps

avoiding underestimation of decisions made by DM [23].

The MCGP can be divided in two ‘‘the more is better’’ and

‘‘the less is better’’ types. Two types can be modeled as

follows:

min
Xn

i¼1

½wiðdþi þ d�i Þ þ aiðeþi þ e�i Þ�

s:t:

fiðxÞ � dþi þ d�i ¼ yi; i ¼ 1; 2; . . .; n

yi � eþi þ e�i ¼ gi;max or gi;min; i ¼ 1; 2; . . .; n

gi;min � yi � gi;max; i ¼ 1; 2; . . .; n

dþi ; d
�
i ; e

þ
i ; e

�
i � 0; i ¼ 1; 2; . . .; n

x 2 F

ð5Þ

Procedure 1: Nonlinear Hebbian learning algorithm 
Step A1. Read input concept state A0 and initial weight matrix W0. 
Step B1. Repeat for each iteration k. 
Step C1. Calculate Ai

(k+1) according to follow equation: 

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
+= ∑

=
≠

+
N

j
ij

k
ij

k
j

k
i

k
i wAAfA

1

)()()()1( .

Step D1. Update the weight k
ijw according to follow equation: 

( ) )(( ) ( ) ( ) ()()()(1 )11 111.   k k k k k k k
ij ij i j ij ij iw w A A sgn w w Aγ η− − − − − −= + −

Step E1. Calculate the termination functions. 
Step F1. Until the termination condition are met. 
Step G1. Return the final weights WNHL

(k+1) to the Procedure 2. 

Procedure 2: Differential evolution algorithm 
Step A2. Initialize the DE population in the neighborhood of WNHL

(k+1) and within the suggested 
weight constraints. 
Step B2. Repeat for each input concept state (k). 
Step C2. For i=1 to NP (number of population) do step D2 to step G2.
Repeat D2 to F2 for each population.  
Step D2. Mutation Wi

(k) to obtain mutation vector. 
Step E2. Crossover mutation vector to obtain trial vector. 
Step F2. If F(Trial_Vector (Wi

(k)), accept Trial_Vector for the next generation. 
..temeranoitidnocnoitanimretehtlitnU.2GpetS

Fig. 5 Nonlinear Hebbian

learning–differential evolution

algorithm
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where wi and ai are the weights attached to d
þ;�
i and e

þ;�
i .

eþi ; e
�
i are positive and negative deviations of jgi;max � yij

or jyi � gi;minj. gi;max and gi;min are the upper and lower

bound of yi. yi is the continues variable between interval

values gi;min and gi;max. Other variables are the same as

those in Model (4).

Although Model (5) resolves GP’s shortage in definition

of multiple goals for an objective, it considers no preferences

of DMs in decision-making evaluations. Utility function is

an important method to responses to the DM’s preferences.

Utility function defines in U: X ! R form where X is a set

of feasible values and R is a set of real number. The utility

function assigns a real number for each preference. MCGP

with utility function is an effective MODM method to

response real-world problem, was first proposed by Chang

[27]. The purpose of MCGP-U is to address MODM prob-

lems with considering DMs’ preferences and maximizing

expected utility of DMs. Four forms of utility functions have

been proposed in the previous researches including convex,

concave, s shaped and reverse s shaped. Chang [27] for the

sake of simplicity combined two linear and s-shaped utility

functions in MCGP model. In this study, linear utility

function is implemented in the MCGP model. Linear utility

functions can be stated in Eqs. (6) and (7).

uiðyiÞ ¼
1; if yi � gi;min
gi;max � yi

gi;max � gi;min

; if gi;min � yi � gi;max

0; if yi � gi;max

8
><

>:
ð6Þ

uiðyiÞ ¼
1; if yi � gi;max
yi � gi;min

gi;max � gi;min

; if gi;min � yi � gi;max

0; if yi � gi;min

8
><

>:
ð7Þ

where gi;min and gi;max are the lower and upper bounds of

ith objective, respectively. The other variables are defined

as before. Equation (6) relates to cases in which lower

values are preferred and is named left linear utility function

(LLUF) (shown in Fig. 6). As shown in Fig. 6, DMs in

order to increase utility value of uiðyiÞ should produce yi
value close to gi;min value as much as possible. Equa-

tion (7) refers to situations in which higher values are

preferred and is named right linear utility function (RLUF)

(shown in Fig. 7). Also in RLUF, DMs in order to increase

utility value of uiðyiÞ should produce yi value close to gi;max

value as much as possible. In the following, the formula-

tions of MCGP with considering LLUF and RLUF are

stated in Eqs. (8) and (9), respectively.

min
Xn

i¼1

wi d
þ
i þ d�i

� �
þ bif

�
i

� �

s:t:

fiðxÞ � dþi þ d�i ¼ yi; i ¼ 1; 2; . . .; n

gi;min � yi � gi;max; i ¼ 1; 2; . . .; n

ki �
gi;max � yi

gi;max � gi;min

; i ¼ 1; 2; . . .; n

ki þ f�i ¼ 1; i ¼ 1; 2; . . .; n

dþi ; d
�
i ; f

�
i ; ki � 0; i ¼ 1; 2; . . .; n

x 2 F

ð8Þ

min
Xn

i¼1

wi d
þ
i þ d�i

� �
þ bif

�
i

� �

s:t:

fiðxÞ � dþi þ d�i ¼ yi; i ¼ 1; 2; . . .; n

gi;min � yi � gi;max; i ¼ 1; 2; . . .; n

ki �
yi � gi;min

gi;max � gi;min

; i ¼ 1; 2; . . .; n

ki þ f�i ¼ 1; i ¼ 1; 2; . . .; n

dþi ; d
�
i ; f

�
i ; ki � 0; i ¼ 1; 2; . . .; n

x 2 F

ð9Þ

where wi and bi are the weights attached to the deviation

values di and f�i respectively. ki is the utility value and f�i
is the normalized deviation of gi;min. The other variables are

defined as before.

1

0

ui(yi)

gi,min gi,max

i

Fig. 6 Left linear utility function

1

0

ui(yi)

gi,min gi,max

i

Fig. 7 Right linear utility function
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Since the MCGP-U model is linear, so it can be solved

using linear programming packages. Ability of measuring

the utility values of DMs makes this model as an important

technique in management and decision-making problems.

However, incommensurability is a major issue in MCGP

model. Incommensurability occurs when deviational vari-

ables with different units sum up directly and causing some

unintentional bias toward the objectives with large mag-

nitude [42]. So normalization and scaling methods must be

done. However, Gass [43] mentioned that the selection of

appropriate weights does not appear to cause GP problem

formulation too much difficulty, as their problems tend to

have few goals (\ 100) and there usually are explicit rea-

sons for the scale, weights and trade-offs between the

goals. So Gass [43] incorporated the weights derived of

AHP to GP model directly. Gass [43] stated that normal-

izing weights is simply part of whole weight that is

absorbed by pairwise comparison weighing. Also, some

researchers incorporated preferential weights derived of

interactive MCDM methods directly to GP model. How-

ever, in this study, considering causal relationships of cri-

teria, the FCM is used to determine the weights of criteria

and priority of the goals.

3 Proposed framework

As mentioned before, the purpose of this study is to provide

an integrated framework to evaluate and select suppliers

based on the three methods of loss function, FCM and

MCGP-U. Proposed approach includes three significant

features. First, considers the imposed loss of deviations of

intangible evaluation criteria values from specification

limits by applying the TLF, second, determines the weights

and priority of evaluation criteria based on the causal

relationships between criteria and finally, the preferences

of the DMs are considered in the supplier selection eval-

uations using MCGP-U. In the first step of the proposed

framework, after eliciting the evaluation criteria from the

recorded documents in the purchasing and suppliers’

management department, regarding to the specified limits

which have been assigned by the experts team of corpo-

ration, and according to the characteristic features of the

criteria in terms of ‘‘the smaller/less the better’’ or ‘‘the

larger/more the better,’’ the TLF is used and consequently

the loss coefficient and loss of each criteria for each sup-

plier is assessed.

In the second phase, to determine the weights of supplier

evaluation criteria, by considering the causal relationships,

the FCM method is applied. In this step, criteria of supplier

evaluation are assumed as concepts of FCM. In addition to

these criteria, a node named ‘‘supplier evaluation’’ is

considered as a target concept of the study. Then,

according to the opinions of the experts, the causal rela-

tionships between concepts are determined and weighted.

Thus, an initial weight matrix of causal relationships of

concepts with elements between interval [- 1,1] is com-

posed. This matrix is the main input of learning algorithm.

Now, a scenario technique is used to measure the weight of

each criterion, so that in each scenario, it is assumed that

only one criterion is effective on the suppliers’ evaluation

process. In other words, in the calculations of the FCM for

each scenario, only value of concept associated with the

mentioned criterion has a value of 1 (active node). Then,

the learning algorithm is executed according to the each

defined scenario and initial weights matrix of causal rela-

tionships of concepts. The amount of output per target node

caused by the implementation of each scenario (after

acquiring a FCM to a stable structure) indicates the weight

of each evaluation criterion. In fact, these weights are

derived of direct and indirect effect of under evaluation

criteria on the target concept of ‘‘supplier evaluation.’’

After determining the loss of each criterion and weights

of evaluation criteria, total loss of each supplier is calcu-

lated. Total loss can be seen as a helpful method in decision

making and in Pi and Low [20] study was considered as the

only requirement to select the optimum supplier. However,

the proposed approach in this study has improved the

decision-making process, which is based on the both total

loss values and utility values of DMs. Indeed, the proposed

approach makes a trade-off between minimizing the total

loss and maximizing the utility values of DMs, simulta-

neously. In other words, best supplier necessarily may not

lead to the least total loss; however, the loss values are the

significant factors in selecting the best supplier. The last

step is implementing of the MCGP-U method as a deci-

sion-making alternative to select the optimal and best

supplier. The MCGP-U model has been used in this step

based on Eqs. (8) and (9) with respect to the utility feathers

in terms of the less/more is better.

To implement MCGP-U method, first, the parameters of

MCGP-U should be assigned. The parameters include

deviations weights in objective function, upper and lower

aspiration levels for goals, suppliers coefficients in each

constraint and utility functions in constraints. Briefly, the

weights of deviations (goals) in the objective function are

determined by using FCMs. Also aspiration levels for each

goal are assigned based on the DMs’ opinions for the goals.

Indeed, preferences of the DMs stated as aspiration levels

of the model. In addition to that, the coefficients of vari-

ables (suppliers) in each constraint are the loss values of

each supplier at the related criterion. Finally, based on the

criteria characteristics (the smaller/less is better or the

larger/more is better) an appropriate utility function (RLUF

or LLUF) will be defined. For the sake of simplicity, linear

utility function has been used in this study. In summary, the
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objective function of MCGP-U model tries to decrease the

positive deviations for ‘‘the smaller/less is better’’ goals

and negative deviations for ‘‘the larger/more is better’’

goals and increasing the excepted utility values of DMs by

selecting an optimal supplier at the same time. As men-

tioned in Sect. 2 in the most cases of management prob-

lems, especially supplier selection problem, the utility

values of objectives are more important than benefit of

objectives and reaching to the goal. By implementing

MCGP-U, a DM can increase expected utility of each

objective. At last, model is solved using LINGO 16.0.33

software and the best supplier/s is selected. Detailed

schematic view of the proposed framework is presented in

Fig. 8.

4 Case study

In this section in order to illustrate the capability of the

proposed framework to solve the real-world problem and to

observe the results of proposed framework, the case study

of U.A.CH has been investigated. U.A.CH manufacturing

company started its activity in production of paint and

coating industry, using advanced machinery and produc-

tion lines with quality management systems, in an area of

4000 m2 in the city of Urmia since 2010. The U.A.CH due

to the high-quality production, innovation, extra value

creation, efficiency and sustainable participation in markets

is one of the premier brands in the paint and coating

industry in the West Azerbaijan province of Iran and even

some neighbor countries. Products of this company include

2250 tons plastic paint, 3150 tons traffic paint, 900 tons of

oil paint and 3220 tons filling spray paint capacity each

year. According to the production capacity, with a total

capacity of 9500 tons, the U.A.CH Company is the second

largest producer in producing a variety of colors in the

West Azerbaijan province. The company’s central labora-

tory is associated with the national organization of standard

and industrial research; therefore, laboratory services nee-

ded by industries, especially the paint industry in the

nationwide, could be provided. Also, research and devel-

opment department of the company with the help of

committed employers and broad set of facilities plays a

significant role in promotion of quality and meets the

customers updated needs. ‘‘Resins’’ and ‘‘Titanium diox-

ide’’ are the company’s major required raw materials for

the production of paint. ‘‘Resin’’ is liquid like adhesive,

causes the paint adhesion and ‘‘Titanium dioxide’’ specifies

color shades.

In the mentioned company, according to the outsourcing

policy, raw material of ‘‘Resin’’ is considered as a product

for study. According to records in the U.A.CH purchasing

and suppliers’ management department, company plans to

purchase needed ‘‘Resin’’ from six qualified suppliers.

After determination of the criteria used to evaluate sup-

pliers based on information recorded in the purchasing and

suppliers’ management department and approved by the

expert team, the proposed framework in Sect. 3 has been

implemented. It should be noted that, in current situation,

the company is able to meet its raw material needs from a

supplier. However, due to the varying demands of market,

limited capacity of suppliers and also uncertainty in

working with only a supplier, the company to meet its raw

material needs and to put the production in a secure and

sustainable position, has inclination to select up to three

suppliers. Therefore, different scenarios regarding to the

number of suppliers (selecting up to three suppliers) are

considered in the suppliers’ evaluations.

According to information obtained, 11 criteria and goals

to evaluate suppliers in the company of U.A.CH are

selected. Criteria are selected according to the both recor-

ded documents of suppliers at the purchasing and suppliers’

management department and also the importance degree of

criteria for the company’s management. In the following 11

criteria are briefly explained. Briefly, price, quality and

delivery time are the most significant criteria used in the

researches to evaluate suppliers [8, 23]. In other words, on

time delivery of the high-quality product with lower price,

not only considered as competitive aspects of the firms but

also are crucial factors in success of the organizations. On

the other hand, customer’s satisfaction criterion to keep

current market share is important for producers. Environ-

mental management system is a set of supplier’s manage-

ment actions to identify and to evaluate the effects of

suppliers’ activities on the environment to improve the

environmental activities’ efficiencies. This criterion can

help both suppliers and buyers to meet the environmental

protection agency’s obligations, and consequently saving

energy and material consumption. Also, research and

development of new product is a crucial factor in com-

pany’s survival. In industries with rapid development,

manufacturers need to develop new design and increase

their production continuously. Continuous changes in

technologies, presence of competitors in the markets and

customers changing priorities, make the development of

the new products inevitable and important on buyer’s

perspective.

Technical capabilities and laboratory facilities are

directly in a relation with the quality criterion; thus, it can

be considered as a criterion in supplier’s evaluation. In the

other hand, due to the possibility of imposing additional

cost of transportation to the buyers based on the content of

the contract, it is better to select a supplier with better

geographical position and appropriate availability to the

company. Services provided when the product did not meet

the expected expectations and inappropriate service can

Neural Computing and Applications (2019) 31:7595–7614 7603

123



affect DMs’ decisions. Financial stability of the company

to provide the capital needed to producing order of cus-

tomers lead to considering this criterion in the evaluations.

At last, suppliers’ experience as an index to ensure buyers

in terms of commitment to produce high-quality products

with on time delivery is important. The values and relative

values of criteria for each supplier and the specification

limits for nine criteria have been presented in Table 1. For

Suppliers candidates

Criteria of supplier selection

Taguchi loss function for creating 
criteria loss

Identify causal relationships between 
criteria

Creating a weight matrix by using 
cognitive map method

Calculate the total loss

Creating the scenario for each criteria 
by assuming being active the criteria

No

Yes

Are all criteria selected?

 Implementation of the hybrid 
learning algorithm  by using 

MATLAB software

Extracting criteria weights

Determining the utility function
  of criteria

MCGP-u model formulation

Implementation of the MCGP-u 
model  by using Lingo software

Selection of optimal suppliers

Fig. 8 Proposed framework for

suppliers’ evaluation in this

study
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two criteria of the financial stability and experience,

specification limits and quality loss coefficients (K) are not

considered. However, the financial stability and experience

of suppliers are considered important attributes for com-

pany’s management and thus be included in the analysis.

Moreover, specification limits are set based on the experts’

opinions and company’s policy, which are to improve the

average loss for the next year and are expressed as the

utility intervals in Table 2.

For better understanding Table 1 contexts, some of the

values and specification limits are interpreted. For instance,

concerning to the sales price criterion (the smaller/less is

better), experts set the lowest offering price (100 thousand

Tomans) as the target value of zero and upper specification

limit is set as 15% which is the allowable deviation from

target value. It means that loss will be zero for a supplier

offering the lowest price and will be 100% for the supplier

who offers the price 15% more (115 thousand Tomans)

than the lowest price. For delivery time criterion (the

smaller/less is better) DMs set, the specification limit of

three working days, which indicates that 100% loss will be

occurred if the suppliers delivery delay is three working

days. About service criterion (the larger/more is better),

DMs set the specification limit of 60%. Indeed, at the point

of 60% service, loss will be 100% and loss will be zero at

100% service level. Geographical location (the smaller/less

is better) specification limits like sales price is set based on

the lowest distance (300 km is set as target value of zero)

and upper specification limit is set at 20% more than the

lowest distance. In the upper specification limit of geo-

graphical location, loss will be 100%. Other criteria defi-

nitions and values could be interpreted like these

mentioned criteria. It should be noted that for experience

and financial stability, loss coefficients and specification

limits are not considered. However, these two criteria are

important for the management and are considered in the

evaluations to have a supplier selection problem with the

combination of different criteria features.

5 Analysis of the results

In this section, the proposed framework presented in Fig. 8

has been conducted in the case study and the results are

presented. In the first step of the proposed framework, the

evaluation criteria based on the both recorded document in

the purchasing and suppliers’ management department and

importance degree of criteria for company’s management

have been selected and are presented in Table 1. As it can

be seen in Table 1, some of the criteria are difficult to

quantify from the cost point of view. In this study, for

example, to quantify some criteria like services, the Mon-

czka and Trecha’s [44] proposed method is used to

quantify such criteria. Values and relative values of criteria

are indicated in Table 1. Also, as mentioned before, the

upper and lower specification limits are set based on the

experts’ decisions and are presented in Table 1.

Now, by utilizing the TLF and according to the speci-

fication limits, the loss of each criterion can be calculated.

The loss value of each criterion is applicable in both cal-

culating the total loss of suppliers and as coefficients of the

suppliers in the MCGP-U model. For ‘‘the smaller/less is

better’’ characteristics, loss will be zero in lower specifi-

cation limits and 100% loss will occur in upper specifica-

tion limits. As mentioned before, for instance, concerning

to delivery time loss will be 100%, if the supplier’s

delivery delay is three working days and loss will be zero

for receiving orders without delay. On the contrary, for

‘‘the larger/more is better’’ characteristics, loss will be zero

in upper specification limits and will be 100% in lower

specification limits. For example, loss will be zero if cus-

tomer’s satisfaction relative value is 100% and 100% loss

will be occurring if customer satisfaction is in 80% spec-

ification limit. Table 2 completely presents the character-

istic features, and calculated average loss coefficient from

Eqs. (2) and (3) for each criterion. In addition to that, no

loss is considered for the two criteria of financial stability

and experience. However, as mentioned before, because of

the financial stability and experience of suppliers’ impor-

tance for company’s management, these two criteria are

included in the analysis. By considering these two criteria

in the analysis, the problem is now comprised of nine

criteria with quality loss coefficient (k) and two criteria

without quality loss coefficient feature. Table 3 shows the

calculated loss values of criteria for each supplier. Also the

calculation of obtaining K is explained in Table 3.

At this point, the comparison of suppliers is impossible,

unless the weighted sum of loss values (Total Loss) for

each supplier is calculated. Calculating the total loss value

for each supplier can be considered as a helpful tool in the

supplier selection problem. However, total loss values may

not lead to the best supplier in this problem necessarily.

Since the best supplier should minimize the total loss and

maximize the utility values of DMs simultaneously. Hence,

by selecting the best supplier based on only the total loss

value, the utility values and preferences of DMs are

ignored. Consequently, there is need to use an extra model

to consider both loss of criteria and preferences of DMs,

simultaneously.

In order to calculate total loss, weighted sum of loss

values is measured which are more reliable and real than

measuring only the sum of loss values. So determination of

the weight of each criterion is critical in the evaluations of

total loss and then using in MCGP-U model to assess

suppliers. Indeed, the weights calculated in this section also

determine the priority of the goals in the proposed MCGP-
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U model. As mentioned before, in fact, due to the causal

relationships between criteria and considering experts’

opinions, it is difficult to assess the weights with simple

MCDM techniques such as AHP. To deal with above

complexity, an appropriate system with considering causal

relationships between criteria to observe the effects of

criteria on the evaluation of supplier concept can be a

solution.

In this study, the weights are determined according to

the causal relationships between criteria using the FCM

method. Since each criterion may have indirect effect on

supplier evaluation concept as well as direct effect. The

FCM drawing requires to identify the concepts and deter-

mine the causal relationships between these concepts and

weighing them, which are determined by proficient experts

in the field of study [37, 40]. Therefore, the experience of

the Cross Functional Team (including individuals

Table 2 Criteria characteristic features and utility limits

Evaluation criteria Criteria

characteristics

K Utility intervals to improve average

loss

Expected loss

ranges

Sales price (SP) Less is better 444.40a [1.5,3%] [431.06,437.73]

Delivery time (DT) Less is better 1.11 [2,5%] [1.05,1.08]

Quality (Q) More is better 9.40b [5,8%] [8.64,8.93]

Customer satisfaction (CS) More is better 6.40 [0.5,3.5%] [6.24,6.36]

Environmental management systems (EMS) More is better 7.20 [3,5%] [6.84,6.98]

Research and development (R&D) More is better 5.60 [4,7%] [5.20,5.37]

Technical capabilities and laboratory facilities

(TC&LF)

More is better 4.90 [2.5,5.5%] [4.63,4.77]

Service (S) More is better 3.60 [2,4%] [3.45,3.52]

Geographical location (GL) Less is better 250 [0.5,2.5%] [243.75,248.75]

Financial stability (F) – – – –

Experience (E) – – – –

aLðY1Þ ¼ k � Y2
1 (for the smaller/less is better characteristics) where L ¼ 10 (Taguchi loss at the upper specification limit) and Y1 ¼ 0:15 (upper

specification limit set by the DM). Thus k ¼ 10=ð0:15Þ2 ¼ 444:40
bLðX1Þ ¼ K=X2

1 (for the larger/more is better characteristics) where L ¼ 10 (Taguchi loss at the lower specification limit) and X1 ¼ 0:97 (lower

specification limit set by the DM). Thus k ¼ 10 � ð0:97Þ2 ¼ 9:40

Table 3 Loss values of the criteria for each supplier

Evaluation criteria Supplier 1 Supplier 2 Supplier 3 Supplier 4 Supplier 5 Supplier 6

Sales price (SP) 3.59a 0 2.18 0.71 7.51 4.45

Delivery time (DT) 4.44 9.99 1.11 0 1.11 4.44

Quality (Q) 9.62b 9.74 9.78 9.49 9.57 9.86

Customer satisfaction (CS) 8.85 9.51 8.26 10 7.73 9.29

Environmental management systems (EMS) 8.32 8.88 9.29 8.88 7.97 9.96

Research and development (R&D) 7.06 10.50 8.75 7.57 6.91 9.20

Technical capabilities and laboratory facilities (TC&LF) 9.19 5.79 8.26 7.11 6.18 5.42

Service (S) 4.45 7.78 6.40 5.10 4.25 3.99

Geographical location (GL) 5.62 2.5 0 5.62 1.22 3.02

Financial stability (F) – – – – – –

Experience (E) – – – – – –

Total lossc 35.45 38.79 30.98 30.81 29.83 34.52

aLðY1Þ ¼ k:Y2
1 (for the smaller/less is better characteristics) where k ¼ 444:4 (Taguchi loss coefficient for the sales price criterion) and Y1 ¼ 0:09

(the relative value of the sales price criterion for supplier 1).Thus L ¼ 444:4 � ð0:09Þ2 ¼ 3:59
bLðX1Þ ¼ K=X2

1 (for the larger/more is better characteristics) where k ¼ 9:40 (Taguchi loss coefficient for the quality criterion) and X1 ¼ 0:988

(the relative value of the quality criterion for supplier 1). Thus L ¼ 9:40

ð0:988Þ2 ¼ 9:62

cTotal loss ¼
P

i wili, where wi is the weight of criterion i obtained from FCM and li is loss value of criterion i
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belonging to the sectors and organizational levels that

involved in the problem of company) has been used to

determine the concepts of the FCM and the weights of the

causal relationships between concepts. After initial

weighing the relationships by experts’ team, the final

weight of each causal relationship between the concepts is

calculated based on the agreement between the experts.

Figure 9 clearly presents the initial weights of causal

relationships considering experts’ opinions. Depending on

the types of the concepts’ effects on each other, weights

can take values between [- 1,1]. So that, if an increase/

decrease in effect of a criterion leads to an increase/de-

crease in effect of another criterion, the weight of the

causal relationship between these two criteria is considered

to be more than zero (direct relationship) and if an

increase/decrease in effect of a criterion leads to a

decrease/increase in effect of another criterion, the weight

of the causal relationship between these two criteria is

considered to be less than zero (reverse relationship). At

last, the weight of causal relationship between two criteria

is zero, if criteria have no effects on each other.

In Fig. 9, causal relationships between 11 criteria and

concept of ‘‘supplier evaluation’’ are indicated. The arcs

between criteria presents the causal relationships between

them and the values on the arcs shows the initial weights of

criteria on each other. NHL–DE hybrid learning algorithm

was run in MATLAB R2013a (8.1.0.604) software for each

scenario and the weights of criteria are obtained and are

summarized in Table 4. According to the FCM results,

delivery time criterion with the weight of 0.743 has the

most effect on the supplier evaluations. Also, research and

development and financial stability are on the second and

the third priorities with the weights of 0.728 and 0.711,

respectively. On the other hand, the criterion of environ-

mental management system has the least impact on the

supplier evaluations with the weight of 0.441. After

obtaining the criteria weights, now, calculation of each

supplier total loss is possible.

The total loss of suppliers which have been shown in

Table 3 can be considered as an extra tool in supplier

selection decision making. According to the total loss

values, supplier 5 has the least total loss and is optimal for

the company in terms of total loss. In other words, selecting

the supplier 5 as a supplier for next year leads to the lower

loss for the company. However, it is not obvious that

whether supplier 5 could lead to increase the utility values
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of DMs too. So, in the last step of supplier selection

problem of this study, MCGP-U model is used to evaluate

suppliers and increase the expected utility values of DMs,

simultaneously. The proposed model to select the optimal

supplier makes a trade-off between minimizing the

imposed loss of selecting supplier on the one hand and

maximizing the utility values of DMs on the other hand.

The MCGP-U model used in this study is presented in

Appendix. Also, the preferences of DMs have been pre-

sented as intervals in Table 2. MCGP-U model’s objective

considers positive and negative deviations from goals,

DMs’ utility values and priorities of goals (weights) at the

same time. Also constraints of MCGP-U model consist of

the company’s goals and utility functions. According to the

records, management team established 11 goals which are

demonstrated in Appendix. The coefficients of goals are the

loss values of criteria deviation from specification limit for

each supplier and the aspiration levels for goals are the

experts expected intervals to improve the average loss for

the next year.

After setting parameters of MCGP-U model, the model

is solved using LINGO 16.0.33 extended version and

supplier 5 selected as the optimal supplier to provide

‘‘Resin’’ for the company ðS5 ¼ 1; S1 ¼ S2 ¼ S3 ¼ S4 ¼
S6 ¼ 0Þ. It should be noted that the purpose of the proposed

model, in the first scenario, is to select only one supplier

and since supplier variables are binary variables (0 or 1);

therefore, the value of the supplier 5 is equal to 1 and for

other suppliers will be zero to satisfy the Eq. (55) in Ap-

pendix. As it is obvious in the results, the supplier 5 has the

best performance (the least loss value) in the criteria of

research and development, customer satisfaction and

environmental management systems which have the 2nd,

6th and 11th priorities with the weights of 0.728, 0.615 and

0.441, respectively. Also, the supplier 5 has the second best

performance in the criteria of delivery time, financial sta-

bility and quality which have the 1st, 3rd and 10th priori-

ties for DMs, respectively. Due to the high performance of

the supplier 5 in mentioned criteria and the priority weights

of these criteria, so it was expected that the supplier 5 to be

selected as the optimal supplier. On the other hand,

although the supplier 5 has the weakest performance in the

sales price criterion, due to the low impact of this criterion

on the evaluation, the supplier 5 will remain the optimal

supplier of in this study. Also this result is comparable to

the results presented in Table 3. Since the optimal supplier

both increases the DMs’ utility values and decreases the

loss imposed to the company, simultaneously, among all

suppliers, the supplier 5 has this feature. In other words,

among these six suppliers, supplier 5 with the total loss

value of 29.83 has the least total loss value and increases

DMs utility values at the same time. All variable values are

presented in Table 5.

As it obtained from Table 5 obviously, all criteria were

satisfied fully expect financial stability and experience. For

the fully satisfied goals, the value of k is equal to 1 and

consequently the values of f� are 0, which confirms that

the DMs expected aspiration levels have been met. How-

ever, the utility values for the financial stability and the

experience criteria are 0.40 and 0.72, respectively which

shows that only a part of preference of DMs is satisfied and

expected aspiration levels for these two criteria are not

completely satisfied. It should be noted that the utility

function for these two criteria was RLUF, since the larger

values of these two criteria was desirable for DMs.

As mentioned in Sect. 4, company in order to meet its

varying demand for raw material and to put the production

in a secure and sustainable position tends to evaluate up to

three suppliers, so different scenarios based on the number

of selected suppliers are considered. First scenario is to

select a supplier which was evaluated and analyzed before.

The second scenario is to select two suppliers for the con-

tract of outsourcing raw material. In this scenario, model is

solved using LINGO 16.0.33 software and suppliers 5 and 4

are the selected suppliers ðS4 ¼ S5 ¼ 1 ; S1 ¼ S2 ¼ S3 ¼
S6 ¼ 0Þ. Also, the results of implementing second scenario

Table 4 Weights assigned to

each criterion by hybrid

learning algorithm based on the

FCM

Evaluation criteria Initial weights Final weights Priority

Sales price (SP) 0.8 0.581 8

Delivery time (DT) 0.6 0.743 1

Quality (Q) 0.7 0.446 10

Customer satisfaction (CS) 0.5 0.615 6

Environmental management systems (EMS) 0.5 0.441 11

Research and development (R&D) 0.6 0.728 2

Technical capabilities and laboratory facilities (TC&LF) 0.4 0.631 5

Service (S) 0.7 0.590 7

Geographical location (GL) 0.3 0.552 9

Financial stability (F) 0.4 0.711 3

Experience (E) 0.5 0.695 4
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are presented in Table 5. Like the first scenario, model tries

to make a trade-off between decreasing total loss and

increasing utility values of DMs. So as it can be seen, the

supplier 4 which has the second least total loss value is

selected as the second supplier besides the supplier 5 to

provide the needed raw material for the company if needed.

Also all utility values are maximized in this scenario which

is one of the main purposes of this study. Third scenario is to

select three suppliers. According to the last two scenarios, it

seems that supplier 3 is selected due to its low total loss

value besides suppliers 4 and 5. But after calculations,

suppliers 4, 5 and 6 selected as optimal suppliers

ðS4 ¼ S5 ¼ S6 ¼ 1 ; S1 ¼ S2 ¼ S3 ¼ 0Þ. Indeed, the set of

suppliers 4, 5 and 6 can better increase the utility values for

DMs and as it can be seen in Table 5, utility values are fully

satisfied. The result verifies that suppliers with the low

values of total loss necessarily may not lead to increase the

utility values of DMs and be selected as optimal suppliers.

Also, this model could be solved by conventional MCGP,

but conventional MCGP is unable to calculate the utility

values of model and this may be a major issue in the

management and decision-making problems. Since utility

values for DM may be more valuable than benefit of the

achieving goal.

Generally, the main reason of using MCGP-U in this

study is to consider the preferences of DMs in the supplier

selection problem. However, the loss values of deviations

of criteria from specification limits for each supplier and

the priority of goals and criteria according to the causal

relationships are also considered. The privilege of the

proposed integrated framework is to enable DMs to benefit

from each method’s individual advantage simultaneously.

The TLF provides DMs a common value of quality loss

which makes the comparisons of alternatives much easier

and meaningful [24]. Additionally, the priority of criteria

and goals is important for management in the real-world

problems. Hence, determination of each goal weight is a

critical issue. In the most of the previous studies, MCGP

and GP models goals’ weights are assigned based on the

traditional MCDM techniques such as AHP and ANP. For

example, among the MCDM techniques, the nearest

method that is able to consider the interactions between the

criteria and options is ANP method. However, this tech-

nique shortcoming in applying in the problems with high

numbers of criteria, lack of being intelligent, high depen-

dency to the experts’ opinions and the inability to consider

relations from higher levels to lower levels led to apply

FCM approach to assign the weights of criteria. The FCM

strengths in considering causal relationships of concepts,

increasing the reliability of results due to use of learning

algorithms, being intelligent and lower dependency to the

experts’ opinions make this method superior than other

techniques in determining the weights of criteria in

researches [16, 39] and in this study, to determine the

criteria and goals weights, FCM is applied which has never

undertaken before. Therefore, the weaknesses of the pre-

vious studies in assigning the weights of criteria are cov-

ered and make the results more reliable and valid.

6 Summary and conclusion

In the high competitive raw material and finished product

markets, decision making to select the best supplier is

critical issue that most managers are concerned with. The

purpose of this study was to propose an integrated frame-

work to help DMs to select an optimal supplier with con-

sidering some of required features of such problem. The

Table 5 Variable values obtained from implementing MCGP-U model for three scenarios

Evaluation criteria
P6

n¼1 Sn ¼ 1
P6

n¼1 Sn ¼ 2
P6

n¼1 Sn ¼ 3

ki f�i yi ki f�i yi ki f�i yi

Sales price (SP) 1 0 431.06 1 0 431.06 1 0 431.06

Delivery time (DT) 1 0 1.05 1 0 1.05 1 0 1.05

Quality (Q) 1 0 9.77 1 0 9.77 1 0 9.77

Customer satisfaction (CS) 1 0 6.24 1 0 6.24 1 0 6.24

Environmental management systems (EMS) 1 0 6.84 1 0 6.84 1 0 6.84

Research and development (R&D) 1 0 5.20 1 0 5.20 1 0 5.20

Technical capabilities and laboratory facilities (TC&LF) 1 0 4.63 1 0 4.63 1 0 4.63

Service (S) 1 0 3.45 1 0 3.45 1 0 3.45

Geographical position 1 0 243.75 1 0 243.75 1 0 243.75

Financial stability (F) 0.72 0.28 12 1 0 14 1 0 14

Experience (E) 0.40 0.60 8 1 0 11 1 0 11

Selected suppliers S5 S4; S5 S4; S5; S6
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integrated framework was proposed in three main phases.

In the first phase, after selection of evaluation criteria

according to the recorded document in purchasing and

suppliers’ management department and specification limits

determined by experts’ opinions, the loss of each criterion

for all suppliers was calculated using the TLF. Indeed, the

TLF was used to minimize the loss imposed of deviation of

criteria value from specification limit. On the other hand,

since the criteria can affect each other directly or indirectly,

it is essential to obtain the real weight of each criterion for

next phase computations by considering causal relation-

ships between criteria and inclusion of expert’s opinions

simultaneously. Thus, in the second phase of the proposed

framework, FCM and NHL–DE hybrid learning algorithm

were used to analyze the relationships and interactions of

criteria with each other. In other words, the results of this

phase determined the weights of criteria and priority of the

goals, more realistic and reliable.

Eventually, in the last phase of integrated framework,

the MCGP-U model was employed. The proposed frame-

work considers the output of first two phases and DMs’

preferences as inputs of MCGP-U model. In fact, each

criterion’s loss impacts the linear function of goals to reach

the less average loss aspiration level and weights can

determine the priority and weights of the goals. The output

of last phase was the optimal supplier with the least total

loss value and maximum utility values. The MCGP-U

model allows DMs to set their preferences in form of utility

function. The result of the proposed framework was con-

ducted in an active company in paint and coating industry.

The result showed that the supplier 5 selected as the opti-

mal supplier to contract and will provide the demanded

‘‘Resin’’. Moreover, to meet the varying demands of mar-

ket and to put production in a secure and sustainable

position, up to three suppliers are evaluated in three various

scenarios. The results of scenarios confirmed the model

capability in selecting the best supplier based on the two

features of total loss values and the preferences of DMs.

The proposed integrated framework is applicable to a

variety of supplier selection problems in various industries

based on the conventional criteria and other criteria

appropriate to the nature of the industry. Furthermore, the

proposed framework can be beneficial for many decision-

making problems such as portfolio selection, transportation

problems, location problems. Also, linguistic preference

relations can be used to define the relationships between

concepts of FCM in future research.

Acknowledgements The authors are grateful for the valuable com-

ments and suggestion from the respected reviewers. Their valuable

comments and suggestions have enhanced the strength and signifi-

cance of the study. Also, the data of this research were provided by

U.A.CH Company. We are thankful to managing director of this

company and other experts who provided data needed for this

research.

Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of

interest.

Appendix

Min Z ¼ 0:581 dþ1 þ f�1
� �

þ 0:743 dþ2 þ f�2
� �

þ 0:446 dþ3 þ f�3
� �

þ 0:615 dþ4 þ f�4
� �

þ 0:441 dþ5 þ f�5
� �

þ 0:728 dþ6 þ f�6
� �

þ 0:631 dþ7 þ f�7
� �

þ 0:590 dþ8 þ f�8
� �

þ 0:552 dþ9 þ f�9
� �

þ 0:711 d�10 þ f�10

� �

þ 0:695 d�11 þ f�11

� �

ð10Þ

Equation (10) is the objective function of proposed model

and minimizes the deviations of goals from aspiration

levels to satisfy the utility values of DM. The calculated

weights are multiplied to the goals indicate the priority of

goals based on the causal relationships between goals.

3:59ðS1Þ þ 2:18ðS3Þ þ 0:71ðS4Þ þ 7:51ðS5Þ þ 4:45ðS6Þ
� dþ1 þ d�1 ¼ y1

ð11Þ

Equation (11) represents the sales price criterion goal (the

less is better goal). It should be noted that, the goal is to

decrease the loss, so the less is better for such goals.

Coefficients are the loss values of suppliers for the sales

price criterion.

431:06� y1 � 437:73 ð12Þ

Equation (12) represents the y bound for the sales price

criterion.

k1 �
437:73 � y1

6:67
ð13Þ

Equation (13) represents LLUF (for the less is better).

k1 þ f�1 ¼ 1 ð14Þ

Equation (14) represents the high value of 1 for utility

values. In cases that utility value is not perfect, it can take

value in [0,1].

4:44ðS1Þ þ 9:99ðS2Þ þ 1:11ðS3Þ þ 1:11ðS5Þ þ 4:44ðS6Þ
� dþ2 þ d�2 ¼ y2

ð15Þ

Equation (15) represents the delivery time goal function

(the less is better goal).
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1:05� y2 � 1:08 ð16Þ

Equation (16) represents the y bound for the delivery time

criterion.

k2 �
1:08 � y2

0:03
ð17Þ

Equation (17) represents LLUF (for the less is better).

k2 þ f�2 ¼ 1 ð18Þ

Equation (18) represents the high value of 1 for utility

values.

9:62ðS1Þ þ 9:74ðS2Þ þ 9:78ðS3Þ þ 9:49ðS4Þ þ 9:57ðS5Þ
þ 9:86ðS6Þ � dþ3 þ d�3 ¼ y3

ð19Þ

Equation (19) represents the quality goal function (the less

is better goal).

8:84� y3 � 8:93 ð20Þ

Equation (20) represents the y bound for the quality

criterion.

k3 �
8:93 � y3

0:29
ð21Þ

Equation (21) represents LLUF (for the less is better).

k3 þ f�3 ¼ 1 ð22Þ

Equation (22) represents the high value of 1 for utility

values.

8:85ðS1Þ þ 9:51ðS2Þ þ 8:26ðS3Þ þ 10:00ðS4Þ þ 7:73ðS5Þ
þ 9:29ðS6Þ � dþ4 þ d�4 ¼ y4

ð23Þ

Equation (23) represents the customer satisfaction goal

function (the less is better goal).

6:24� y4 � 6:36 ð24Þ

Equation (24) represents the y bound for the customer

satisfaction criterion.

k4 �
6:36 � y4

0:12
ð25Þ

Equation (25) represents LLUF (for the less is better).

k4 þ f�4 ¼ 1 ð26Þ

Equation (26) represents the high value of 1 for utility

values.

8:32ðS1Þ þ 8:88ðS2Þ þ 9:29ðS3Þ þ 8:88ðS4Þ þ 7:97ðS5Þ
þ 9:96ðS6Þ � d�5 þ d�5 ¼ y5

ð27Þ

Equation (27) represents the environment management

systems goal function (the less is better goal).

6:84� y5 � 6:98 ð28Þ

Equation (28) represents the y bound for the environment

management systems criterion.

k5 �
6:98 � y5

0:14
ð29Þ

Equation (29) represents LLUF (for the less is better).

k5 þ f�5 ¼ 1 ð30Þ

Equation (30) represents the high value of 1 for utility

values.

7:06ðS1Þ þ 10:50ðS2Þ þ 8:75ðS3Þ þ 7:57ðS4Þ þ 6:91ðS5Þ
þ 9:20ðS6Þ � dþ6 þ d�6 ¼ y6

ð31Þ

Equation (31) represents the research and development

goal function (the less is better goal).

5:20� y6 � 5:37 ð32Þ

Equation (32) represents the y bound for the research and

development criterion.

k6 �
5:37 � y6

0:17
ð33Þ

Equation (33) represents LLUF (for the less is better).

k6 þ f�6 ¼ 1 ð34Þ

Equation (34) represents the high value of 1 for utility

values.

9:19ðS1Þ þ 5:79ðS2Þ þ 8:26ðS3Þ þ 7:11ðS4Þ þ 6:18ðS5Þ
þ 5:42ðS6Þ � dþ7 þ d�7 ¼ y7

ð35Þ

Equation (35) represents the technical capabilities and

laboratory facilities goal function (the less is better goal).

4:63� y7 � 4:77 ð36Þ

Equation (36) represents the y bound for the technical

capabilities and laboratory facilities criterion.

k7 �
4:77 � y7

0:14
ð37Þ

Equation (37) represents LLUF (for the less is better).

7612 Neural Computing and Applications (2019) 31:7595–7614

123



k7 þ f�7 ¼ 1 ð38Þ

Equation (38) represents the high value of 1 for utility

values.

4:45ðS1Þ þ 7:78ðS2Þ þ 6:40ðS3Þ þ 5:10ðS4Þ þ 4:25ðS5Þ
þ 3:99ðS6Þ � dþ8 þ d�8 ¼ y8

ð39Þ

Equation (39) represents the services goal function (the

less is better goal).

3:45� y8 � 3:52 ð40Þ

Equation (40) represents the y bound for the services

criterion.

k8 �
3:52 � y8

0:07
ð41Þ

Equation (41) represents LLUF (for the less is better).

k8 þ f�8 ¼ 1 ð42Þ

Equation (42) represents the high value of 1 for utility

values.

5:62ðS1Þ þ 2:50ðS2Þ þ 5:62ðS4Þ þ 1:22ðS5Þ þ 3:02ðS6Þ
� dþ9 þ d�9 ¼ y9

ð43Þ

Equation (43) represents the geographical location goal

function (the less is better goal).

243:75� y9 � 248:75 ð44Þ

Equation (44) represents the y bound for the geographical

location criterion.

k9 �
248:75 � y9

5
ð45Þ

Equation (45) represents LLUF (for the less is better).

k9 þ f�9 ¼ 1 ð46Þ

Equation (46) represents the high value of 1 for utility

values.

14ðS1Þ þ 7ðS2Þ þ 8ðS3Þ þ 11ðS4Þ þ 12ðS5Þ þ 9ðS6Þ
� dþ10 þ d�10 ¼ y10

ð47Þ

Equation (47) represents the financial stability goal func-

tion (the more is better goal). Coefficients are the financial

stability values of suppliers.

7� y10 � 14 ð48Þ

Equation (48) represents the y bound for the financial sta-

bility criterion.

k10 �
y10 � 7

7
ð49Þ

Equation (49) represents RLUF (for the more is better).

k10 þ f�10 ¼ 1 ð50Þ

Equation (50) represents the high value of 1 for utility

values.

10ðS1Þ þ 6ðS2Þ þ 10ðS3Þ þ 9ðS4Þ þ 8ðS5Þ þ 11ðS6Þ � dþ11

þ d�11 ¼ y11

ð51Þ

Equation (51) represents the experience goal function (the

more is better goal). Coefficients are the experience values

of suppliers.

6� y11 � 11 ð52Þ

Equation (52) represents the y bound for the experience

criterion.

k11 �
y11 � 6

5
ð53Þ

Equation (53) represents RLUF (for the more is better).

k11 þ f�11 ¼ 1 ð54Þ

Equation (54) represents the high value of 1 for utility

values.

S1 þ S2 þ S3 þ S4 þ S5 þ S6 ¼ 1 ð55Þ

Equation (55) shows that a supplier selection constraint.

Si 2 0; 1g;f i ¼ 1; . . .; 6

kj; yj; d
þ
j ; d

�
j ; f

�
j � 0; j ¼ 1; . . .; 11

ð56Þ

Equation (56) specifies variable types of the model.
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Leifsson L, Ören T (eds) Simulation and modeling methodolo-

gies, technologies and applications. Springer, Cham, pp 255–269

15. Mourhir A, Rachidi T, Papageorgiou EI, Karim M, Alaoui FS

(2016) A cognitive map framework to support integrated envi-

ronmental assessment. Environ Modell Softw 77:81–94

16. Rezaee MJ, Yousefi S (2017) An intelligent decision making

approach for identifying and analyzing airport risks. J Air Transp

Manag. https://doi.org/10.1016/j.jairtraman.2017.06.013

17. Kyriakarakos G, Dounis AI, Arvanitis KG, Papadakis G (2017)

Design of a fuzzy cognitive maps variable-load energy manage-

ment system for autonomous PV-reverse osmosis desalination

systems: a simulation survey. Appl Energy 187:575–584

18. Rezaee MJ, Yousefi S, Babaei M (2017) Multi-stage cognitive

map for failures assessment of production processes: an extension

in structure and algorithm. Neurocomputing 232:69–82

19. Rezaee MJ, Yousefi S, Hayati J (2018) A decision system using

fuzzy cognitive map and multi-group data envelopment analysis

to estimate hospitals’ outputs level. Neural Comput Appl

29(3):761–777

20. Pi WN, Low C (2005) Supplier evaluation and selection using

Taguchi loss functions. Int J Adv Manuf Technol 26(1):155–160

21. Pi WN, Low C (2006) Supplier evaluation and selection via

Taguchi loss functions and an AHP. Int J Adv Manuf Technol

27(5):625–630

22. Sivakumar R, Kannan D, Murugesan P (2015) Green vendor

evaluation and selection using AHP and Taguchi loss functions in

production outsourcing in mining industry. Resour Policy

46:64–75

23. Liao CN, Kao HP (2010) Supplier selection model using Taguchi

loss function, analytical hierarchy process and multi-choice goal

programming. Comput Ind Eng 58(4):571–577

24. Shojaei P, Haeri SAS, Mohammadi S (2017) Airports evaluation

and ranking model using Taguchi loss function, best-worst

method and VIKOR technique. J Air Transp Manag. https://doi.

org/10.1016/j.jairtraman.2017.05.006

25. Choudhary D, Shankar R (2014) A goal programming model for

joint decision making of inventory lot-size, supplier selection and

carrier selection. Comput Ind Eng 71:1–9

26. Osman H, Demirli K (2010) A bilinear goal programming model

and a modified Benders decomposition algorithm for supply

chain reconfiguration and supplier selection. Int J Prod Econ

124(1):97–105

27. Chang CT (2011) Multi-choice goal programming with utility

functions. Eur J Oper Res 215(2):439–445
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