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Abstract Divergence measure is a significant tool for

evaluating the amount of discrimination for IFSs. Since

then it has acquired concentration for their applications in

different areas. In this paper, we utilize the conception of

Jensen–Shannon divergence to propose new measures

called Jensen-exponential divergence for measuring the

discrimination between intuitionistic fuzzy sets (IFSs) and

demonstrate some very elegant properties, which show its

strength for applications point of view. Next, a multi-cri-

teria decision-making (MCDM) problem for IFSs that

describes information about options with respect to criteria

is studied. A technique that employs the relative compar-

isons for IFSs (that uses all the constraints, viz. member-

ship, non-membership and hesitancy degrees) based on the

advantage and disadvantage scores of the options with

respect to criterion, where criterion weights are completely

unknown, is used. In addition, the score functions are

applied to evaluate the strength and worst scores leading to

the satisfaction degree of the options. A multi-objective

optimization model for optimal weights of the criterion that

maximizes the satisfaction degree of each option is con-

structed. Energy resources play an important role in the

social and economic development of the countries. Due to

the industrialization, population growth and urbanization,

the demand of energy is increasing gradually and this

requires the selection of most suitable energy resource for

economic development of the countries. The proposed

MCDM method is presented to choose the most appropriate

energy alternative among set of renewable energy alterna-

tives. In this real case study, the decision makers provide

their opinions in terms of linguistic variables because it is

tricky to portray exact numerical values during the evalu-

ation of energy alternatives. Finally, a comprehensive

comparison is prepared to express the effectiveness of the

technique over the existing techniques for the IF MCDM

problems.
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1 Introduction

In the few decades, divergence measures have been

extensively employed to determine the discrimination

between two probability distributions, introduced by Kull-

back and Leibler [18], and extensively utilized in various

disciplines. Afterwards, different generalizations of diver-

gence have been introduced by various authors [41, 44] and

deliberated their properties and applications in different

areas. Another important information-theoretic divergence

measure, introduced by Lin [22], is the Jensen–Shannon

divergence (JSD) which has attracted quite some attention

from researchers and fruitfully executed in various disci-

plines [1, 9, 33, 38].
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Inspired by the notion of divergence between two

probability distributions, Bhandari and Pal [4], Shang and

Jiang [42], Fan and Xie [7] and Montes et al. [35] intro-

duced different divergence measures for fuzzy sets (FSs).

Bhandari and Pal [4] and Shang and Jiang [42] divergence

measures for FSs are based on logarithmic information gain

functions, and that of Fan and Xie [7] is derived from

exponential information gain functions with the same

approach being followed in Mishra et al. [10, 27–29]. As

for FSs, divergence measures for intuitionistic fuzzy sets

(IFSs) are proposed by Vlachos and Sergiadis [49], Hung

and Yang [11], Zhang and Jiang [61], Xia and Xu [53],

Junjun et al. [12], Mishra et al. [30, 31], Ansari et al. [2],

Mishra and Rani [32] and these measures are utilized in

pattern recognition, medical diagnosis, MCDM and image

processing. Recently, Montes et al. [34] proposed an

axiomatic definition of the notion of divergence for IFSs

and recommended some new approaches for building

divergence measures for IFSs.

The concept of IFSs [3] considered as an extension of

FSs [60] considered by a membership, non-membership

and hesitancy functions. Subsequently, various authors

implemented IFSs to the multi-criteria decision-making

(MCDM). Tan and Chen [46] introduced a technique for

MCDM based on IF-correlated averaging operators with

intuitionistic fuzzy information. Zhao and Wei [62] pre-

sented MCDM problems with intuitionistic fuzzy numbers

(IFNs). Next, there are various real-world decision-making

circumstances such that the weight information is either

partially known or completely unknown. Li and Wan [20]

proposed a fuzzy linear programming method for MCDM

problems with incomplete weight. Xu and Cai [54] devel-

oped various nonlinear optimization models to evaluate the

optimal weights of criterion when no weight information is

available. Xu [56] proposed a linear programming model to

determine optimal attribute weights where the information

about attribute weights is partially known. Wei [52] initi-

ated grey relational analysis technique to solve IF MCDM

problem with partial weight information. Xu [55] discussed

an interactive method for IF MADM problem where the

weight information is not completely known. Li [19] pro-

posed TOPSIS-based nonlinear programming technique for

MCDM with IVIFSs. Chen and Li [5] introduced a method

to determine weights using IF entropy measures. Wan and

Dong [50] pioneered a possibility degree technique for

IVIF MCGDM.

In this paper, we develop new Jensen-exponential

divergence measures for IFSs. These measures have some

elegant properties, which are revealed to enhance the

applicability of these measures. The vitality of these

extensions has been established by a technique for multi-

criteria decision-making problem. Next, we study IF

MCDM problem where the weight information on the

criterion is completely or partially unknown using relative

comparisons among the available options on each criterion.

To evaluate the optimal weight vector, we first achieve the

advantage and disadvantage scores of each option and with

the help of advantage and disadvantage scores of an option

with respect to the criterion are then used to find the

strength and weakness scores of the option as a function of

the weight vector. To find the optimal criteria weights, the

satisfaction degree of each option is used to formulating a

multi-objective optimization model. The optimal weights

determine the overall criterion value of each option.

Finally, a ranking technique is implemented to rank the

options on the basis of overall criterion values.

2 Prerequisite

Throughout this paper, let R ¼ ½0; 1½; let FSs (X) and

IFSs(X) be the sets of all fuzzy sets and intuitionistic fuzzy

sets on a universal set X, respectively, and P(X) be the set

of all crisp sets on the universal set X. Further, we roughly

introduce some basic knowledge about entropy, divergence

measure, FSs and IFSs.

Let Dn ¼ P ¼ ðp1; p2; . . .; pnÞ : pi �f 0;
Pn

i¼1 pi ¼
1g; n[ 2 be a set of discrete probability distributions. For

a probability distribution P ¼ ðp1; p2; . . .; pnÞ 2 Dn; Shan-

non’s entropy [43] is defined as

HðPÞ ¼ �
Xn

i¼1

pi log pi: ð1Þ

Pal and Pal [39] scrutinized Shannon entropy and proposed

another measure called exponential entropy as follows:

HPalðPÞ ¼
Xn

i¼1

pie
1�pið Þ � 1: ð2Þ

Note that (2) has an advantage over (1). For the uniform

probability distribution P ¼ 1=n; 1=n; . . .; 1=nð Þ; expo-

nential entropy has an upper bound

lim
n!1

H 1=n; 1=n; . . .; 1=nð Þ ¼ e� 1;

which is not the case for Shannon’s entropy (1).

Let P ¼ ðp1; p2; . . .; pnÞ and Q ¼ ðq1; q2; . . .; qnÞ 2 Dn be

probability distribution. Then, Kullback and Leibler [18]

introduced the divergence measure of P from Q as follows:

CKLðPjjQÞ ¼
Xn

i¼1

pi log
pi

qi
; ð3Þ

Lin [22] proposed that the Jensen–Shannon divergence

between P and Q is given by

CJS MjjNð Þ ¼ H
M þ N

2

� �

� HðMÞ þ HðNÞ
2

; ð4Þ
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where H(.) is Shannon entropy given in (1).

Definition 2.1 (Zadeh [60]): A fuzzy set ~M on a finite

discourse set X ¼ x1; x2; . . .; xnf g is defined as

~M ¼ xi; l ~M xið Þð Þ : l ~M xið Þ 2 0; 1½ �; 8 xi 2 X
� �

;

where l ~MðxiÞ 0� l ~MðxiÞ� 1ð Þ represents the degree of

membership of xi to ~M in X.

De Luca and Termini [25] introduced first entropy for FS
~M corresponding to (1) as follows:

HDð ~MÞ ¼ � 1

n

Xn

i¼1

l ~MðxiÞ log l ~MðxiÞ½

þ ð1� l ~MðxiÞÞ logð1� l ~MðxiÞÞ�:
ð5Þ

Based on (2), exponential entropy for FS ~M has also been

introduced by Pal and Pal [39] which is given by

HPð ~MÞ ¼ 1

n
ffiffiffi
e

p
� 1ð Þ

Xn

i¼1

l ~MðxiÞe 1�l ~MðxiÞð Þ þ ð1� l ~MðxiÞÞel ~MðxiÞ � 1
h i

:

ð6Þ

Let ~M; ~N 2 FSs, then Bhandari and Pal [4] introduced

divergence measure for FSs based on (3) as follows:

C ~Mjj ~N
� �

¼
Xn

i¼1

	

l ~MðxiÞ log
l ~MðxiÞ
l ~NðxiÞ

þ ð1� l ~MðxiÞÞ log
ð1� l ~MðxiÞÞ
ð1� l ~NðxiÞÞ




:

ð7Þ

Fan and Xie [7] initiated the divergence measure for FSs

based on exponential function which is given by

CFX
~Mjj ~N
� �

¼
Xn

i¼1

1� 1� l ~MðxiÞð Þe l ~MðxiÞ�l ~N ðxiÞð Þ
nh

þ ð1� l ~MðxiÞÞe l ~N ðxiÞ�l ~MðxiÞð Þ
oi

:

ð8Þ

Definition 2.2 (Atanassov [3]): An IFS M on discourse

set X ¼ x1; x2; . . .; xnf g is given by

M ¼ xi; lMðxiÞ; mMðxiÞh i : xi 2 Xf g; ð9Þ

where lM : X ! ½0; 1� and mM : X ! ½0; 1� are the degrees

of membership and non- membership of xi to M in X,

respectively, such that 0� lMðxiÞ� 1; 0� mMðxiÞ� 1 and

0� lMðxiÞ þ mMðxiÞ� 1, 8 xi 2 X: For an IFS M in X, we

call the intuitionistic index (hesitancy degree) of an element

xi 2 X to M the following expression: pMðxiÞ ¼
1� lMðxiÞ � mMðxiÞ and 0� pMðxiÞ� 1; 8 xi 2 X:

Let X be a discourse set such that X ¼ x1; x2; . . .; xnf g
and M; N 2 IFSsðXÞ defined by

M ¼ fhxi; lMðxiÞ; mMðxiÞijxi 2 Xg;

N ¼ fhxi; lNðxiÞ; mNðxiÞijxi 2 Xg;

then operations on IFSs are defined as follows:

1. M � N iff lMðxiÞ� lNðxiÞ and mMðxiÞ� mNðxiÞ 8
xi 2 X;

2. M ¼ N iff M � N and N � M;

3. M [ N ¼ fhxi; ðlMðxiÞ _ lNðxiÞÞ; ðlMðxiÞ^
lNðxiÞÞijxi 2 Xg;

4. M \ N ¼ fhxi; ðlMðxiÞ ^ lNðxiÞÞ; ðlMðxiÞ_
lNðxiÞÞijxi 2 Xg:

Divergence measure is concerned to measure the discrim-

ination information, based on Shannon’s inequality [43],

Vlachos and Sergiadis [49] introduced a definition of

divergence measure for IFSs.

Definition 2.3 (Vlachos and Sergiadis [49]): Let M;N 2
IFSs; then J : IFSðXÞ � IFSðXÞ ! R is called a divergence

measure or cross-entropy, if it fulfils the following axioms:

(C1). JðMjjNÞ� 0;

(C2). JðMjjNÞ ¼ 0; if and only if M ¼ N:

2.1 Method for transforming IFSs into FSs

Li et al. [21], as briefly delineated underneath, introduced a

method for transforming ‘intuitionistic fuzzy sets (IFSs)’

into ‘fuzzy sets (FSs)’ by distributing hesitation degree

equally with membership and non-membership.

Definition 2.4 (Li et al. [21]): Let M 2 IFSðXÞ; then the

fuzzy membership function l ~MðxiÞ to ~M ( ~M be the fuzzy

set corresponding to intuitionistic fuzzy set M) is defined as

l ~MðxiÞ ¼ lMðxiÞ þ
pMðxiÞ

2
¼ lMðxiÞ þ 1� mMðxiÞ

2
: ð10Þ

3 Divergence measure for IFSs

In the present section, the some existing divergence mea-

sures for IFSs are reviewed. Inspired by the concept of

Jensen–Shannon divergence, we develop new Jensen-ex-

ponential divergence measures for IFSs and some refined

properties of the developed measures are also studied here.

3.1 Existing divergence measure for IFSs

There are three measures to assess the difference for two IFSs

viz. IF-dissimilarity, IF-distance and IF-divergence. Out of

which IF-divergence is the most elegant one for applications

due to the following reasons. Though a dissimilarity measure

holds some enviable axioms of difference for IFSs, it is too

general in nature, while a distancemeasure is not necessarily a

measure of dissimilarity. A distance measure for IFSs is not

expected to be useful for applications, i.e. image processing,

Neural Comput & Applic (2019) 31:2279–2294 2281
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becausewhen an image is represented by an IFS, the triangular

inequality may not reflect a enviable relation. Conversely, an

IF-divergencemeasure is also ameasure of dissimilarity and it

holds a set of enviable axioms, which are useful for assessing

differences for IFSs [34].

Here, various existing divergence measures for

IFSs(X) are reviewed as follows:

Vlachos and Sergiadis [49]:

JVS MjjNð Þ ¼
Xn

i¼1

lMðxiÞ ln
lMðxiÞ

1=2ð Þ lMðxiÞ þ lNðxiÞð Þ

� �	

þmMðxiÞ ln
lMðxiÞ

1=2ð Þ mMðxiÞ þ mNðxiÞð Þ

� �


:

ð11Þ

Hung and Yang [11]:

JHYðMjjNÞ ¼ 1
1�q

Xn

i¼1

lMðxiÞ þ lNðxiÞ
2

� �q

� lqMðxiÞ þ lqNðxiÞ
2

� �

þ mMðxiÞ þ mNðxiÞ
2

� �q

� mqMðxiÞ þ mqNðxiÞ
2

� �

þ pMðxiÞ þ pNðxiÞ
2

� �q

� pqMðxiÞ þ pqNðxiÞ
2

� �

2

6
6
6
6
6
6
6
4

3

7
7
7
7
7
7
7
5

;

ð12Þ

where q 6¼ 1 q[ 0ð Þ:
Zhang and Jiang [61]:

Xia and Xu [53]:

JXXðMjjjNÞ ¼ 1

t

� �Xn

i¼1

1þ qlMðxiÞð Þ ln 1þ qlMðxiÞð Þ þ 1þ qlNðxiÞð Þ ln 1þ qlNðxiÞð Þ
2

� 1þ qlMðxiÞ þ 1þ qlNðxiÞ
2

� �

ln
1þ qlMðxiÞ þ 1þ qlNðxiÞ

2

� �

þ 1þ qmMðxiÞð Þ ln 1þ qmMðxiÞð Þ þ 1þ qmNðxiÞð Þ ln 1þ qmNðxiÞð Þ
2

� 1þ qmMðxiÞ þ 1þ qmNðxiÞ
2

� �

ln
1þ qmMðxiÞ þ 1þ qmNðxiÞ

2

� �

þ 1þ qpMðxiÞð Þ ln 1þ qpMðxiÞð Þ þ 1þ qpNðxiÞð Þ ln 1þ qpNðxiÞð Þ
2

� 1þ qpMðxiÞ þ 1þ qpNðxiÞ
2

� �

ln
1þ qpMðxiÞ þ 1þ qpNðxiÞ

2

� �

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1

C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A

;

ð14Þ

where t ¼ ð1þ qÞ lnð1þ qÞ � ð2þ qÞðlnð2þ qÞ � ln 2Þ
and q[ 0:

Junjun et al. [12]:

JCðMjjNÞ ¼
Xn

i¼1

pMðxiÞ ln
pMðxiÞ

1=2ð Þ pMðxiÞ þ pNðxiÞð Þ

	

þDMðxiÞ ln
DMðxiÞ

1=2ð Þ DMðxiÞ þ DNðxiÞð Þ




; ð15Þ

where DMðxiÞ ¼ lMðxiÞ � mMðxiÞj j shows the closeness of

the membership and non-membership degree.

Example 3.1 Assume that IFSs(X) given by

M ¼ x1; 0:44; 0:385h i; x2; 0:43; 0:39h i; x3; 0:42; 0:38h if g
N ¼ x1; 0:34; 0:48h i; x2; 0:37; 0:46h i; x3; 0:38; 0:45h if g:

The measures JVSðMjjNÞ and JCðMjjNÞ presume the values

JVSðMjjNÞ ¼ �0:00712 and JJDCðMjjNÞ ¼ �0:04547:

Hence, the measures (11) and (15) do not satisfy the fun-

damental condition of non-negativity. The reason is that the

measures (11) and (15) are based on the information-the-

oretic measure given by (Lin [22])

JLðPjjQÞ ¼
Xn

i¼1

pi ln
pi

1=2ð Þ pi þ qið Þ

� �

; ð16Þ

where 0� pi; qi � 1;
Pn

i¼1 pi ¼
Pn

i¼1 qi ¼ 1; P ¼
p1; p2; . . .; pnð Þ and Q ¼ q1; q2; . . .; qnð Þ are the finite dis-

crete probability distribution.

Measure (16) is constantly non-negative by doctrine of

Shannon inequality. However, measures (11) and (15),

neither the duo lMðxiÞ; mMðxiÞð Þ nor DMðxiÞ; pMðxiÞð Þ
spawn a probability distribution, because 0� lMðxiÞ þ
mMðxiÞ� 1 and 0�DMðxiÞ þ pMðxiÞ� 1; 8 xi 2 X: Hence,

measures (11) and (15) do not hold the Shannon inequality

compelling them to presume some negative values.

Example 3.2 Suppose that M; N 2 IFSsðXÞ; then
M ¼ x1; 0:0; 0:5h i; x2; 0:5; 0:0h i; x3; 0:0; 0:0h if g
N ¼ x1; 0:5; 0:5h i; x2; 0:5; 0:5h i; x3; 0:5; 0:0h if g:

JZJðMjjNÞ ¼
Xn

i¼1

lMðxiÞ þ 1� mMðxiÞ
2

� �

ln
lMðxiÞ þ 1� mMðxiÞ

1=2ð Þ lMðxiÞ � mMðxiÞð Þ þ 2þ lNðxiÞ � mNðxiÞð Þð Þ

þ mMðxiÞ þ 1� lMðxiÞ
2

� �

ln
mMðxiÞ þ 1� lMðxiÞ

1=2ð Þ mMðxiÞ � lMðxiÞð Þ þ 2þ mNðxiÞ � lNðxiÞð Þð Þ

2

6
6
6
4

3

7
7
7
5
:

ð13Þ
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Here, JVSðMjjNÞ ¼ 0; but M and N are not equal. Hence,

postulate C2 is violated.

Example 3.3 Assume that M; N 2 IFSsðXÞ given by

M ¼ x1; 0:0; 0:5h i; x2; 0:0; 0:5h if g
N ¼ x1; 0:5; 0:0h i; x2; 0:5; 0:0h if g:

We obtain JZJðMjjNÞ ¼ 0: Again postulate C2 is violated.

Example 3.4 Let us consider M; N 2 IFSsðXÞ given by

M ¼ x1; 0:0; 0:5h if g and N ¼ x1; 0:5; 0:0h if g; we get

JCðMjjNÞ ¼ 0: This is again a case of violation of postulate

C2.

To avoid such a problem, in next subsection, we propose

some new divergence measures for IFSs.

3.2 New Jensen divergence measures for IFSs

Definition 3.1 Let X be a discourse set such that X ¼
x1; x2; . . .; xnf g and M; N 2 IFSsðXÞ given by

M ¼ fhxi; lMðxiÞ; mMðxiÞijxi 2 Xg;
N ¼ fhxi; lNðxiÞ; mNðxiÞijxi 2 Xg;

then corresponding to Verma and Sharma [48] measure, the

Jensen-exponential divergence (JED) measure for IFSs

M and N is defined as

J1 MjjNð Þ ¼ 1

n
ffiffiffi
e

p
� 1ð Þ

Xn

i¼1

lMðxiÞ þ lNðxiÞð Þ þ 2� mMðxiÞ þ mNðxiÞð Þ
4

� �

exp
mMðxiÞ þ mNðxiÞð Þ þ 2� lMðxiÞ þ lNðxiÞð Þ

4

� �

þ mMðxiÞ þ mNðxiÞð Þ þ 2� lMðxiÞ þ lNðxiÞð Þ
4

� �

exp
lMðxiÞ þ lNðxiÞð Þ þ 2� mMðxiÞ þ mNðxiÞð Þ

4

� �

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

9
>>>>>>>>>>>>=

>>>>>>>>>>>>;

2

6
6
6
6
6
6
6
6
6
6
6
6
4

� 1

2

lMðxiÞ þ 1� mMðxiÞ
2

� �

exp
mMðxiÞ þ 1� lMðxiÞ

2

� �

þ mMðxiÞ þ 1� lMðxiÞ
2

� �

exp
lMðxiÞ þ 1� mMðxiÞ

2

� �

þ lNðxiÞ þ 1� mNðxiÞ
2

� �

exp
mNðxiÞ þ 1� lNðxiÞ

2

� �

þ mNðxiÞ þ 1� lNðxiÞ
2

� �

exp
lNðxiÞ þ 1� mNðxiÞ

2

� �

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

9
>>>>>>>>>>>>=

>>>>>>>>>>>>;

3

7
7
7
7
7
7
7
7
7
7
7
7
5

;

ð17Þ

and based on Mishra et al. [31] entropy measure, we

introduce the following JED for IFSs as follows:

J2 MjjNð Þ ¼ �1

n
ffiffiffi
e

p ffiffiffi
e

p
� 1ð Þ

Xn

i¼1

lMðxiÞ þ lNðxiÞð Þ þ 2� mMðxiÞ þ mNðxiÞð Þ
4

� �

exp
lMðxiÞ þ lNðxiÞð Þ þ 2� mMðxiÞ þ mNðxiÞð Þ

4

� �

þ mMðxiÞ þ mNðxiÞð Þ þ 2� lMðxiÞ þ lNðxiÞð Þ
4

� �

exp
mMðxiÞ þ mNðxiÞð Þ þ 2� lMðxiÞ þ lNðxiÞð Þ

4

� �

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

9
>>>>>>>>>>>>=

>>>>>>>>>>>>;

2

6
6
6
6
6
6
6
6
6
6
6
6
4

� 1

2

lMðxiÞ þ 1� mMðxiÞ
2

� �

exp
lMðxiÞ þ 1� mMðxiÞ

2

� �

þ mMðxiÞ þ 1� lMðxiÞ
2

� �

exp
mMðxiÞ þ 1� lMðxiÞ

2

� �

þ lNðxiÞ þ 1� mNðxiÞ
2

� �

exp
lNðxiÞ þ 1� mNðxiÞ

2

� �

þ mNðxiÞ þ 1� lNðxiÞ
2

� �

exp
mNðxiÞ þ 1� lNðxiÞ

2

� �

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

9
>>>>>>>>>>>>=

>>>>>>>>>>>>;

3

7
7
7
7
7
7
7
7
7
7
7
7
5

:

ð18Þ

Theorem 3.1 For all L;M; N 2 IFSsðXÞ, then the expo-

nential fuzzy cross-entropy measure Ja MjjNð Þ; ða ¼ 1; 2Þ in
(17) and (18) holds the following postulates:

1. Ja MjjNð Þ� 0 and 0� Ja MjjNð Þ� 1;

2. Ja MjjNð Þ ¼ 0 if and only if M ¼ N;

3. Ja MjjNð Þ ¼ Ja NjjMð Þ;
4. Ja MjjMcð Þ ¼ 1; if and only if M 2 PðXÞ;
5. Ja MjjNð Þ ¼ Ja McjjNcð Þ and Ja MjjNcð Þ ¼ Ja McjjNð Þ;
6. Ja LjjMð Þ� Ja LjjNð Þ and Ja MjjNð Þ� Ja LjjNð Þ; for

L � M � N:

Proof Since f ¼ x expð1� xÞ and 0� x� 1; then f
0 ¼

1� xð Þ expð1� xÞ� 0 and f
00 ¼ � 2� xð Þ expð1� xÞ\0;

thus, f is convex function of x and D1 MjjNð Þ is convex.

Therefore, D1 MjjNð Þ increases as M � Nk kc increases,

where M � Nk kc¼ lM � lNj j þ mM � mNj j þ pM � pNj j:
Hence, Da MjjNð Þ a ¼ 1; 2ð Þ increases as M � Nk kc
increases. Then Da MjjNð Þ a ¼ 1; 2ð Þ gets maximum value

at M ¼ 1; 0; 0ð Þf g; N ¼ 0; 1; 0ð Þf g or

M ¼ 0; 0; 1ð Þf g;N ¼ 0; 1; 0ð Þf gð or M ¼ 1; 0; 0ð Þf g;
N ¼ 0; 0; 1ð Þf gÞ; i. e., M;N 2 PðXÞ and reaches its mini-

mum value M ¼ N: Hence it follows that 0� JaðMjjNÞ� 1

and JaðMjjNÞ ¼ 0 if and only if M ¼ N: h

Let L � M � N; i. e., lL � lM � lN and mL � mM � mN ;
then M � Nk kc � L� Nk kc and L�Mk kc � L� Nk kc.

Therefore, Ja LjjMð Þ� Ja LjjNð Þ and

Ja MjjNð Þ� Ja LjjNð Þ; for L � M � N:

Again, If M¼ Mc and N ¼ Nc; in (17), then
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J1 McjjNcð Þ ¼ 1
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¼ 1

n
ffiffiffi
e

p
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¼ J1 MjjNð Þ:

Thus, J1ðMcjjNcÞ ¼ J1 MjjNð Þ:
Similarly J2ðMcjjNcÞ ¼ J2 MjjNð Þ:
Hence JaðMcjjNcÞ ¼ Ja MjjNð Þ:
Next,
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J1 McjjNð Þ ¼ 1
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:

Thus, J1 MjjNcð Þ ¼ J1ðMcjjNÞ:
Similarly, J2 MjjNcð Þ ¼ J2ðMcjjNÞ:
Hence, Ja MjjNcð Þ ¼ JaðMcjjNÞ:

Proposition 3.1 If N ¼ Mc; then the relation between

Ja MjjNð Þ; a ¼ 1; 2ð Þ and entropy HaðMÞ :
HaðMÞ ¼ 1� JaðMjjNÞ; ð19Þ

where Hað:Þ is entropy for IFSs [31].

Proposition 3.2 The mapping Ja MjjNð Þ; a ¼ 1; 2ð Þ; is

distance measures on IFSs(X).

Proposition 3.3 For all M;N 2 IFSsðXÞ;

1. JaðMjjM [ NÞ ¼ JaðNjjM \ NÞ;
2. JaðMjjM \ NÞ ¼ JaðNjjM [ NÞ;
3. JaðM [ NjjM \ NÞ ¼ JaðMjjNÞ;
4. JaðMjjM [ NÞ þ JaðMjjM \ NÞ ¼ JaðMjjNÞ;
5. JaðNjjM [ NÞ þ JaðNjjM \ NÞ ¼ JaðMjjNÞ:
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4 Proposed method for MCDM

Decision-making is a procedure of selecting the best

option(s) from a finite number of feasible options. It is a

prominent activity that generally happens in our daily life

and plays a vital task in finance, management, business,

social and political sciences, engineering and computer

science, biology and medicine, etc.

An MCDM problem entails obtaining the optimal solu-

tion (i.e. an option) from the available options, which are

assessed on multi-criteria. Consider the set of q alternatives,

A ¼ a1; a2; . . .; aq
� �

; and a set of p criterion C ¼
c1; c2; . . .; cp
� �

: Now, we try to find the weight vector w ¼
w1;w2; . . .;wp

� �T
of the criterion cr r ¼ 1ð1Þpð Þ such that

wr [ 0; r ¼ 1ð1Þp;
Pp

r¼1 wr ¼ 1; wr 2 W ; where W is the

set of incomplete or uncertain weight information provided

by the decision maker, which is illustrated via one or more

of the cases [55]:

1. A weak ranking: wr �wsf g; r 6¼ s:

2. A strict ranking: wr � ws � bif g; r 6¼ s:

3. A ranking of difference: wr � ws �wt � wlf g;
r 6¼ s 6¼ t 6¼ l:

4. A ranking with multiples: wr � arwsf g; r 6¼ s:

5. An interval form: br �wr � br � erf g; where br and er
are non-negative numbers.

A thorough analysis on how the uncertain or incomplete

weight information is confined in implementation via the

given cases [40]. Even if the principle idea of the com-

munication is on incomplete weight information of crite-

rion, it is admirable to mention that in several decision-

making circumstances, the criteria weight can be fully

unknown or is characterized by IFVs. Here, (1) the model

of entropy weights might be employed to get the desirable

weight vector [58, 59] and (2) the interval weights may be

acquired via IFVs that confine the fuzzy doctrine of sig-

nificance of criteria [23, 51] to describe the weight vector

W. Let Z ¼ zrsð Þp�q be an IF-decision matrix, where zrs ¼
lrs; mrs; prsð Þ is an IFV. In MCDM problem, the criteria are

either of benefit type or of cost type. Considering their

natures, a benefit attribute (the bigger the values better is it)

and cost attribute (the smaller the values the better) are of

rather opposite type. To deal both criterion sets concur-

rently, the criterion sets of the cost type are converted into

the criterion sets of the benefit type by renovating Z ¼
zrsð Þp�q into the IF-decision matrix R ¼ ‘rsð Þp�q:

‘rs ¼ lrs; mrs; prsð Þ

¼
zrs; benefit type criteria cr

�zrs; cost type criteria cr

� ð20Þ

where zrs is the complement of zrs; and q ¼ 1ð1Þs: Here, the

three parameters of IFVs are inferred as: (1) membership

degree is referred as the more the better; (2) non-mem-

bership degree is referred as the less the better; and (3)

hesitancy degree is also referred as the less the better. The

advantage and disadvantage scores of an option on a cri-

terion over the rest are evaluated as follows. To obtain

advantage and disadvantage scores, we determine how

much the first parameter is larger and the second and third

parameters are smaller in comparison with others and vice

versa. Analytically, the advantage and disadvantage scores

mrs and nrs of the options as on the criteria cr; respectively,

are constructed as

mrs ¼
1

3

X

s 6¼t

max lrs � lrtð Þ; 0f g
 

þ
X

s6¼t

max mrt � mrsð Þ; 0f g þ
X

s 6¼t

max prt � prsð Þ; 0f g
!

:

ð21Þ

nrs ¼
1

3

X

s6¼t

max lrt � lrsð Þ; 0f g
 

þ
X

s 6¼t

max mrs � mrtð Þ; 0f g þ
X

s6¼t

max prs � prtð Þ; 0f g
!

:

ð22Þ

Next, the strength score #sðwÞ and worst score ssðwÞ of the
option as are calculated as

#sðwÞ ¼
Xm

r¼1

wr mrs; s ¼ 1 ð1Þ q: ð23Þ

ssðwÞ ¼
Xm

r¼1

wr nrs; s ¼ 1 ð1Þ q: ð24Þ

If the #sðwÞ is large, then the option as is enhanced, and if

the ssðwÞ is small, then the option as is improved. Taking

into consideration solely either strength or worst scores in

MCDM problems is not adequate to conclude how good or

bad an option is on the given criteria. To estimate satis-

faction degree of an option with respect to criteria, it is

more suitable if we utilize both strength and worst scores.

Hence, the satisfaction degree of option as with respect to

p criteria is given by

g nsðwÞð Þ ¼ #sðwÞ
#sðwÞ þ ssðwÞ

¼
Pp

r¼1 wrmrsPp
r¼1 wr mrs þ nrsð Þ : ð25Þ

It pursues that g nsðwÞð Þ 2 ½0; 1� and greater value of #sðwÞ
and lesser value of ssðwÞ (worst score) provide higher

satisfaction degree g nsðwÞð Þ of the option as with respect to

criteria. Hence, the option as is regarded as improved in

comparison with existing ones. We observe that satisfaction

degree g nsðwÞð Þ of the option as relies on the criteria
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weights, which are partially or completely unknown. Next,

a multi-objective optimization model for desirable weight

vector w	 ¼ w	
1; w

	
2; . . .;w

	
p

 �T
of the criterion is demon-

strated as

max g n1ðwÞð Þ; g n1ðwÞð Þ; . . .; g nsðwÞð Þf g

subject to w ¼ w1;w2; . . .;wrð ÞT2 W (M-I)

Xp

r¼1

wr ¼ 1; wr [ 0; r ¼ 1ð1Þp;

where W is the set of incomplete weight vector given by the

DMs. If weight vector W is contradictory, then W is an

empty set and it desires to be amended by DM in order that

the reassessed weight information is not contradictory. The

model M-I is converted into the single-objective opti-

mization model via weighted sums method with equal

weights [8] as follows:

max

Pp
r¼1 wrmrsPp

r¼1 wr mrs þ nrsð Þ

subject to w ¼ w1;w2; . . .;wrð ÞT2 W (M-II)

Xp

r¼1

wr ¼ 1; wr [ 0; r ¼ 1ð1Þp:

The model M-II is a linear fractional programming model.

The evaluation of M-II offers the desirable weight vector

w	 ¼ w	
1; w

	
2; . . .;w

	
p

 �T
: The overall criterion value of

each option as is given by

ns w
	ð Þ ¼

Xp

r¼1

w	
r zrs ¼

Xp

r¼1

w	
rlrs;

Xp

r¼1

w	
rmrs;

Xp

r¼1

w	
rprs

 !

;

ð26Þ

where s ¼ 1ð1Þq:
Further, the options as are ranked based on the ranking

of overall criteria ns w	ð Þ; s ¼ 1ð1Þq: Ranking method [45]

for ranking IFVs cs ¼ ls; ms; psð Þ; s ¼ 1ð1Þqð Þ is

implemented.

Define

/ csð Þ ¼ 0:5 1þ psð Þ Ja c	jjcsð Þ; s ¼ 1ð1Þq; a ¼ 1; 2;

ð27Þ

where Ja c	jjcrð Þ; a ¼ 1; 2 is divergence measure for IFVs

given by (17) and (18) and

c	 ¼ l	1; m
	
1; p

	
1

� �
;

�
l	2; m

	
2; p

	
2

� �
; . . .; l	q; m

	
q; p

	
q

 �o
;

ð28Þ

such that l	s ; m
	
s

� �
¼ max lrs

r

;min mrs
r

� �

; s ¼ 1ð1Þq:

The smaller / crð Þ; the improved the overall intuitionistic

fuzzy preference value cr [45].

Algorithm 1 A fruitful classification of the method is

discussed as follows (see Fig. 1):

Step 1 Generate the matrix Z ¼ zrsð Þp�q; weight vector

W and transformation performed (20) if

necessary.

Step 2 Evaluate the advantage mrs and disadvantage nrs
scores according to each option asðs ¼ 1ð1ÞqÞ:

Step 3 Estimate the strength #sðwÞ and worst ssðwÞ
scores of the option asðs ¼ 1ð1ÞqÞ:

Step 4 Apply the satisfaction degree g nsðwÞð Þ of the

option asðs ¼ 1ð1ÞqÞ:
Step 5 Utilize model M-II to obtain the desirable weight

vector w	 ¼ w	
1; w

	
2; . . .;w

	
p

 �T
: Compute overall

criterion value ns w
	ð Þ of the option

asðs ¼ 1ð1ÞqÞ:
Step 6 Corresponding to overall criterion values, imple-

ment (27) to rank the options asðs ¼ 1ð1ÞqÞ:
Step 7 Choose the optimal option(s) based on the

ranking.

Step 8 End.

5 A real application of selection of optimal energy
source

Energy resources have been considered as a propeller in the

socio-economic growth of any country. In the recent years,

the renewable energy sources play vital role in the devel-

opment of economic activity and have been utilized in the

reduction of the fossil fuels, production costs [17], envi-

ronmental pollutions, maintenance of non-renewable ener-

gies sources [26, 57] etc. Nowadays, the increasing demand

of energy in various countries requires the determination of

an optimal energy policy under different conflicting crite-

ria. However, selecting the most appropriate energy

resource with respect to different conflicting criteria is a

critical and complex problem for decision makers. To deal

with this issue, many authors have developed numerous

decision-making methods based on FS theory to identify

the most suitable energy policy under different criteria

[13, 24]. Erdogan and Kaya [6] evaluated an integrated

multi-criteria decision-making method to find an optimal

energy alternative among set of energy alternatives in

Turkey which is based on type-2 fuzzy sets. Mousavi and

Tavakkoli-Moghaddam [36] presented a hesitant fuzzy

hierarchal complex proportional assessment (HF-HCO-

PRAS) method to choose the best energy resource under 15

conflicting criteria. Presently, Mousavi et al. [37]
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developed a modified elimination and choice translating

reality (ELECTRE) method under hesitant fuzzy environ-

ment for solving multi-attribute group decision-making

(MAGDM) problems in energy sector. Here, a new modi-

fied preference selection method on uncertain environment

under intuitionistic fuzzy divergence measure is proposed

to demonstrate the relative importance of desirable energy

attributes in renewable energy policy atmosphere by deci-

sion maker.

One of the problems facing the city development officer is

to determine the best energy resource among set of renewable

energy alternatives for their city. In this case, the officer

tenders five renewable energy alternativeswhich are (1)wind

energy ðE1Þ; (2) solar energy ðE2Þ; (3) geothermal energy

ðE3Þ; (4) biomass energy ðE4Þ and (5) hydro-power energy

ðE5Þ: A team of three decision makers (DMs) is established

who have to select the most optimal energy resource. The

preferred alternatives are assessed under 14 criteria which are

(1) feasibility ðL1Þ; (2) economic risks ðL2Þ; (3) pollutant
emission ðL3Þ; (4) land requirement ðL4Þ; (5) need of waste

disposal ðL5Þ; (6) land disruption ðL6Þ; (7) water pollution
ðL7Þ; (8) Investment costs ðL8Þ; (9) security of energy supply
ðL9Þ; (10) source durability ðL10Þ; (11) sustainability of the

energy resources ðL11Þ; (12) compatibility with national

energy policy objective ðL12Þ; (13) energy efficiency ðL13Þ
and (14) labour impact ðL14Þ (see Fig. 2).

Since it is not easy to provide an exact numerical value for

the importance of the selected criteria, the decision makers

define their judgements in linguistic variables. Now, Table 1

represents the relative importance of elected evaluation cri-

teria and decision makers (DMs). In addition, the linguistic

terms are adopted from Vahdani et al. [47] study for evalu-

ating the candidates and weight of each criterion.

Tables 2 and 3 represent the importance degree of the

DMs and weights of the criteria in terms of linguistic

variables.

Table 4 characterizes the performance ratings of the

energy alternatives given by DMs, and their importance

with respect to each selected criteria is given in Table 5.

According to DM’s judgements, the aggregated intu-

itionistic fuzzy decision matrix is depicted in Table 6.

5.1 Implementation and discussion

In this section, proposed technique is applied in a real case

study to select the most optimal energy alternative for city

development. Now, the procedural steps are as follows:
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Fig. 1 General implementation procedure for IF-decision-making model based on divergence measure
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Fig. 2 Decision hierarchy of selection of optimal energy source

problem
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Table 1 Linguistic variables for rating the performance of criteria

Linguistic variables Intuitionistic fuzzy numbers

Very significant (VS) ð0:90; 0:10Þ
Significant (S) ð0:78; 0:20Þ
Moderate (M) ð0:55; 0:45Þ
Insignificant (IS) ð0:32; 0:55Þ
Very insignificant (VIS) ð0:10; 0:90Þ

Table 2 Importance of decision makers for rating the energy source

alternatives

DM1 DM2 DM3

Linguistic

variables

Significant Moderate Very significant

Intuitionistic

fuzzy

numbers

(0.76, 0.2, 0.04) (0.5, 0.46, 0.04) (0.90, 0.10, 0.0)

Weights 0.3455 0.2523 0.4215

Table 3 Weights of the criteria

in linguistic variables
DM1 DM2 DM3

L1 IS IS VIS

L2 IS IS VIS

L3 IS IS IS

L4 M VIS IS

L5 M M IS

L6 VS S VS

L7 IS IS M

L8 IS IS IS

L9 VS VS S

L10 VS S VS

L11 VS VS S

L12 VS VS VS

L13 VIS IS IS

L14 VS S VS

Table 4 Performance rating of renewable energy policy alternatives

in terms of linguistic variables

Linguistic variables Intuitionistic fuzzy

numbers

Perfectly high (IP)/perfectly good (OP) ð1:00; 0:00Þ
Very high (IV)/very good (OV) ð0:85; 0:10Þ
High (I)/good (O) ð0:75; 0:20Þ
Moderate high (IM)/moderate good (OM) ð0:60; 0:28Þ
Average (A)/fair (F) ð0:52; 0:40Þ
Moderate low (WM)/medium bad (DM) ð0:38; 0:50Þ
Low (W)/bad (D) ð0:25; 0:55Þ
Very low (WV)/very bad (DV) ð0:15; 0:75Þ
Very very low (WVV)/very very bad

(DVV)

ð0:10; 0:90Þ

Table 5 Performance rating of renewable energy sources in linguistic

variables

Criteria Alternatives Decision makers

L1 E1 DVV DVV DVV

E2 DVV DVV DV

E3 DV DV DV

E4 D DV DV

E5 DV DV DV

L2 E1 DVV DVV DV

E2 D DV DVV

E3 DVV DVV DV

E4 D D DV

E5 DV DV DVV

L3 E1 DVV DV DV

E2 DV D D

E3 DV DVV DV

E4 DV DV DV

E5 DVV DVV DV

L4 E1 DV DV DV

E2 DV D DVV

E3 DV DM D

E4 DVV DVV DV

E5 DV DV DV

L5 E1 DV D DVV

E2 DVV DVV DV

E3 DV DVV DVV

E4 DV DV D

E5 DV D DV

L6 E1 OM O OM

E2 PO OV OV

E3 O OV OV

E4 O OM O

E5 OM OM O

L7 E1 DV D DVV

E2 DVV DVV DV

E3 DVV DVV DV

E4 DV D D

E5 DV DV D

L8 E1 DV D DVV

E2 DV D D

E3 DVV DV WM

E4 D DV DV

E5 DM D DV

L9 E1 F F F

E2 O O OV

E3 OM OM O

E4 OM O DM

E5 DM F F

L10 E1 F DM F

E2 OM OV OV

E3 O OM O
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Step 1 IF-decision matrix R ¼ lrsð Þp�q (given by

Table 6) and the weight vector of the criterion is given

by

W ¼ wrð ÞT

0:01�w2 � 0:04; 0:02�w3 � 0:04;

0:1�w1 � 0:2; 0:01�w7 � 0:02;

0:01�w5 � 0:04; 0:1�w6 � 0:3;

0:02�w8 � 0:0450:01�w9 � 0:025;

0:02�w10 � 0:05; 0:015�w11 � 0:12;

w13 � 0:2;w13 � w14 � 0:1;w12 � w13 � 0:1;

0:1�w12 � 0:25;w8 � w9 �w12 � w13;

0:01�w4 � 0:05;w4 � w5 �w7 � w8;

wr � 0; r ¼ 1ð1Þp;
Pp

r¼1 wr ¼ 1

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>>>;

:

Step 2 By using (21) and (22), the advantage and disad-

vantage scores of the alternatives Es ðs ¼ 1ð1Þ 5Þ with

Table 5 Performance rating of renewable energy sources in linguistic

variables

Criteria Alternatives Decision makers

E4 DM F DM

E5 F DM F

L11 E1 OM F OM

E2 OM O OV

E3 OM OM OV

E4 O O F

E5 OM OM F

L12 E1 F OM DM

E2 O OM OM

E3 OM OV F

E4 OM OM F

E5 F OM F

L13 E1 DM D DV

E2 DV DVV DVV

E3 DV DV DV

E4 DV DV DM

E5 D DV DV

L14 E1 OM OM O

E2 OV OV PO

E3 O OV OV

E4 OM F O

E5 OM F O

Table 6 Aggregated intuitionistic fuzzy decision matrix

Criteria # Alternatives

E1 E2 E3 E4 E5

L1 (0.1, 0.9, 0) (0.1, 0.8358, 0.0642) (0.1, 0.75, 0.15) (0.1566, 0.6927, 0.151) (0.1, 0.75, 0.15)

L2 (0.1, 0.8358,0.0642) (0.1566, 0.746, 0.0975) (0.1, 0.8358, 0.0642) (0.1924, 0.657, 0.1507) (0.1, 0.8076, 0.0924)

L3 (0.1, 0.8003, 0.0997) (0.1997, 0.6497, 0.151) (0.1, 0.7832, 0.1168) (0.1, 0.75, 0.15) (0.1, 0.8358, 0.0642)

L4 (0.1, 0.75, 0.15) (0.1381, 0.766, 0.0959) (0.241, 0.6221, 0.1369) (0.1, 0.8358, 0.0642) (0.1, 0.75, 0.15)

L5 (0.1381, 0.766, 0.0959) (0.1, 0.8358, 0.0642) (0.1, 0.8434, 0.0566) (0.1642, 0.685, 0.1508) (0.138, 0.7113, 0.1506)

L6 (0.6264, 0.2725, 0.101) (1, 0, 0) (0.7689, 0.128, 0.1031) (0.6788, 0.2202, 0.101) (0.644, 0.2544, 0.1015)

L7 (0.1381, 0.766, 0.0959) (0.1, 0.8358, 0.0642) (0.1, 0.8358, 0.0642) (0.1997, 0.6497, 0.151) (0.1642,0.685, 0.1508)

L8 (0.1381, 0.766, 0.0959) (0.1997, 0.6497, 0.151) (0.2367, 0.679, 0.0845) (0.1566, 0.693, 0.1507) (0.254, 0.6156, 0.1303)

L9 (0.5, 0.4, 0.1) (0.808, 0.1509, 0.0411) (0.644, 0.2544, 0.1015) (0.5595,0.3353, 0.105) (0.4664, 0.433, 0.1005)

L10 (0.4779, 0.422, 0.1003) (0.744, 0.1479, 0.1081) (0.6788, 0.2202, 0.101) (0.4254, 0.474, 0.1004) (0.4779, 0.422, 0.1003)

L11 (0.578, 0.3212, 0.1006) (0.787, 0.1744, 0.0383) (0.6982, 0.192, 0.1098) (0.6308, 0.265, 0.1042) (0.3894, 0.337, 0.2734)

L12 (0.4894, 0.409, 0.1016) (0.639, 0.2596, 0.1014) (0.629, 0.2597, 0.1118) (0.562, 0.3372, 0.1007) (0.526, 0.3736, 0.1006)

L13 (0.254, 0.6156, 0.1303) (0.1, 0.8434, 0.0566) (0.1, 0.75, 0.15) (0.2367, 0.636, 0.1272) (0.1566, 0.6927, 0.151)

L14 (0.644, 0.2544, 0.1015) (1, 0, 0) (0.7689, 0.128, 0.1031) (0.625, 0.2724, 0.1029) (0.583, 0.3125, 0.1043)

Table 7 Advantage scores of the alternatives

E1 E2 E3 E4 E5

L1 0.1716 0.1074 0.0786 0.2309 0.0788

L2 0.0493 0.1548 0.0493 0.5705 0.0399

L3 0.0394 0.3244 0.0232 0.0566 0.0868

L4 0.0339 0.1111 0.3885 0.0920 0.0339

L5 0.1110 0.0708 0.0784 0.4420 0.1292

L6 0.0008 0.8545 0.2401 0.0588 0.0458

L7 0.1085 0.0682 0.0682 0.2735 0.1790

L8 0.0480 0.0971 0.1688 0.0449 0.2503

L9 0.0246 0.7080 0.2718 0.1050 0.0019

L10 0.0376 0.6208 0.4639 0.0028 0.0376

L11 0.0683 0.5684 0.2812 0.1991 0.0000

L12 0.0034 0.2310 0.2163 0.0780 0.0283

L13 0.3077 0.1106 0.0573 0.2602 0.1071

L14 0.0287 0.9194 0.3037 0.0277 0.0000
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respect to criteria Lr ðr ¼ 1ð1Þ 14Þ are obtained in Tables 7

and 8.

Step 3 The strength tsðwÞ and worst ssðwÞ scores of the
alternatives Es ðs ¼ 1ð1Þ 5Þ are computed by using (23) and

(24), which are given as

t1ðwÞ ¼ 0:1716w1 þ 0:0493w2 þ 0:0394w3

þ 0:0339w4 þ 0:1110w5 þ 0:0008w6 þ 0:1085w7

þ 0:0480w8 þ 0:0246w9 þ 0:0376w10 þ 0:0683w11

þ 0:0034w12 þ 0:3077w13 þ 0:0287w14; t2ðwÞ
þ 0:8545w6 þ 0:0682w7 þ 0:0971w8 þ 0:7080w9

þ 0:6208w10 þ 0:5684w11 þ 0:2310w12

þ 0:1106w13 þ 0:9194w14;

t3ðwÞ ¼ 0:0786w1 þ 0:0493w2 þ 0:0232w3

þ 0:3885w4 þ 0:0784w5

þ 0:2401w6 þ 0:0682w7 þ 0:1688w8

þ 0:2718w9 þ 0:4639w10

þ 0:2812w11 þ 0:2163w12 þ 0:0573w13

þ 0:3037w14;

t4ðwÞ ¼ 0:2309w1 þ 0:5705w2 þ 0:0566w3

þ 0:0920w4 þ 0:4420w5

þ 0:0588w6 þ 0:2735w7 þ 0:0449w8

þ 0:1050w9 þ 0:0028w10

þ 0:1991w11 þ 0:0780w12 þ 0:2602w13

þ 0:0277w14;

t5ðwÞ ¼ 0:0788w1 þ 0:0399w2 þ 0:0868w3

þ 0:0339w4 þ 0:1292w5 þ 0:0458w6

þ 0:1790w7 þ 0:2503w8 þ 0:0019w9

þ 0:0376w10 þ 0:0000w11 þ 0:0283w12

þ 0:1071w13 þ 0:0000w14s1ðwÞ
¼ 0:2094w1 þ 0:1126w2 þ 0:1177w3

þ 0:1533w4 þ 0:0776w5 þ 0:3916w6

þ 0:1161w7 þ 0:2444w8 þ 0:3433w9

þ 0:3142w10 þ 0:2412w11 þ 0:2686w12

þ 0:0256w13 þ 0:2868w14; s2ðwÞ
¼ 0:1452w1 þ 0:0655w2 þ 0:0572w3

þ 0:1035w4 þ 0:1644w5 þ 0:0000w6

þ 0:2029w7 þ 0:0889w8 þ 0:0000w9

þ 0:0101w10 þ 0:0000w11 þ 0:0005w12

þ 0:3429w13 þ 0:0000w14; s3ðwÞ
¼ 0:1166w1 þ 0:1487w2 þ 0:1120w3

þ 0:0379w4 þ 0:1720w5 þ 0:1560w6

þ 0:2038w7 þ 0:0308w8 þ 0:1101w9

þ 0:0465w10 þ 0:0640w11 þ 0:0178w12

þ 0:2630w13 þ 0:1547w14; s4ðwÞ
¼ 0:0795w1 þ 0:0948w2 þ 0:1564w3

þ 0:2114w4 þ 0:0786w5 þ 0:2015w6

þ 0:0758w7 þ 0:1654w8 þ 0:2254w9

þ 0:4541w10 þ 0:1523w11 þ 0:0995w12

þ 0:0362w13 þ 0:4175w14; s5ðwÞ
¼ 0:1166w1 þ 0:1393w2 þ 0:1532w3

þ 0:1490w4 þ 0:0958w5 þ 0:3443w6

þ 0:0997w7 þ 0:0267w8 þ 0:4326w9

þ 0:3142w10 þ 0:7579w11 þ 0:1722w12

þ 0:1500w13 þ 0:4699w14:

Step 4 By using (25), the satisfaction degrees gðnsðwÞÞ of

the alternatives Es ðs ¼ 1ð1Þ 5Þ are obtained as follows:

Table 8 Disadvantage scores of the alternatives

E1 E2 E3 E4 E5

L1 0.2094 0.1452 0.1166 0.0795 0.1166

L2 0.1126 0.0655 0.1487 0.0948 0.1393

L3 0.1177 0.0572 0.1120 0.1564 0.1532

L4 0.1533 0.1035 0.0379 0.2114 0.1490

L5 0.0776 0.1644 0.1720 0.0786 0.0958

L6 0.3916 0.0000 0.1560 0.2015 0.3443

L7 0.1161 0.2029 0.2038 0.0758 0.0997

L8 0.2444 0.0889 0.0308 0.1654 0.0267

L9 0.3433 0.0000 0.1101 0.2254 0.4326

L10 0.3142 0.0101 0.0465 0.4541 0.3142

L11 0.2412 0.0000 0.0640 0.1523 0.7579

L12 0.2686 0.0005 0.0178 0.0995 0.1722

L13 0.0256 0.3429 0.2630 0.0362 0.1500

L14 0.2868 0.0000 0.1547 0.4175 0.4699
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gðn1ðwÞÞ

¼

0:1716w1 þ 0:0493w2 þ 0:0394w3 þ 0:0339w4

þ 0:1110w5 þ 0:0008w6 þ 0:1085w7 þ 0:0480w8

þ 0:0246w9 þ 0:0376w10 þ 0:0683w11

þ 0:0034w12 þ 0:3077w13 þ 0:0287w14

0

B
B
B
@

1

C
C
C
A

0:2094w1 þ 0:1126w2 þ 0:1177w3 þ 0:1533w4

þ 0:0776w5 þ 0:3916w6 þ 0:1161w7 þ 0:2444w8

þ 0:3433w9 þ 0:3142w10 þ 0:2412w11

þ 0:2686w12 þ 0:0256w13 þ 0:2868w14

0

B
B
B
@

1

C
C
C
A

;

gðn2ðwÞÞ

¼

0:1074w1 þ 0:1548w2 þ 0:3244w3 þ 0:1111w4

þ0:0708w5 þ 0:8545w6 þ 0:0682w7 þ 0:0971w8

þ 0:7080w9 þ 0:6208w10 þ 0:5684w11

þ 0:2310w12 þ 0:1106w13 þ 0:9194w14

0

B
B
B
@

1

C
C
C
A

0:1452w1 þ 0:0655w2 þ 0:0572w3 þ 0:1035w4

þ 0:1644w5 þ 0:0000w6 þ 0:2029w7 þ 0:0889w8

þ 0:0000w9 þ 0:0101w10 þ 0:0000w11

þ 0:0005w12 þ 0:3429w13 þ 0:0000w14

0

B
B
B
@

1

C
C
C
A

;

gðn3ðwÞÞ

¼

0:0786w1 þ 0:0493w2 þ 0:0232w3 þ 0:3885w4

þ 0:0784w5 þ 0:2401w6 þ 0:0682w7 þ 0:1688w8

þ 0:2718w9 þ 0:4639w10 þ 0:2812w11

þ 0:2163w12 þ 0:0573w13 þ 0:3037w14

0

B
B
B
@

1

C
C
C
A

0:1166w1 þ 0:1487w2 þ 0:1120w3 þ 0:0379w4

þ 0:1720w5 þ 0:1560w6 þ 0:2038w7 þ 0:0308w8

þ 0:1101w9 þ 0:0465w10 þ 0:0640w11

þ 0:0178w12 þ 0:2630w13 þ 0:1547w14

0

B
B
B
@

1

C
C
C
A

;

gðn4ðwÞÞ

¼

0:2309w1 þ 0:5705w2 þ 0:0566w3 þ 0:0920w4

þ 0:4420w5 þ 0:0588w6 þ 0:2735w7 þ 0:0449w8

þ 0:1050w9 þ 0:0028w10 þ 0:1991w11

þ 0:0780w12 þ 0:2602w13 þ 0:0277w14

0

B
B
B
@

1

C
C
C
A

0:0795w1 þ 0:0948w2 þ 0:1564w3 þ 0:2114w4

þ 0:0786w5 þ 0:2015w6 þ 0:0758w7 þ 0:1654w8

þ 0:2254w9 þ 0:4541w10 þ 0:1523w11

þ 0:0995w12 þ 0:0362w13 þ 0:4175w14

0

B
B
B
@

1

C
C
C
A

;

gðn5ðwÞÞ

¼

0:0788w1 þ 0:0399w2 þ 0:0868w3 þ 0:0339w4

þ 0:1292w5 þ 0:0458w6 þ 0:1790w7 þ 0:2503w8

þ 0:0019w9 þ 0:0376w10 þ 0:0000w11

þ 0:0283w12 þ 0:1071w13 þ 0:0000w14

0

B
B
B
@

1

C
C
C
A

0:1166w1 þ 0:1393w2 þ 0:1532w3 þ 0:1490w4

þ 0:0958w5 þ 0:3443w6 þ 0:0997w7 þ 0:0267w8

þ 0:4326w9 þ 0:3142w10 þ 0:7579w11

þ 0:1722w12 þ 0:1500w13 þ 0:4699w14

0

B
B
B
@

1

C
C
C
A

:

Step 5 To find the weight w	 ¼ w1; w2; . . .; w14ð ÞT ; model

M-II is given as follows:

Maximize

0:1716w1 þ 0:0493w2 þ 0:0394w3 þ 0:0339w4

þ 0:1110w5 þ 0:0008w6 þ 0:1085w7 þ 0:0480w8

þ 0:0246w9 þ 0:0376w10 þ 0:0683w11

þ 0:0034w12 þ 0:3077w13 þ 0:0287w14

0

B
B
B
@

1

C
C
C
A

0:2094w1 þ 0:1126w2 þ 0:1177w3 þ 0:1533w4

þ 0:0776w5 þ 0:3916w6 þ 0:1161w7 þ 0:2444w8

þ 0:3433w9 þ 0:3142w10 þ 0:2412w11

þ 0:2686w12 þ 0:0256w13 þ 0:2868w14

0

B
B
B
@

1

C
C
C
A

2

6
6
6
6
6
6
6
6
6
6
6
6
6
4

þ

0:1074w1 þ 0:1548w2 þ 0:3244w3 þ 0:1111w4

þ0:0708w5 þ 0:8545w6 þ 0:0682w7 þ 0:0971w8

þ 0:7080w9 þ 0:6208w10 þ 0:5684w11

þ 0:2310w12 þ 0:1106w13 þ 0:9194w14

0

B
B
B
@

1

C
C
C
A

0:1452w1 þ 0:0655w2 þ 0:0572w3 þ 0:1035w4

þ 0:1644w5 þ 0:0000w6 þ 0:2029w7 þ 0:0889w8

þ 0:0000w9 þ 0:0101w10 þ 0:0000w11

þ 0:0005w12 þ 0:3429w13 þ 0:0000w14

0

B
B
B
@

1

C
C
C
A

þ

0:0786w1 þ 0:0493w2 þ 0:0232w3 þ 0:3885w4

þ 0:0784w5 þ 0:2401w6 þ 0:0682w7 þ 0:1688w8

þ 0:2718w9 þ 0:4639w10 þ 0:2812w11

þ 0:2163w12 þ 0:0573w13 þ 0:3037w14

0

B
B
B
@

1

C
C
C
A

0:1166w1 þ 0:1487w2 þ 0:1120w3 þ 0:0379w4

þ 0:1720w5 þ 0:1560w6 þ 0:2038w7 þ 0:0308w8

þ 0:1101w9 þ 0:0465w10 þ 0:0640w11

þ 0:0178w12 þ 0:2630w13 þ 0:1547w14

0

B
B
B
@

1

C
C
C
A

þ

0:2309w1 þ 0:5705w2 þ 0:0566w3 þ 0:0920w4

þ 0:4420w5 þ 0:0588w6 þ 0:2735w7 þ 0:0449w8

þ 0:1050w9 þ 0:0028w10 þ 0:1991w11

þ 0:0780w12 þ 0:2602w13 þ 0:0277w14

0

B
B
B
@

1

C
C
C
A

0:0795w1 þ 0:0948w2 þ 0:1564w3 þ 0:2114w4

þ 0:0786w5 þ 0:2015w6 þ 0:0758w7 þ 0:1654w8

þ 0:2254w9 þ 0:4541w10 þ 0:1523w11

þ 0:0995w12 þ 0:0362w13 þ 0:4175w14

0

B
B
B
@

1

C
C
C
A

þ

0:0788w1 þ 0:0399w2 þ 0:0868w3 þ 0:0339w4

þ 0:1292w5 þ 0:0458w6 þ 0:1790w7 þ 0:2503w8

þ 0:0019w9 þ 0:0376w10 þ 0:0000w11

þ 0:0283w12 þ 0:1071w13 þ 0:0000w14

0

B
B
B
@

1

C
C
C
A

0:1166w1 þ 0:1393w2 þ 0:1532w3 þ 0:1490w4

þ 0:0958w5 þ 0:3443w6 þ 0:0997w7 þ 0:0267w8

þ 0:4326w9 þ 0:3142w10 þ 0:7579w11

þ 0:1722w12 þ 0:1500w13 þ 0:4699w14

0

B
B
B
@

1

C
C
C
A

3

7
7
7
7
7
7
7
7
7
7
7
7
7
5

subject to
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W ¼ wrð ÞT

0:01�w2�0:04;0:02�w3�0:04;

0:1�w1�0:2;0:01�w7�0:02;

0:01�w5�0:04;0:1�w6�0:3;

0:02�w8�0:0450:01�w9�0:025;

0:02�w10�0:05;0:015�w11�0:12;

w13�0:2;w13�w14�0:1;w12�w13�0:1;

0:1�w12�0:25;w8�w9�w12�w13;

0:01�w4�0:05;w4�w5�w7�w8;

wr�0; r¼ 1ð1Þp;
Pp

r¼1wr ¼ 1

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>>>;

:

By using MATHEMATICA software, the desirable weight

vector is attained as follows:

w	 ¼ ðw1; w2; w3; w4; w5; w6; w7;w8; w9; w10;

w11; w12; w13; w14ÞT

¼ð0:1; 0:01; 0:02; 0:01; 0:01; 0:1; 0:01; 0:045;
0:01; 0:02; 0:015; 0:1; 0:065; 0:485ÞT :

Step 6 The overall criterion value nsðw	Þ of the alternatives
Es ðs ¼ 1ð1Þ 5Þ is given as

n1ðw	Þ ¼ ð0:4991; 0:4880; 0:0129Þ;
n2ðw	Þ ¼ ð0:7181; 0:2455; 0:0364Þ;
n3ðw	Þ ¼ ð0:5777; 0:3120; 0:1103Þ;
n4ðw	Þ ¼ ð0:4973; 0:3897; 0:1130Þ;
n5ðw	Þ ¼ ð0:4585; 0:4262; 0:1153Þ:

Step 7 Using (17) and (27), we have uðn1ðw	ÞÞ ¼ 0:0554;

uðn2ðw	ÞÞ ¼ 0:2059; uðn3ðw	ÞÞ ¼ 0:1275; uðn4ðw	ÞÞ ¼
0:0806 and uðn5ðw	ÞÞ ¼ 0:0801; where

c	 ¼ ð0:6441; 0:2544Þ; ð1; 0Þ; ð0:7689; 0:128Þ;f
ð0:6788; 0:2202Þ; ð0:6441; 0:2544Þg:

By using uðnsðw	ÞÞ; the overall criterion values nsðw	Þðs ¼
1ð1Þ5Þ are ranked as

n1ðw	Þ [ n5ðw	Þ [ n4ðw	Þ[ n3ðw	Þ [ n2ðw	Þ:

Therefore, the ranking of energy alternatives is

E1 
 E5 
 E4 
 E3 
 E2:

Step 8 Thus, wind energy E1 is the most suitable energy

resource.

The ranking result of the energy alternatives obtained

from proposed method is compared with existing methods

in Table 9. The rank of the energy alternatives attained

from proposed method is same as existing methods, and we

observe that wind energy is the optimal energy alternative.

1. In Kahraman et al. [14] and Kaya [15, 16], the weights

of the selection criteria are determined by using fuzzy

AHP method, whereas in our approach, all the three

constraints of the intuitionistic fuzzy values are used to

evaluate the decision maker’s opinions on the criteria

weights, which is more realistic than existing methods.

2. In Kaya [15, 16], the decision makers are not sure

about the degree of importance of one parameter over

other; therefore, the decision makers cannot give a

definite scale to the comparison of the parameters, and

thus, they are unable to obtain some valuable infor-

mation due to the lack of sufficient information. In the

proposed methodology, the advantage and disadvan-

tage scores are used to determine the relative compar-

ison of the parameters which avoid the drawbacks of

existing methods.

3. In Kaya [14], the distance of each alternative from PIS

(1, 0, 0) and NIS (0, 0, 1) is calculated to evaluate the

closeness coefficient of each alternative, and thus, the

ranking of the energy alternatives is obtained on the

basis of closeness coefficients. In our approach, the

ranking of the alternatives is obtained on the basis of

overall values which is more reasonable than Kaya

[14].

Table 9 Comparison of experimental result with the different existing techniques

Methods Ranking Best

option

Standards Criteria weights

Kahraman et al.

[14]

E4 
 E3 
 E5 
 E2 
 E1 E4 Max and min distances Completely known (KU) and completely

unknown (UC)

Kaya and

Kahraman [15]

E1 
 E2 
 E4 
 E5 
 E3 E1 Fuzzy best and worst value KU and UC

Kaya and

Kahraman [16]

E1 
 E3 
 E5 
 E4 
 E2 E1 FPIS and FNIS KU and UC

Ergodan and Kaya

[6]

E1 
 E5 
 E4 
 E3 
 E2 E1 T2FPIS and T2FNIS KU, UC and partially known (PK)

Mousavi et al. [37] E1 
 E5 
 E4 
 E3 
 E2 E1 HF concordance and HF

discordance values

KU, UC and PK

Proposed method E1 
 E5 
 E4 
 E3 
 E2 E1 Best performing options KU, UC and PK
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6 Conclusions

In this paper, new Jensen-exponential divergence (JED)

measures for IFSs have been proposed. Some elegant

properties of JED measures have been discussed. The

proposed measures are the outstanding complement to the

existing divergence measures for IFSs. For future research,

we look forward to extend the proposed measures to

interval valued intuitionistic fuzzy sets (IVIFSs) and hesi-

tant fuzzy sets (HFSs).

A technique to MCDM under the assumption that the

criteria weight is completely unknown for IFSs, based on

JED is introduced, and a real case study is presented on the

selection of the most optimal energy alternative among the

set of renewable energy alternatives. In the proposed

methodology, the rating of each energy alternative with

respect to criteria and the weight of the each criterion are

expressed in terms of linguistic variables. Further, a satis-

faction degree-based technique via strength and worst

scores of options with respect to criteria for MCDM

problems is discussed. The concepts of advantage, disad-

vantage, strength and worst scores are used.

To evaluate the optimal weights for criterion, a multi-

objective optimization model via satisfaction degree of

each option is constructed that are utilized to illustrate the

overall criteria value and applied to choose the optimal

option. To reveal the benefits of the developed technique, a

realistic example of selecting the desirable financial orga-

nization is discussed and compared our results. The key

advantage of the proposed technique is that the choice of

optimal option is essentially based on relative comparison

of performances of the options among each other rather

than measuring the performance of each option via some

hypothetical standards in real-world decision-making.

Based on the obtained result, wind energy is found to be

the most appropriate energy alternative in this case. In

comparison with some existing methods, we observe that

the proposed method is more reasonable and different from

the others in terms of relative importance of each

alternative.

In addition, our future research will also focus on

applications of IF MCDM in various vital disciplines of

analysis, viz. portfolio selection, faculty recruitment, per-

sonnel examination, medical diagnosis, military system

efficiency evaluation, supply chain management, marketing

management.
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