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Abstract In the paper, a novel image encryption algorithm
based on DNA sequence operations and chaotic systems is
proposed. The encryption architecture of permutation and dif-
fusion is adopted. Firstly, 256-bit hash value of the plain im-
age is gotten to calculate the initial values and system param-
eters of the 2D Logistic-adjusted-Sine map (2D-LASM) and a
new 1D chaotic system; thus, the encryption scheme highly
depends on the original image. Next, the chaotic sequences
from 2D-LASM are used to produce the DNA encoding/
decoding rule matrix, and the plain image is encoded into a
DNA matrix according to it. Thirdly, DNA level row permu-
tation and column permutation are performed on the DNA
matrix of the original image, inter-DNA-plane permutation
and intra-DNA-plane permutation can be attained simulta-
neously, and then, DNA XOR operation is performed on the
permutated DNAmatrix using a DNA key matrix, and the key
matrix is produced by the combination of two 1D chaotic
systems. Finally, after decoding the confused DNA matrix,
the cipher image is obtained. Experimental results and security
analyses demonstrate that the proposed scheme not only has
good encryption effect, but also is secure enough to resist
against the known attacks.

Keywords Image encryption . DNA encoding . DNA
sequence operation . Chaotic system . 2D-LASM

1 Introduction

With the fast development and extensive applications of mul-
timedia technology and Internet, more and more digital im-
ages carrying all kinds of information are produced and trans-
mitted over the network, and security of images becomes
more and more important [1–3]. Chaotic systems have many
soaring and eminent characteristics, such as highly sensitivity
to initial conditions and control parameters, ergodic behavior,
deterministic in nature, pseudo randomness, non-periodicity,
boundedness, and topological transitivity, those are similar to
the counterparts in cryptography, and many image encryption
algorithms based on chaotic systems are introduced to protect
the images by transforming a meaningful original image into
an unrecognizable and noise-like cipher images [4–14].
However, some of them have been broken and found insecure
from the modern cryptographical point of view [15–24]. For
example, aiming at a cryptosystem based on a spatiotemporal
chaos with a dynamic keystream generator, Rabei Bechikh
et al. [23] found that it was not sufficiently secure against
chosen plaintext attack, and Li et al. [24] had broken a novel
image encryption scheme based on improved hyperchaotic
sequences with only one known-plaintext attack. Therefore,
new and secure cryptosystems should be introduced to ensure
information security.

Due to the massive parallelism, huge storage, and ultra-
low-power consumption of DNAmolecules, DNA computing
has entered into the field of cryptography [25–27]. A number
of image encryption schemes combining chaos and DNA
computing have been presented [27–40]. The kernel of these
algorithms is DNA encoding/decoding and DNA computing,
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and it consists of some algebra operations and biological op-
erations, such as the complementary rule of bases, DNA ad-
dition operation, DNA subtraction operation, and DNA XOR
operation. A novel image encryption algorithm was presented
in ref. [28]; Lorenz and Chen chaotic systems were used to
give the chaotic sequences; and DNA elongation operation,
truncation operation, deletion operation, and addition opera-
tion were employed. Guesmi et al. [29] introduced a novel
chaos-based image encryption scheme using DNA sequence
operation and SHA-2 hash function, three-dimensional
Lorenz system was used to generate the chaotic sequences,
and DNA XOR operation was for diffusion. Wang et al. [30]
proposed a novel image encryption method based on DNA
sequence operations and coupled map lattice, extended ham-
ming distance was employed to produce the initial values of
the coupled map lattice (CML) system, and DNA addition
operation and DNA subtraction operation are utilized in
DNA level diffusion process.

However, recent cryptanalysis results about DNA-based
image encryption algorithms have shown that some algo-
rithms have security flaws. For example, Liu et al. [31] gave
a RGB image encryption algorithm using DNA encoding and
1D Logistic map, Ozkaynak et al. [32] broke it using chosen-
plaintext attack and obtained the secret key by four chosen
plain images, and subsequently, the security of this algorithm
was reevaluated by Liu et al. [33], and it has two shortcom-
ings: one is that the encryption scheme has no sensitivity with
the plain images, and the other is that it cannot resist against
the known-plaintext and chosen-plaintext attacks. Recently,
Hermassi et al. [34] analyzed an image encryption algorithm
based on DNA addition and chaotic maps in ref. [35] and
found that firstly, it is non-invertible, and the receiver cannot
recover the plain image even if he gets the secret key, and
secondly, it may not withstand chosen-plaintext attack. In ad-
dition, the previous DNA-based encryption schemes have
demonstrated that the DNA encoding/decoding rules of the
plain image and key image are set and the same for all the
pixels [27, 28, 36, 37], it has nothing to do with the original
image, which means that there are the same encoding rules for
different original images, and at many times, the rules are
secret keys and varying from 1 to 8 [29–31, 38–40]. This will
downgrade the ability of the algorithm to resist against brute
force attacks and chosen-plaintext attack.

In order to overcome the previous shortcomings from the
image encryption algorithms based on chaotic maps and DNA
computing, we present a novel image encryption scheme in
the paper. The contributions of the proposed encryption
scheme are described as follows. Firstly, a 2D Logistic-
adjusted-Sine map (2D-LASM) and a new 1D chaotic system
are used in the paper; their initial values and system parame-
ters are computed from the SHA 256 hash value of the plain
image, so the scheme is highly sensitive to the original image.
Furthermore, a DNA encoding rule matrix is obtained from

the chaotic sequences generated by 2D-LASM, and it is used
to encode each pixel in the plain image; that is to say, every
pixel has its own encoding rule and the rule depends on the
original image; therefore, our algorithm may effectively resist
the known-plaintext, chosen-plaintext and statistical attacks.
Besides, DNA level row permutation and column permutation
scheme are adopted, inter-DNA-plane permutation and intra-
DNA-plane permutation schemes can make the DNA base
elements of the plain image move to the same and other
DNA planes, this can improve the encryption effect, and cha-
otic sequences used in confusion process are gotten from
DNA encoding process, which can make full use of chaotic
sequences and save encryption time. Lastly, in the diffusion
process, highly random chaotic sequences are generated from
two new 1D chaotic systems, the key matrix is produced by
the DNA encoding rule in many existing methods, whereas
the DNA base elements of the key matrix are gotten according
to the sequence values in our method, which may shorten the
encryption time, and we get the cipher image from the DNA
XOR operation of the key matrix and the permutated original
image.

The remaining of the paper is organized as follows: Sect. 2
describes the preliminary works, including two chaotic sys-
tems and DNA sequence operations. The detailed encryption
scheme is presented in Sect. 3. Section 4 discusses the advan-
tages of the encryption algorithm and Section 5 gives simula-
tion results, the security analyses have been discussed in Sect.
6, and conclusions are drawn in the last section.

2 Preliminary works

2.1 Chaotic systems

2.1.1 2D Logistic-adjusted-Sine map

Employing the 1D Logistic map to adjust the input of the Sine
map, a new 2D chaotic map named 2D Logistic-adjusted-Sine
map (2D-LASM) is proposed [41], and it is defined as

xiþ1 ¼ sin πμ yi þ 3ð Þxi 1−xið Þð Þ
yiþ1 ¼ sin πμ xiþ1 þ 3ð Þyi 1−yið Þð Þ

�
ð1Þ

where μ is the system parameter, μ ∈ [0, 1], and x and y are
state variables, x , y ∈ (0, 1).

The bifurcation diagrams of the chaotic system are shown
in Fig. 1, with the initial values x0 = 0.8 and y0 = 0.5.
Compared to Logistic map and Sine map, 2D-LASM has a
wider chaotic range and better ergodicity and unpredictability
and is suitable for image encryption. From the figure, we can
see that the system has good chaotic characteristics and the
Lyapunov exponents are 0.8157 and 0.9787 with μ = 0.8.
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2.1.2 1D chaotic map

A new 1D chaotic map [42] is used in the diffusion process,
and it can be described by Eqs. (2) and (3):

znþ1 ¼ f p znð Þ ð2Þ

f p : −1; 1½ �→ −1; 1½ �; f p zð Þ ¼ 2

π
arctg ctg rzð Þð Þ ð3Þ

where the system parameter r ∈ [1, 10] and the state variable
z ∈ [−1, 1].

Its bifurcation diagram is shown in Fig. 2. From the figure,
it can be known that the chaotic map has a dense set of peri-
odic orbits, and its period is in the [−1, 1] interval with r > π/2.

In order to obtain highly random chaotic sequence, the
combination of two 1D chaotic maps is employed, and it can
be shown in the following equations:

f 1 : −1; 1½ �→ −1; 1½ �; f 1 z1i ; r1
� � ¼ 2

π
arctg ctg r1z1i

� �� � ð4Þ

f 2 : −1; 1½ �→ −1; 1½ �; f 2 z2i ; r2
� � ¼ 2

π
arctg ctg r2z2i

� �� � ð5Þ

ui ¼ f 1 z1i ; r1
� �

*f 2 z2i ; r2
� � ¼ f 1 z1i ; r1

� �þ f 2 z2i ; r2
� �

1− f 1 z1i ; r1ð Þ f 2 z2i ; r2ð Þ ð6Þ

Here, the system parameters r1 , r2 ∈ [1, 10], the initial
values of the chaotic systemz10; z

2
0∈ −1; 1½ �, and the values pro-

duced by Eq. (6) are used to design the diffusion matrix in the
diffusion process.

2.2 DNA sequence operations

2.2.1 DNA encoding and decoding rules

Each DNA sequence contains four nucleic acid bases, which
are A (adenine), C (cytosine), G (guanine), and T (thymine),
where A and T, G, and C are complementary pairs. Because 0
and 1 are complementary in the binary, so 00 and 11, 01, and
10 are also complementary. By using four bases A, C, G, and
T to encode 00, 01, 10, and 11, there are 24 kinds of encoding
rules. But there are only 8 kinds of them satisfying the
Watson-Crick complementary rule [43], which are shown in
Table 1. DNA decoding rules are the reverse operation of
DNA encoding rules.

In this paper, we employ the DNA encoding rules to en-
code the plain image. For an 8-bit grayscale image, each pixel
can be expressed as a DNA sequence whose length is 4. For
example, when the pixel value is 174, its binary sequence is
10101110, and the DNA sequence is GGTG using the DNA
encoding rule 1 to encode it, whereas using DNA encoding

Table 1 DNA encoding rules

Rule 1 2 3 4 5 6 7 8

A 00 00 01 01 10 10 11 11

T 11 11 10 10 01 01 00 00

C 01 10 00 11 00 11 01 10

G 10 01 11 00 11 00 10 01
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rule 1 to decode this DNA sequence, we can get a binary
sequence 10101110, but if we utilize rule 2 to decode it, we
obtain another binary sequence 01011101. Obviously, it is a
simple way of encryption.

2.2.2 DNA XOR algebraic operation

With the rapid development of DNA computing, some biolo-
gy operations and algebraic operation based on DNA se-
quence are presented, such as XOR operation. XOR operation
of DNA sequences is manipulated according to traditional
XOR in the binary. For there are eight kinds of DNA encoding
rules, there exist eight types of DNA XOR rules, and one type
of DNA XOR is listed in Table 2.

In the paper, the DNA XOR operation is used to fuse the
plain image and the key image. For instance, there are two
DNA sequences ACGT and CTAG; the XOR operation result
of them is CGGC according to Table 2. From Table 2, it is
obvious that every DNA base in every row or column is
unique; therefore, the result of XOR operation is one and only.

3 The proposed encryption scheme

3.1 Generating the parameters and initial values
of the chaotic systems

In the proposed encryption method, SHA 256 hash value of
the plain image is employed to produce the system parameters
and initial values of the chaotic systems. Even if there is only
1 bit between two plain images, their hash values will be
completely different. So our encryption scheme highly de-
pends on the original image. We firstly compute the SHA
256 hash value K of the original image and then divide the
256-bit secure keyK into 8-bit blocks, which can be expressed
as follows:

K ¼ k1; k2;⋯; k32; subject to ki ¼ ki;0; ki;1;⋯; ki;7
� � ð7Þ

where in ki , j, i denotes the character number and j is the bit
number in ki.

The intermediate parameters ti can be calculated as follows:

ti ¼ li þ k3i−1 þ 3i−1ð Þ
k3i þ 3i

� ∑
32

j¼1

k j � 28� j−1ð Þ

2256

 !
mod1; i

¼ 1; 2;⋯; 7 ð8Þ

where li(i = 1, 2, 3, 4, 5, 6, 7) are the initial given
parameters and values of the 2D-LASM and the 1D

chaotic system, and they are μ0, x
0
0, and y

0
0 and r

0
1, r

0
2,

z10
� � 0

, and z20
� � 0

, respectively. And ti is the processed
value, and mod is the modular operator.

In view of the boundedness of parameters, the param-
eters and initial values of the chaotic systems can be
given by

μ ¼ mod t1; 0:4ð Þ þ 0:5 ð9Þ

x0 ¼ mod 10*t2; 0:4
� �þ 0:5 ð10Þ

y0 ¼ mod 100*t3; 0:4
� �þ 0:5 ð11Þ

r1 ¼ 1þ 9t4 ð12Þ

r2 ¼ 1þ 9t5 ð13Þ

z10 ¼ −1þ 2t6 ð14Þ
z20 ¼ −1þ 2t7 ð15Þ

Here, μ, x0, and y0 are the parameter and initial values of
the 2D-LASM, and r1, r2, z10, and z20 are the parameter and
initial values of the 1D chaotic systems of Eqs. (4) and (5).

3.2 DNA encoding process of the plain image

Suppose the plain image P with the size of m × n, then
convert every pixel of the image to its binary form, and
get a matrix P1 of m × 8n. The detailed DNA encoding
steps of the original image are as follows:

Step 1: Use μ, x0, and y0 produced in Sect. 3.1 to
iterate the 2D-LASM 1000 times to avoid the transient
effect.

Step 2: Continue to iterate the chaotic system s =
max {m, 4n} times to obtain two chaotic sequences X
and Y, then pick out the former m values from X to
form a matrix X1 with the size of m × 1, next choose
the former 4n values from Y to obtain a matrix Y1 of
1 × 4n, and finally get a matrix M of m × 4n by
manipulating the matrix multiplying operation of X1
and Y1.

Step 3: Every element of the original image has different
DNA encoding rule, considering that the elements ofM fall in

Table 2 One type of
DNA XOR operation XOR A G C T

A A G C T

G G A T C

C C T A G

T T C G A
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the ranges of 0 and 1, and then, the encoding rulematrix ITcan
be obtained as Eq. (16).

IT i; jð Þ ¼

1; 0 < M i; jð Þ≤0:125
2; 0:125 < M i; jð Þ≤0:25
3; 0:25 < M i; jð Þ≤0:375
4; 0:375 < M i; jð Þ≤0:5
5; 0:5 < M i; jð Þ≤0:625
6; 0:625 < M i; jð Þ≤0:75
7; 0:75 < M i; jð Þ≤0:875
8; 0:875 < M i; jð Þ < 1

8>>>>>>>>>><
>>>>>>>>>>:

ð16Þ

where M(i, j) and IT(i, j) denote the elements of M and IT
located at the ith row and jth column, respectively, and 1 ≤
i ≤m, 1 ≤ j ≤ 4n.

Step 4: Group every two elements of matrix P1 from left to
right and from top to bottom, then encode every element ac-
cording to the corresponding DNA rule number of matrix IT,
and finally obtain the encoded DNA matrix P2(m × 4n).

From the DNA encoding steps of the original image, we
can see that the dynamical DNA encoding process is achieved
and it is highly sensitive to the plain image. Encoding rule
matrix is generated from the chaotic sequences, different orig-
inal image has different encoding rule matrix, and every pixel
has its own encoding rule. Therefore, the proposed scheme is
highly sensitive with the plain image.

3.3 DNA level permutation

The DNA level permutation process is composed of row per-
mutation and column permutation. The detailed steps are as
follows:

Step 1: In order to save the encryption time and fully utilize
the chaotic sequences, the sequences X and Y generated in
Sect. 3.2 are used, X = {x1, x2, ⋯ , xs}, Y = {y1, y2, ⋯ , ys}.

Step 2: Two matrices X′ and Y′ are gotten through modify-
ing the elements of the X and Y according to the following
equation:

x
0
i ¼ xi � 1014

� �
mod 4nð Þ; i ¼ 1; 2;⋯; s

y
0
i ¼ yi � 1014

� �
modm; i ¼ 1; 2;⋯; s

(
ð17Þ

And here, xi and yi are the corresponding elements of X and
Y, and after finishing Step 2, we may obtain two sequences,

and they are X
0 ¼ x

0
1; x

0
2;⋯; x

0
s

� �
, Y

0 ¼ y
0
1; y

0
2;⋯; y

0
s

� �
.

Step 3: Manipulate the row permutation to the ith (1 ≤ i ≤
m) row of the encoded DNA matrix P2(m × 4n) gotten from
Sect. 3.2 by the following rules:

Case 1: Perform left cyclic shift on the ith row x
0
i times with

i%2 ≠ 0.
Case 2: Implement right cyclic shift on the ith row x

0
i times

with i%2 = = 0.

After all rows have been permutated, a new matrix P3 is
obtained.

Step 4: Implement column permutation to the jth (1 ≤ j ≤
4n) column of the matrix P3 according to the following rules:

Case 1: Perform up cyclic shift on the jth column y
0
j times

with j%2 ≠ 0.
Case 2: Implement down cyclic shift on the jth column y

0
j

times with j%2 = = 0.

After every column has been permutated, the matrix P4 is
obtained and the permutation process is finished.

3.4 DNA level diffusion

In this section, a key DNA matrix is firstly produced by the
chaotic system, and then, it is used to diffuse the permutated
DNA plain image and upgrade the encryption effect. The de-
tailed steps can be described as follows:

Step 1: Compute the parameters r1, r2, z10, and z20 as de-
scribed in Sect. 3.1, and next, iterate the 1D chaotic system
shown in Eq. (4) with r1 andz10 (1000 + 4mn) times, iterate the

1D chaotic system shown in Eq. (5) with r2 and z20 (1000 +
4mn) times, discard the former 1000 values to avoid the tran-
sient effect, and obtain sequences Z1 and Z2.

Step 2: Sequence U is gotten by importing the correspond-
ing elements of Z1 and Z2 into Eq. (5), and U = {u1, u2, ⋯ ,
u4mn} is obtained, where ui is its ith element, 1 ≤ i ≤ 4mn.

Step 3: In order to modify the elements of the plain image,
we need a key matrix. Then, U is employed to generate the
DNA key matrix Q by the following equation. Without the
DNA encoding process, we can directly obtain the DNA base
elements of the key matrix through Eq. (18), which can reduce
the computation complexity of the algorithm and improve the
encryption speed.

qi ¼
A;−1≤ui≤−0:5
T ;−0:5 < ui≤0
C; 0 < ui≤0:5
G; 0:5 < ui≤1

8>><
>>: ð18Þ

And here, Q = {q1, q2, ⋯ , q4mn}, qidenotes its ith ele-
ments, 1 ≤ i ≤ 4mn.

Next, transform the Q to a key matrix KK with the size of
m × 4n.

Step 4: Manipulate DNAXOR operation to the permutated
matrix P4 and key matrix KK through Eq. (19).

C i; jð Þ ¼
P4 i; jð Þ⊕KK i; jð Þ; i ¼ 1; j ¼ 1
P4 i; jð Þ⊕KK i; jð Þ⊕C i−1; 4nð Þ; 1 < i≤m; j ¼ 1
P4 i; jð Þ⊕KK i; jð Þ⊕C i; j−1ð Þ; 1≤ i≤m; 1 < j≤4n

8<
: ð19Þ

where C is the cipher DNA matrix and C(i, j) is its element
located at ith row, jth column.
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The decryption process of this part is to perform the inverse
operation, and it is defined by

P4 i; jð Þ ¼
C i; jð Þ⊕KK i; jð Þ; i ¼ 1; j ¼ 1
C i; jð Þ⊕KK i; jð Þ⊕C i−1; 4nð Þ; 1 < i≤m; j ¼ 1
C i; jð Þ⊕KK i; jð Þ⊕C i; j−1ð Þ; 1≤ i≤m; 1 < j≤4n

8<
:

ð20Þ

Subsequently, decode the matrix C according to the rule
matrix IT that is obtained in Sect. 3.2; we may obtain the
cipher image.

3.5 The complete encryption steps

The flowchart of our proposed encryption algorithm is illus-
trated in Fig. 3. The complete encryption steps are shown as
follows.
Step 1: Compute the external key K through the SHA 256

hash function of the plain image, and then, obtain the
system parameters and initial values of the chaotic
systems through Eqs. (7)–(15).

Step 2: Implement DNA encoding process to the plain im-
age P (m × n) as described in Sect. 3.2, and obtain
the DNA matrix P2(m × 4n).

Step 3: Perform DNA level permutation to matrix P2 as
shown in Sect. 3.3, and get permutated matrix
P4(m × 4n).

Step 4: Manipulate DNA level diffusion to matrix P4 as
illustrated in Sect. 3.4, and obtain the cipher DNA
matrix C.

Step 5: Decode matrixC through the rule matrix IT gotten in
Sect. 3.2, and the cipher image is obtained.

The decryption process is the reverse operations of the
encryption process.

4 Discussion

The proposed encryption scheme has some advantages as fol-
lows. Firstly, two chaotic systems, that is 2D-LASM and a
new 1D chaotic system, are utilized; the system parameters
and initial values are calculated by the SHA 256 hash value of
the plain image and the given values. When the plain image
has a little change, the 256-bit hash value is completely dif-
ferent. Even for the same original image, the parameters and
the initial values are different, when we modify the given
values, and then, a completely different cipher image is ob-
tained. Therefore, the algorithm highly depends on the origi-
nal image, and it may make known-plaintext attack invalid.

Secondly, in the DNA encoding process of the plain image,
different from the past encoding scheme, where there is an
encoding rule for all the pixels, a dynamical DNA encoding
scheme is adopted in the paper. A new chaotic system named
as 2D-LASM is used to produce the chaotic sequences; sub-
sequently, an encoding rule matrix is obtained from them, and
then, every pixel of the original image is encoded by the cor-
responding element in the rule matrix, which means that dif-
ferent pixels have different encoding rules and this may im-
prove the ability of the proposed encryption scheme to with-
stand statistical attack.

Thirdly, in the confusion process, DNA level row permu-
tation and column permutation are utilized, and DNA matrix
elements of the original image can move across the DNA
planes according to the chaotic sequences from the 2D-
LASM. An image with the size of m × n has 8-bit planes,
every 2 bit at the adjacent planes is encoded to DNA bases,
and four DNA planes are gotten. When the chaotic sequence
values are multiple of 4, the row permutation is to realize the
move of the DNA base elements at their own DNA planes,
and we call it as inter-DNA-plane permutation. Otherwise, the
row permutation can make the DNA base elements move to
other DNA planes, and we name it as intra-DNA-plane
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permutation. Therefore, the proposed DNA level row permu-
tation can attain inter-DNA-plane permutation and intra-
DNA-plane permutation at the same time. Besides, the subse-
quent column permutation can make the DNA base elements
shift at their own planes and further upgrade the confusion
effect.

Lastly, in the DNA level diffusion procedure, the combina-
tion of two new 1D chaotic systems is used to produce chaotic
sequence; then, DNA base elements of the DNA key matrix
may be easily gotten by the range of the chaotic sequence
values. But in the previous studies, the DNA key matrix is
obtained through encoding the key matrix using a certain
DNA encoding rule. Compared with it, our method is easy
to manipulate. In addition, DNA XOR operations of the key
matrix and the permutated plain image matrix are employed to
obtain the cipher image, and this can save much time and
reduce the computational complexity of the presented algo-
rithm. The diffusion process of the current plain image pixel is
related to the key matrix and the previous cipher pixel, and so,
the proposed algorithm has good diffusion effect.

The diffusion effect of the proposed algorithm in the en-
cryption and decryption process can be plotted in Figs. 4 and
5. In these two figures, KK is the key matrix; P is the plain
matrix; C is the cipher matrix; ⊕ denotes the DNA XOR
operation; and KK(i), P(i), and C(i) are their corresponding
ith element, 1 ≤ i ≤ 4mn. As can be seen from Fig. 4, when one
current element of the plain image is modified, the current
cipher element will change accordingly, and all the cipher
elements after it will change; therefore, the confusion process
has high sensitivity to the plain image. In Fig. 5, it is clear
that the modification of the current cipher element will
affect the current recovered element and all the recov-
ered elements after it. So, the proposed confusion
scheme has a good confusion effect, and our encryption
algorithm has high security level.

5 Simulation results

We have employedMatlab 2014a to verify the encryption and
decryption effect of the proposed algorithm in a personal com-
puter with CPU 2.5 GHz andmemory 4 GB, and the operating
system is Microsoft Windows 7. The four different 512 × 512
Lena image, Baboon image, satellite image, and medical im-
age are used as the plain images, and the simulation results are
shown in Fig. 6. The parameters we used are as follows: μ0 =

0.5673, x
0
0 ¼ 0:3791, y

0
0 ¼ 0:7438, r

0
1 ¼ 3:4586,

r
0
2 ¼ 6:1289, z10

� � 0 ¼ 0:1357, a n d z20
� � 0 ¼ −0:4895.

Figure 6a, d, g, j are the plain images, Fig. 6b, e, h, k are their
corresponding cipher images, and the decrypted images are
shown in Fig. 6c, f, i, l.

From the figures, it is clear that the cipher images are sim-
ilar to random noisy images, and no useful information can be
found from them, which means that our algorithm can realize
the encryption of many kinds of images, such as natural im-
ages, remote sensing images, and medical images. And thus, it
has wide application fields. Besides, the decrypted images
using the right decryption keys are the same with the plain
images from the visual point. Thus, the proposed encryption
methods can encrypt the original images and protect the pri-
vate information effectively, and when the cipher images are
transmitted to the authorized receivers, the right plain images
can be easily recovered.

6 Security analyses

6.1 Histogram analysis

Histogram is employed to reflect the pixel distribution of an
image. If the histogram of a cipher image is uniform, that is to
say, that each gray level has equal probability, then the encryp-
tion scheme is more robust against statistical attack. The
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Fig. 4 The diffusion effect in the encryption process

Fig. 5 The diffusion effect in the decryption process



histogram analysis results by our algorithm are illustrated in
Fig. 7. Figure 7a, c, e, g are the histograms of the plain images,
and those of the corresponding cipher images are shown in

Fig. 7b, d, f, h. It is clear that the gray value distribution is
fairly uniform and significant from the original images.
Hence, our algorithm can withstand statistical attack.

226 Neural Comput & Applic (2019) 31:219–237

(a) Plain image of Lena     (b) Corresponding cipher image     (c) Decrypted image 

(d) Plain image of Baboon  (e) Corresponding cipher image    (f) Decrypted image 

(g) Plain image of City   (h) Corresponding cipher image    (i) Decrypted image 

(j) Plain image of Brone   (k) Corresponding cipher image    (l) Decrypted image 

Fig. 6 Simulation results. a Plain
image of Lena. b Corresponding
cipher image. c Decrypted image.
d Plain image of Baboon. e
Corresponding cipher image. f
Decrypted image. g Plain image
of city. h Corresponding cipher
image. i Decrypted image. j Plain
image of Brone. k Corresponding
cipher image. l Decrypted image
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(a) Histogram of plain image Lena             (b) Histogram of cipher image 

(c) Histogram of plain image Baboon            (d) Histogram of cipher image 

(e) Histogram of plain image City            (f) Histogram of c

(g) Histogram of plain image Brone (h) Histogram of cipher image
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Fig. 7 Histogram results of the
plain images and the
corresponding cipher images. a
Histogram of plain image Lena. b
Histogram of cipher image. c
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Furthermore, χ2 test and variances of histograms are used
to evaluate the uniformity of the pixel-value distribution. The
χ2 value and variances of histograms of an image with 256-
Gy levels can be calculated as follows:

χ2 ¼ ∑
255

i¼0

ni−n
.
256

	 
2
n
.
256

ð21Þ

var Zð Þ ¼ 1

n2
∑
n

i¼1
∑
n

j¼1

1

2
zi−z j
� �2 ð22Þ

where ni is the occurrence frequency of gray level i, n/256 is
the expected occurrence frequency of each gray level, and n is
the number of all the pixels. Here, in Eq. (22), Z = {z1, z2, ⋯ ,
z256} is the vector of the histogram values, and zi and zj are the
numbers of pixels which gray values are equal to i and j,
respectively.

The quantitatively results for different images are listed in
Table 3. When the significant level is 0.05, the corresponding
χ2(0.05, 255) is 293.25 [44]. The lower the variance is, the
higher the uniformity of the image is [45]. From the table, we
can come to two conclusions: firstly, the χ2 results of the
cipher images are less than 293.25, which means that the
proposed algorithm has passed the χ2 test and it has enough
high security level; secondly, the variances of the cipher im-
ages are lesser than those of the plain images, especially for
Brone (512 × 512); the variance of the plain image is about
2.8 × 107, whereas that of the cipher image decreases to
around 8.8 × 102, there has a large decrease, and these indicate
that the histogram distributions of the cipher images are uni-
formly distributed, and our algorithm is highly secure.

6.2 Information entropy

6.2.1 Information entropy

Information entropy is an important parameter to describe the
degree of disorder of a system. It has been applied in many
fields, such as lossless data compression, statistical inference,
cryptography, and machine learning. In general, the more un-
certain or random the information source is, the more infor-
mation entropy that it will contain. So, it is very useful for
analyzing the randomness of an encryption algorithm.

Information entropy can be calculated by the following
equation:

H mð Þ ¼ ∑
2n−1

i¼0
p mið Þlog 1

p mið Þ ð23Þ

where p(mi) denotes the probability of symbol mi. For a ran-
dom image with 256-Gy levels, the entropy should ideally be
8 [46]. If the entropy of the cipher image is less than 8, there is
a possibility of predictability, and this is a threat to the algo-
rithm security.

We test the information entropy of seven different
images, and the results are listed in Table 4. Note that

Table 3 Quantitative results of histograms of the plain and cipher
images

Images χ2 Variance

Lena (512 × 512) Plain image 158,020 632,100

Cipher image 262.83 1051.4

Satellite (1024 × 1024) Plain image 1,993,300 31,893,000

Cipher image 250.50 4008.1

Baboon (512 × 512) Plain image 187,600 750,400

Cipher image 234.07 936.28

Cameraman (256 × 256) Plain image 110,970 110,970

Cipher image 276.78 276.78

Barbara (512 × 512) Plain image 144,100 576,400

Cipher image 281.64 1126.6

City (512 × 512) Plain image 814,340 3,257,400

Cipher image 260.94 1043.8

Brone (512 × 512) Plain image 7,164,500 28,658,000

Cipher image 221.07 884.29

Table 4 Information entropies of the plain and cipher images

Name Plain
image

Ours Ref.
[47]

Ref.
[48]

Ref.
[49]

Lena (512 × 512) 7.4456 7.9993 7.9993 7.9993 7.9984

Satellite
(1024 × 1024)

6.7327 7.9998 7.9998 7.9997 7.9986

Baboon (512 × 512) 7.3579 7.9994 7.9992 7.9992 7.9984

Cameraman
(256 × 256)

7.0097 7.9969 7.9969 7.9968 7.9970

Barbara (512 × 512) 7.4664 7.9992 7.9991 7.9992 7.9973

City (512 × 512) 6.7469 7.9993 7.9993 7.9992 7.9981

Brone (512 × 512) 5.9399 7.9994 7.9991 7.9992 7.9971

Table 5 Local entropies for different images

Images Local entropies

Plain image Cipher image

Lena (512 × 512) 5.9610 7.9007

Satellite (1024 × 1024) 5.8728 7.9013

Baboon (512 × 512) 6.9749 7.9015

Black (512 × 512) 0 7.9005

White (512 × 512) 0 7.9021

City (512 × 512) 6.9810 7.9042

Brone (512 × 512) 3.9364 7.9015
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the results are very close to the theoretical value 8,
which demonstrates that the cipher images are almost
close to random sources and the information leakage
in the encryption process is negligible. Compared with
three encryption algorithms, it can be found that the
results gotten from our proposed algorithm are the same
with those in ref. [47, 48] and closer to the theoretical
value of 8 than the algorithm in ref. [49], so our algo-
rithm has a better property of information entropy.

6.2.2 Local Shannon entropy

Local Shannon entropy [50] is also used to test the local random-
ness of the plain image and the cipher image. The (k, TB)-local
Shannon entropy may be defined using the following method:

Step 1: Randomly choose non-overlapping image blocks S1,
S2,…, Sk with TB pixels for a test image S with L
intensity scales.
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(a)Horizontal direction in plain image   (b) Horizontal direction in cipher image 

(c) Vertical direction in plain image   (d) Vertical direction in cipher image 

(e)Diagonal direction in plain image   (f) Diagonal direction in cipher image 
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Fig. 8 Correlation of two
adjacent pixels of the plain image
Lena (512 × 512) and its cipher
image. a Horizontal direction in
plain image. b Horizontal
direction in cipher image. c
Vertical direction in plain image.
d Vertical direction in cipher
image. e Diagonal direction in
plain image. f Diagonal direction
in cipher image



Step 2: For all image blocks, calculate Shannon entropy
H(Si) via Eq. (23).

Step 3: Compute the mean of Shannon entropy over these k
image blocks S1, S2,…, Sk as local Shannon entropy
according to the following equation:

Hk;TB mð Þ ¼ ∑
k

i¼1

H Sið Þ
k

ð24Þ

In the experiment, we choose k= 32 and TB = 1936 for the test
images with L = 256, and the test results are shown in Table 5.
The results indicate that the local Shannon entropies of the cipher
images are greater than 7.90, and the cipher images generated by
our encryption scheme have good local randomness.

6.3 Correlation analysis

We randomly choose 5000 pairs of pixels in horizontal, verti-
cal, and diagonal directions from the plain image and cipher
image and calculate the correlation coefficients according to
the following equations:

rx;y ¼ E x−E xð Þð Þ y−E yð Þð Þð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D xð ÞD yð Þp ð25Þ

E xð Þ ¼ 1

N
∑
N

i¼1
xi ð26Þ

D xð Þ ¼ 1

N
∑
N

i¼1
xi−E xð Þð Þ2 ð27Þ

where x and y denote gray level values of two adjacent pixels
of the image, N is the total number of pixels chosen from the

image, and E(x) and D(x) are the expectation and variance of
variable x, respectively.

For the plain image Lena (512 × 512), we draw the distri-
bution diagram of two horizontally, vertically, and diagonally
adjacent pixels of the plain image and the cipher image in
Fig. 8. From the figure, we can see that there is a strong
correlation among adjacent pixels in the plain image,
the correlation coefficients are close to 1, whereas the
pixels of the cipher image are scattered over the com-
plete plane and the strong correlations of adjacent pixels
in the original image have been reduced by the pro-
posed encryption scheme.

Next, the correlation coefficients of two horizontally adja-
cent pixels, vertically adjacent pixels, and diagonally adjacent
pixels for seven different plain and cipher images have been
given in Table 6. In Table 6, the correlation coefficients of
the cipher images are less than 0.03 and much smaller
than that of the original images, so the proposed algo-
rithm successfully eliminates the correlation between ad-
jacent pixels in the plain image, and it can withstand
the statistical attack.

6.4 Differential attack analysis

Number of pixel change rate (NPCR) and unified average
changing intensity (UACI) are utilized to evaluate the
resisting differential attack performance of the proposed en-
cryption algorithm. NPCR stands for the number of pixels
change rate while one pixel of plain image is modified.
UACI denotes the average intensity of differences be-
tween the original image and cipher image.

Table 6 Correlation coefficients
of two adjacent pixels in the plain
and cipher images

Images Plain image Cipher image

Horizontal Vertical Diagonal Horizontal Vertical Diagonal

Lena (512 × 512) 0.9761 0.9620 0.9387 −0.0139 0.0177 6.7947e−04
Satellite (1024 × 1024) 0.8633 0.8229 0.6989 0.0088 0.0088 −0.0081
Baboon (512 × 512) 0.7267 0.8413 0.6812 −0.0106 0.0036 0.0180

Cameraman(256 × 256) 0.9571 0.9268 0.9006 −0.0011 0.0114 −0.0032
Barbara (512 × 512) 0.9693 0.9383 0.8944 −0.0070 −0.0079 −0.0220
City (512 × 512) 0.8435 0.7544 0.6647 −0.0223 −0.0073 0.0137

Brone (512 × 512) 0.9875 0.9782 0.9592 −0.0293 0.0079 −0.0160

Table 7 NPCR and UACI for different images

Images Lena Cameraman Baboon Barbara Brone City Satellite

Size 512 × 512 256 × 256 512 × 512 512 × 512 512 × 512 512 × 512 1024 × 1024

NPCR 99.58% 99.61% 99.63% 99.61% 99.60% 99.62% 99.63%

UACI 33.43% 33.46% 33.41% 33.43% 33.42% 33.43% 33.48%
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For two gray cipher images, the NPCR and UACI can be
obtained by the following:

NPCR ¼
∑
i; j
D i; jð Þ
W � H

� 100% ð28Þ

UACI ¼ 1

W � H
∑
i; j

C1 i; jð Þ−C2

	
i; j

��� ���

255

2
4

3
5� 100% ð29Þ

where D(i, j) is defined as

D i; jð Þ ¼ 1;C1 i; jð Þ≠C2 i; jð Þ
0; otherwise

�
ð30Þ

where W and H denote the width and height of the
image and C1 and C2 are, respectively, the cipher im-
ages before and after one pixel of the original image is
changed. The expected NPCR and UACI values for a
256-Gy scale image are 99.6094 and 33.4635% [51],
respectively. The closer the NPCR and UACI are, the
more effective the cryptosystem in resisting differential
attack is.

Seven different images are used as the test images,
we get the other images by randomly changing one
pixel, and the results are shown in Table 7. From
Table 7, it is obvious that high efficiency may be ob-
tained by having NPCR >99.5% and UACI >33.4%
through changing one pixel value in the plain images,
and the proposed scheme is secure enough to effectively
resist against differential attack.

6.5 Known-plaintext and chosen-plaintext attack analyses

There are four classical types of attacks, ciphertext-only attack,
known-plaintext attack, chosen-plaintext attack, and chosen-
ciphertext attack. Among them, known-plaintext and chosen-
plaintext attacks are the more powerful attacks, and if a crypto-
system can resist these two attacks, it can withstand other attacks.

In the paper, we employ 2D-LASM and a new 1D chaotic
system, and their initial values and system parameters are
computed by the SHA 256 hash value of the plain image.
2D-LASM is used in the DNA encoding steps and permuta-
tion process of the plain image, and 1D chaotic system is
employed in the confusion process; thus, our encryption algo-
rithm depends on the plain image, and it can resist known-
plaintext and chosen-plaintext attacks.

In real attack atmosphere, the opponent usually utilizes all
black or white images as special original images to attack the
encryption algorithms, for the special images can make the

Table 8 The entropies and correlation coefficients of the plain and
cipher images of all white and all black

Images Entropies Correlation coefficients

Horizontal Vertical Diagonal

All white 0 – – –

Cipher of white 7.9993 0.0795 0.0025 0.0032

All black 0 – – –

Cipher of black 7.9992 −0.0106 −0.0037 −0.0132
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(a) All white (b) The cipher image of all white (c) Histogram of the cipher image

(d) All black (e) The cipher image of all black (f) Histogram of the cipher image
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Fig. 9 Experimental results of all
white and black. a All white. b
The cipher image of all white. c
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All black. e The cipher image of
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Fig. 10 Key sensitivity test
results. aCipher image when μ0 is
changed. b Differential image
between a and Fig. 6b. c Cipher
image when x

0
0 is changed. d

Differential image between c and
Fig. 6b. e Cipher image when y

0
0

is changed. f Differential image
between e and Fig. 6b. g Cipher
image when r

0
1 is changed. h

Differential image between g and
Fig. 6b. iCipher image when r

0
2 is

changed. j Differential image
between i and Fig. 6b. k Cipher
image when z10

� � 0
is changed. l

Differential image between k and
Fig. 6b. m Cipher image when
z20
� � 0

is changed. n Differential
image between m and Fig. 6b



permutation process invalid, and they may get the secret keys
and make the algorithm invalid. We have made simulation
experiments on all white and black, and the results are shown
in Fig. 9 and Table 8. As can be seen from the figure and table,
the cipher images are something like noise, no useful infor-
mation can be found from them, the histogram distributions
are fairly uniform, the entropy values of the cipher images are
closer to 8, correlation coefficients of the cipher images are
less than 0.08, and all these results mean that the proposed
algorithm can effectively encrypt all white and black images
and withstand known-plaintext and chosen-plaintext attacks
effectively.

6.6 Key space

A good image encryption algorithm has a large key space to
make brute-force attack ineffective. In the proposed scheme,
the keys are the initial given parameters and values of the 2D-

LASM and the 1D chaotic system, and they are μ0, x
0
0, and y

0
0

and r
0
1, r

0
2, z10
� � 0

, and z20
� � 0

. If the computational precision of
the computer is about 10−14, the key space of the initial given
parameters is 1098, which is larger than 2100 [52], so the

proposed method has a sufficiently large key space to resist
the brute-force attacks.

6.7 Key sensitivity

Key sensitivity includes encryption key (EK) sensitivity and
decryption key (DK) sensitivity. For a good encryption
scheme, in the encryption process, when the EK has a trivial
change, the corresponding encrypted image should have a
complete difference, and the recovered image is different from
the plain image with slightly changed DK.

In the paper, the secret keys consist of μ0, x
0
0, y

0
0, r

0
1, r

0
2, z10
� �

0
, and z20

� � 0
. The 512 × 512 Lena image (shown in Fig. 6a) is

used as the test image, the cipher image is Fig. 6b with the
right EK, and the recovered image is Fig. 6c with the right
DK. Next, we test the key sensitivity in the encryption and
decryption process.

6.7.1 Encryption process

First, we modify one of μ0, x
0
0, y

0
0, r

0
1, r

0
2, z10
� � 0

, and z20
� � 0

with
10−14 and others are the same, and the corresponding cipher

Table 9 NPCR and UACI of the proposed algorithm when encryption key (EK) is changed

EK μ0 + 10
−14

x
0
0 þ 10−14 y

0
0 þ 10−14 r

0
1 þ 10−14 r

0
2 þ 10−14 z10

� � 0 þ 10−14 z20
� � 0 þ 10−14

NPCR (%) 99.62 99.60 99.60 99.60 99.60 99.61 99.60

UACI (%) 33.48 33.38 33.45 33.42 33.42 33.48 33.40
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Fig. 11 Key sensitivity test
results. a Decrypted image when
μ0 is changed. bDecrypted image
when x

0
0 is changed. c Decrypted

image when y
0
0 is changed. d

Decrypted image when r
0
1 is

changed. e Decrypted image
when r

0
2 is changed



images and their differences with the Fig. 6b are illustrated in
Fig. 10 and Table 9. From the figure and the table, it is clear
that when the EK has a trivial change, the encrypted images
have a complete change, and more than 99% pixels are mod-
ified compared with Fig. 6b, which means that the encryption
process is quite sensitive to the EK.

6.7.2 Decryption process

In this section, we use one of μ0, x
0
0, y

0
0, r

0
1, and r

0
2 with 10−14

change and others are the same to decrypt the cipher image
shown in Fig. 6b, the recovered images are illustrated in
Fig. 11, the images are something like noise, we cannot find
any useful information from them, and the differences with the
plain image(Fig. 6a) are more than 99% listed in Table 10.
From the previous key sensitivity results, we can watch that
the decryption process is also highly sensitive to the DK.

Based on the key sensitivity analyses in the encryption
process and decryption process, we can conclude that the pro-
posed encryption algorithm is quite sensitive to the secret key
and may resist the differential attack.

6.8 Comparison with existing schemes

In this section, we firstly compare the proposed algorithmwith
several existing chaos-based encryption scheme and give
some quantitative results. Lena (512 × 512) is used as the test
image; we encrypt it using different algorithms and compute
the histograms and the information entropies and the correla-
tion coefficients of two adjacent pixels in the cipher images.
The comparison results are listed in Table 11. It can be seen

from the table that our algorithm is best than those in refs. [53]
and [54] as for histogram and information entropy and has the
competitive performance compared with the encryption
schemes in refs. [47–49, 55, 56].

Next, we compare the security performance of the pro-
posed algorithm with two encryption schemes based on
DNA computing and chaotic systems. Liu et al. [31] presented
an image encryption algorithm, and DNA algebraic opera-
tions, DNA binary encoding rules, and chaotic sequences
from one-dimensional Logistic map are utilized in
permutation-diffusion encryption architecture. Wang et al.
[30] introduced a novel image encryption scheme based on
DNA sequence operations and CML, and diffusion-
permutation-diffusion encryption process was adopted; firstly,
bitwise exclusive OR operation was performed on the plain
image and chaotic sequences generated from the CML, then
the diffused images are transformed to a DNA matrix by a
kind of DNA encoding rule, next the DNA matrix was
permutated and diffused, and finally, the cipher image was
obtained using a kind of DNA decoding rule.

We compare our algorithm with them from the view of
security, and the results are listed in Table 12. From the table,
it is clear that the proposed algorithm has the largest key space,
high sensitivity to the secret key and plain image, dependence
on the plain image, uniform histogram, near-zero correlation,
and close to 8 information entropy, and the DNA encoding
and decoding rules are dependent on the original image.
However, the algorithm in ref. [31] is not sensitive to the secret
key and plain image, the encryption process has no relation-
ship with the original image, DNA encoding/decoding rules
have no dependence on the plain image, and it has been bro-
ken with only one known plaintext [33]. As for the encryption

Table 10 Difference between decrypted images and plain image with changed decryption key (DK)

DK μ0 + 10
−14

x
0
0 þ 10−14 y

0
0 þ 10−14 r

0
1 þ 10−14 r

0
2 þ 10−14

Comparison with Fig. 6a 99.61% 99.62% 99.61% 99.58% 99.61%

Table 11 Quantitative
comparison results with other
algorithms

Algorithms Histogram Entropy Local entropy Correlation coefficients

χ2 Variance Horizontal Vertical Diagonal

Ours 262.83 1051.4 7.9993 7.9007 −0.0139 0.0177 6.7947e−04
Ref. [53] 392.63 – 7.9989 7.9089 0.0001 0.0031 −0.0043
Ref. [54] 288.47 – 7.9992 7.9070 0.0001 −0.0012 0.0012

Ref. [47] 250.62 1002.5 7.9993 7.9016 0.0163 −0.0029 0.0309

Ref. [48] 247.92 991.68 7.9993 7.9040 −0.0172 0.0012 0.0068

Ref. [49] 241.95 967.80 7.9984 7.9012 −0.0071 0.0149 0.0031

Ref. [55] 230.16 1209.4 7.9994 7.9031 −0.0042 −0.0061 0.0144

Ref. [56] 253.81 1015.3 7.9993 7.9037 −0.0018 0.0147 −0.0225
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scheme in ref. [30], DNA encoding/decoding rules are
regarded as a secret key, varying from 1 to 8, and not depen-
dent on the plain image, and it can be attacked by known-
plaintext and chosen-plaintext attacks. As a consequence,
the proposed algorithm has the highest security level.

6.9 Computational and complexity analyses

We analyze the computation and complexity of our encryption
scheme and compare it with ref. [30] from two points: one is
the time-consuming part of generating chaotic sequences, and
the other is the DNA part. In the proposed algorithm, we adopt
the architecture of permutation and confusion. In the permu-
tation process, 2D-LASM is utilized to produce the chaotic
sequences for row permutation and column permutation, and
in the diffusion steps, two 1D chaotic systems are used to
generate the chaotic sequences. In ref. [30], there are three
encryption steps, that is diffusion, permutation, and diffusion,
and in order to overcome the shortcoming that the chaotic
dynamics degrades rapidly, the complex CML spatiotemporal
chaotic system is employed to obtain the chaotic sequences,
whereas many low dimensional chaotic systems are adopted
in our algorithm, and the low dimensional system is easy to
implement and can run faster.

As for the DNA part, there are two differences between the
two schemes in computational complexity. One is that the
algorithm in ref. [30] uses the DNA encoding and decoding
rules as two secret keys; however, we obtain the encoding rule
matrix from the chaotic sequences in the paper, the generation
of the chaotic sequences needs time, the same chaotic se-
quences are used in the permutation step, and thus, there is
no additional time-consuming from the view of the whole
encryption process. The other is that the scheme in ref. [30]
uses the DNA addition operation and subtraction operation,
and the proposed algorithm adopts DNA XOR operation,
which is more efficient.

7 Conclusions

In the paper, a novel image encryption scheme is introduced
using DNA sequence operations and chaotic systems.
Permutation and diffusion are adopted. Two simple chaotic
systems, 2D-LASM and a new 1D chaotic system, are used
to generate the chaotic sequences, and their initial values and
system parameters are calculated by the 256-bit hash value of
the plain image. The DNA encoding/decoding rule matrix,
the chaotic sequences employed in the permutation, and
diffusion stages are both dependent on the original im-
age; we can attain Bone plain image, one secret key^;
therefore, our algorithm can effectively resist the
known-plaintext and chosen-plaintext attacks. Besides,
different from the existing encryption algorithm based
on DNA computing, the DNA encoding/decoding rule
for every pixel in the original image is different and
varies with the plain image in the paper, and this may
upgrade the attacking ability to statistical attack.

Experiment results of four different types of original im-
ages illustrate that the proposed algorithm has good encryp-
tion results and may be applied for encrypting all kinds of
images, such as medical images, remote sensing image, and
others. In addition, we have made the security analyses on
histogram, information entropy, correlation, differential at-
tack, known-plaintext and chosen-plaintext attacks, key space,
key sensitivity, comparison with existing schemes, and com-
putational and complexity; the results show that our encryp-
tion scheme has large key space, high key sensitivity, and high
security level to resist against common attacks. So the pro-
posed algorithm can be applied in the image secure commu-
nication. But at present, in the proposed encryption algorithm,
DNA computing operations may cost much time. In the fu-
ture, the biocomputers may be designed and utilized, and
biocomputers use systems of biologically derived mole-
cules—such as DNA and proteins—for computational calcu-
lations involving storing, retrieving, and processing data. And
then, the DNA computing operations may be done by biolog-
ical molecules, and the proposed algorithm may be performed
easily and efficiently.
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Table 12 Comparison with other encryption algorithms

Security Ours Ref.
[31]

Ref. [30]

Secret key space 10141 2166 8.39 × 1054 for
L = 2

Secret key sensitivity Yes Not Yes

Plain image sensitivity Yes Not Yes

Plain image dependence for
encryption scheme

Yes Not Yes

Histogram uniform Yes Yes Yes

Correlation coefficient Near 0 Near 0 Near 0

Information entropy Close
to 8

Close
to 8

Close to 8

Plain image dependence of DNA
encoding/decoding rules

Yes Not Not
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