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Abstract In this work, we concentrate on the analysis of

the time-fractional Rosenau–Hyman equation occurring in

the formation of patterns in liquid drops via q-homotopy

analysis transform technique and reduced differential

transform approach. The q-homotopy analysis transform

algorithm can provide rapid convergent series by choosing

the appropriate values of auxiliary parameters �h and n at

large domain. The reduced differential transform technique

gives wider applicability due to reduction in computations

and makes the calculation much simpler and easier. The

proposed techniques are realistic and free from any

assumption and perturbation for solving the time-fractional

Rosenau–Hyman equation.

Keywords Time-fractional Rosenau–Hyman equation �
Liquid drops � Laplace transform method � q-Homotopy

analysis transform technique � Reduced differential

transform technique

1 Introduction

The theory of fractional derivatives and integral operators

has attracted a great attention of scientists due to its wide

uses and importance in mathematics, physics, biology,

economics and finance. The mathematical models, coupled

equations, linear and nonlinear equations having initial and

boundary conditions, applied in various fields and tech-

nologies, can extend and describe more general through the

fractional calculus [1–8]. An excellent literature and

hereditary properties involving fractional operators for

differential and integral equations concerning fractional

calculus were reported by number of researchers [9–16].

The Rosenau–Hyman equation occurs in formation of

patterns in liquid drops having compaction solutions was

discovered by Rosenau and Hyman [17]. The compactons

studies of the Rosenau–Hyman equation play effective role

in applied sciences and mathematical physics [18–23].

Recently, the fractional Rosenau–Hyman equation is

studied by Molliq and Noorani by using VIM and HPM

[24]. These techniques have some shortcomings such as

small convergence region, strongly depend on Lagrange’s

multiplier, correctional functional, calculating integrals

appear in VIM and small/large parameters assumptions

mentioned in HPM.

In this work, numerical simulation of the time-frac-

tional Rosenau–Hyman equation is conducted with the

application of q-homotopy analysis transform technique (q-

HATT) and reduced differential transform technique. The

q-HATT is a graceful combination of q-HAM and Laplace

transform, which provides multiple approximate solutions.

The q-HAM proposed by El-Tavil and Huseen [25, 26] is a

generalized form of homotopy analysis scheme firstly

discovered by Liao [27, 28] and homotopy perturbation

approach firstly given by He [29–31]. In recent years, semi-
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analytical techniques have also been coupled with Laplace

transform algorithm such as Laplace decomposition tech-

nique [32], homotopy perturbation transform technique

[33–35] and homotopy analysis transform technique

[36–38] to analyze integer and fractional differential

equations describing real-word problems arising in scien-

tific and technological areas.

The q-HATT gives us with a straightforward way to

insure the convergence of series solution with the help of the

auxiliary parameter �h, the embedding parameter q 2
0; 1

n

� �
ðn� 1Þ; asymptotic parameter n, auxiliary function

H(x, t) and the initial guess u0(x, t) to find the series solution

in more general form. On the other hand, we illustrate the

reduced differential transform technique (RDTT) [39–41]

to examine the time-fractional Rosenau–Hyman equation

with small size computational work and provide rapidly

convergent series solution. The proposed schemes can be

performed very easily (free from any assumption or cal-

culating integrals), uniformly valid in nonlinear equations

for small/large parameters. The outline of the present article

is as follows: In Sect. 2, the definition of Caputo fractional

derivative and its Laplace transform formula are discussed.

In Sect. 3, the basic idea of q-HATT is presented. Section 4

contains the basic idea of RDTT. In Sect. 5, implementa-

tion of q-HATT on time-fractional Rosenau–Hyman

equation is discussed. In Sect. 6, RDTT is applied on time-

fractional Rosenau–Hyman equation. Numerical results

and discussion for time-fractional Rosenau–Hyman equa-

tion are presented in Sect. 7. Finally, Sect. 8 is dedicated to

conclusions.

2 Preliminaries

Here, we present the basic definition and properties of

fractional ordered derivatives.

Definition 2.1 If f (t) be a function of t, then the fractional

ordered derivative in terms of Caputo [42] is defined and

expressed as:

Da
t f ðtÞ ¼ Jn�aDn

t f ðtÞ ¼
1

Cðn� aÞ

Z t

0

ðt � sÞn�a�1
f nðsÞds; ð1Þ

for n� 1\a� n; n 2 N; t[ 0:

Definition 2.2 If Da
t f ðtÞ is the Caputo derivative of the

function f(t), then its Laplace transform is presented as

[42, 43]

L Da
t f ðtÞ

� �
¼ saL f ðtÞ½ � �

Xn�1

r¼0

sa�r�1f rð Þð0þÞ;

n� 1\a� n:

ð2Þ

3 Basic idea of q-HATT

To demonstrate the basic plan and solution procedure of

this approach, we take a fractional nonlinear differential

equation written as:

Da
t uðx; tÞ þ R uðx; tÞ þ Nuðx; tÞ ¼ gðx; tÞ; n� 1\a� n:

ð3Þ

In the fractional Eq. (3), Da
t uðx; tÞ is indicating the

fractional derivative of the function u(x, t) defined by

Caputo, R is denoting the linear differential operator, N is

representing the general nonlinear differential operator and

g(x, t) is representing a function arising from the source.

By putting up the application of Laplace transform on

fractional Eq. (3), we have

L Da
t u

� �
þ L½Ru� þ L ½Nu� ¼ L½gðx; tÞ�: ð4Þ

By employing the differentiation formula of the Laplace

transform, it gives

saL½u� �
Xn�1

k¼0

sa�k�1uðkÞðx; 0Þ þ L ½Ru� þ L½Nu� ¼ L½gðx; tÞ�:

ð5Þ

On simplifying, we get the following result:

L½u� � 1

sa

Xn�1

k¼0

sa�k�1uðkÞðx; 0Þ

þ 1

sa
L½Ru� þ L½Nu� � L½gðx; tÞ�½ �

¼ 0: ð6Þ

According to HAM, the nonlinear operator is presented

as:

N½/ðx; t; qÞ� ¼ L½/ðx; t; qÞ� � 1

sa

Xn�1

k¼0

sa�k�1/ðkÞðx; t; qÞð0þÞ

þ 1

sa
L ½R/ðx; t; qÞ� þ L½N/ðx; t; qÞ� � L½gðx; tÞ�½ �:

ð7Þ

In Eq. (7) q 2 ½0; 1=n�, and /ðx; t ; qÞ is indicating a real

function of x, t and q. In view of well-known HAM, the

homotopy is constructed in the following manner:

ð1 � nqÞL½/ðx; t ; qÞ � u0ðx; tÞ� ¼ �hqHðx; tÞN½uðx; tÞ�: ð8Þ

In Eq. (8), L is denoting the Laplace transform operator,

n� 1; q 2 0; 1
n

� �
is known as the embedding parameter,

H(x, t) indicates a nonzero auxiliary function, �h = 0 is an

auxiliary parameter and u0(x, t) is an initial guess of u(x, t).

It is clear that, when the embedding parameter q = 0 and

q ¼ 1
n
; it gives

/ðx; t; 0Þ ¼ u0ðx; tÞ; / x; t;
1

n

� �
¼ uðx; tÞ; ð9Þ
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respectively. Hence, as q increases from 0 to 1
n
, the solution

/ðx; t ; qÞ varies from the initial guess u0(x, t) to the solu-

tion u(x, t) of the nonlinear fractional differential equation.

On expanding the function /ðx; t ; qÞ in series form by

using Taylor’s formula about q, we have

/ðx; t ; qÞ ¼ u0ðx; tÞ þ
X1

m¼1

umðx; tÞqm; ð10Þ

where

umðx; tÞ ¼
1

m!

om/ðx; t; qÞ
oqm

q¼0:
�� ð11Þ

If the values of u0(x, t), n, �h and H(x, t) are selected in a

proper manner, the series (10) converges at q ¼ 1
n
, and then,

we get

uðx; tÞ ¼ u0ðx; tÞ þ
X1

m¼1

umðx; tÞ
1

n

� �m

: ð12Þ

Equation (12) must be one of the solutions of the non-

linear Eq. (3). Using definition (12), the governing equa-

tion can be derived from the deformation equation of zero

order (8).

Now, we define the vectors as

u~m ¼ fu0ðx; tÞ; u1ðx; tÞ; . . .; umðx; tÞg: ð13Þ

Next on differentiating the zeroth-order deformation

Eq. (8) m-times with respect to q and then dividing them

by m! and finally putting q = 0, we arrive at the following

mth-order deformation equation:

L½umðx; tÞ � kmum�1ðx; tÞ� ¼ �hHðx; tÞ<mðu~m�1Þ: ð14Þ

Using the inverse Laplace transform in Eq. (14), it gives

umðx; tÞ ¼ kmum�1ðx; tÞ þ �hL�1½Hðx; tÞ<mðu~m�1Þ�: ð15Þ

In the above Eq. (15), the values of <mðu~m�1Þ and km are

presented as:

<mðu~m�1Þ ¼
1

ðm� 1Þ!
om�1N½/ðx; t; qÞ�

oqm�1 q¼0;
�� ð16Þ

and

km ¼ 0; m� 1

n; m[ 1
;

�
ð17Þ

respectively.

4 Reduced differential transform technique
(RDTT)

To demonstrate the basic solution procedure of RDTT, we

take a function p(x, t) and consider that it can be expressed

as a product of two single variable functions, i.e.,

pðx; tÞ ¼ dðiÞgðjÞ. On the basis of the properties of the one-

dimensional differential transform, the function p(x, t) can

be defined as:

pðx; tÞ ¼
X1

i¼0

dðiÞxi
X1

j¼0

gðjÞt j ¼
X1

i¼0

X1

j¼0

Pði; jÞxit j; ð18Þ

where Pði; jÞ ¼ dðiÞgðjÞ is the spectrum of p(x, t).

Let RD indicates the reduced differential transform

operator and R�1
D the inverse reduced differential transform

operator [39]. The basic definitions and operations of the

reduced differential transform are as follows.

Definition 4.1 If p(x, t) is analytical and continuously dif-

ferentiable about the space variable x and time variable t in the

domain of interest, then the t-dimensional spectrum function

PkðxÞ ¼
1

Cðkaþ 1Þ
ok

otk
pðx; tÞ

� 	

t¼t0

; ð19Þ

is the fractional reduced transformed function of p(x, t),

where a is a parameter which describes the order of time-

fractional derivatives. The differential inverse transform of

Pk(x) is demonstrated in the following way

pðx; tÞ ¼
X1

k¼0

WkðxÞðt � t0Þka: ð20Þ

On comparing Eqs. (19) and (20), it can be observed

that

pðx; tÞ ¼
X1

k¼0

1

Cðkaþ 1Þ
ok

otk
pðx; tÞ

� 	

t¼t0

ðt � t0Þka: ð21Þ

If we set t = 0, Eq. (13) is reduced to

pðx; tÞ ¼
X1

k¼0

1

Cðkaþ 1Þ
ok

otk
pðx; tÞ

� 	

t¼t0

tka: ð22Þ

From the above definition, it can be observed that the

idea of the fractional reduced differential transform is

obtained from the power series expansion of a function.

Definition 4.2 If uðx; tÞ ¼ R�1
D ½UkðxÞ�; vðx; tÞ ¼ R�1

D

½VkðxÞ� and the convolution H indicates the fractional

reduced differential transform version of the multiplication,

then the fundamental operations of the fractional reduced

differential transform are expressed in Table 1.

5 Implementation of q-HATT

Here we show the efficiency and applicability of q-HATT

for examining the time-fractional Rosenau–Hyman equa-

tion which is characterized as
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Table 1 Fundamental

operations of the fractional

reduced differential transform

technique

Original function Fractional reduced differential transformed function

RD½uðx; tÞvðx; tÞ� UkðxÞHVðxÞ ¼
Pk

i¼0 UiðxÞVk�iðxÞ
RD½auðx; tÞ � bvðx; tÞ� aUkðxÞ � bVkðxÞ
RD½ðoNa=otNaÞuðx; tÞ� ½ðCðkaþ Naþ 1ÞÞ=Cðkaþ 1ÞÞ�UkþNðxÞ
RD½ðxrtnuðx; tÞ� xrUk�nðxÞ
RD½ekt� kk=Cðk þ 1Þ
RD½sinðxt þ aÞ� ðxk=Cðk þ 1ÞÞ sin½ðpk=Cð3ÞÞ þ a�
RD½cosðxt þ aÞ� ðxk=Cðk þ 1ÞÞ cos½ðpk=Cð3ÞÞ þ a�

Fig. 1 Fourth-order family of approximate q-HATT (for �h = -1 and n = 1) and RDTT solution u(x, t) of Eq. (23) versus x and time t at

c = 0.5 and a = 1: a exact solution; b approximate solution; c absolute error E4(u) = |uex - uapp|
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oau

ota
¼ u

o3u

ox3
þ u

ou

ox
þ 3

ou

ox

o2u

ox2
; t[ 0; 0\a� 1:

ð23Þ

with the initial condition

uðx; 0Þ ¼ � 8

3
c cos2 x

4


 �
: ð24Þ

Here, u = u(x, t) is the function of space coordinate

x and time t, c is arbitrary constant. The time-fractional

Rosenau–Hyman equation occurs in the investigation of

nonlinear dispersion in the formation of patterns in liquid

drops [17].

To solve Eqs. (23) and (24), we apply the Laplace

transform along with the initial condition, and it gives

L uðx; tÞ½ � � 1

s
� 8

3
c cos2 x

4


 �� �

� 1

sa
L u

o3u

ox3
þ u

ou

ox
þ 3

ou

ox

o2u

ox2

� 	

¼ 0: ð25Þ

The nonlinear operator is

N /ðx; t; qÞ½ � ¼ L /ðx; t; qÞ½ � � 1

s
� 8

3
c cos2 x

4


 �� �

� 1

sa
L /ðx; t; qÞ o

3/ðx; t; qÞ
ox3

�

þ/ðx; t; qÞ o/ðx; t; qÞ
ox

þ 3
o/ðx; t; qÞ

ox

o2/ðx; t; qÞ
ox2

	
;

ð26Þ

and thus

<mðu~m�1Þ ¼ Lðum�1Þ þ
1

s
1 � km

n

� �
8

3
c cos2 x

4


 �

� 1

sa
L

Xm�1

r¼0

ur
o3um�1�r

ox3

"

þ
Xm�1

r¼0

ur
oum�1�r

ox
þ 3

Xm�1

r¼0

our

ox

o2um�1�r

ox2

#

ð27Þ

The deformation equation of mth-order is given by:

L umðx; tÞ � kmum�1ðx; tÞ½ � ¼ �h<mðu~m�1Þ: ð28Þ

Using the inverse of Laplace transform operator on

above equation, we get the following result

umðx; tÞ ¼ kmum�1ðx; tÞ þ �hL�1 <mðu~m�1Þ½ �: ð29Þ

On solving Eq. (29), it yields

u0ðx; tÞ ¼ � 8

3
c cos2 x

4


 �

u1ðx; tÞ ¼
2

3
�hc2 sin

x

2


 � ta

C aþ 1ð Þ ;

u2ðx; tÞ ¼
2

3
�h �hþ nð Þc2 sin

x

2


 � ta

C aþ 1ð Þ

þ 1

3
�h2c3 cos

x

2


 � t2a

C 2aþ 1ð Þ ;

u3ðx; tÞ ¼
2

3
�h �hþ nð Þ2

c2 sin
x

2


 � ta

C aþ 1ð Þ þ
2

3
�h2ð�hþ nÞc3

� cos
x

2


 � t2a

C 2aþ 1ð Þ

� 1

6
�h3c4 sin

x

2


 � t3a

C 3aþ 1ð Þ ;

u4ðx; tÞ ¼ �hþ nð Þu3ðx; tÞ þ �h2ð�hþ nÞ2
c3 cos

x

2


 � t2a

C 2aþ 1ð Þ

� 1

3
�h3ð�hþ nÞc4 sin

x

2


 � t3a

C 3aþ 1ð Þ

� 1

12
�h4c5 cos

x

2


 � t4a

C 4aþ 1ð Þ ; ð30Þ

Using the same way, the remaining of the components

um(x, t) for m[ 4 can be obtained, and the series expansion

is given as:

Fig. 2 Fourth-order approximate q-HATT (for �h = -1 and n = 1)

and RDTT solution u(x, t) versus time t for Eq. (23) at x = 20 and

c = 0.5 for various values of a
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uðx; tÞ ¼ u0ðx; tÞ þ
X1

m¼1

umðx; tÞ
1

n

� �m

; ð31Þ

Equation (31) represents the family of q-HATT series

solutions for Eq. (23). The expansion of q-HATT series

solution (31) directly converges to HAM when n = 1 and

RDTT, HPM, VIM solution series by putting n = 1 and

�h = -1. If we set �h = -1, n = 1 and a = 1 in
PN

m¼0 umðx; tÞ 1
n

� 
m
when N ? ?, it converges to the

standard exact solution given as [44]

uðx; tÞ ¼ � 8

3
c cos2 1

4
ðx� ctÞ

� �
; x� ctj j � 2p; ð32Þ

where c indicates the arbitrary constant [17].

6 Implementation of RDTT

Here, we illustrate RDTT for examining the time-frac-

tional Rosenau–Hyman equation (23) with initial condi-

tion (24)

By the application of RDTT to Eq. (23), we get the

following recurrence relation:

Cðmaþ aþ 1Þ
Cðmaþ 1Þ Umþ1ðxÞ ¼

Xm

r¼0

Ur

o3Um�r

ox3
þ
Xm

r¼0

Ur

oUm�r

ox

þ 3
Xm

r¼0

oUr

ox

o2Um�r

ox2
: ð33Þ

Using the RDTT to the initial condition (24), we get

U0ðxÞ ¼ � 8

3
c cos2 x

4


 �
: ð34Þ

Using Eq. (34) in Eq. (33), we obtain the following

values of Um(x), for m = 1, 2, 3, …, as

U1ðxÞ ¼ � 2

3
c2 sin

x

2


 � 1

C aþ 1ð Þ ; U2ðxÞ ¼
1

3
c3 cos

x

2


 � 1

C 2aþ 1ð Þ ;

U3ðxÞ ¼
1

6
c4 sin

x

2


 � 1

C 3aþ 1ð Þ ; U4ðxÞ ¼ � 1

12
c5 cos

x

2


 � 1

C 4aþ 1ð Þ ;

..

.

ð35Þ

Using the above way, the rest of the components can be

found, and using the differential inverse reduced transform

of Um(x), m = 1, 2, 3, …, we get

uðx; tÞ ¼
X1

m¼0

UmðxÞtma

¼ U0ðxÞ þ U1ðxÞta þ U2ðxÞt2a þ U3ðxÞt3a þ � � � ;
ð36Þ

which converges to the standard exact solution given as

below [44]:

uðx; tÞ ¼ � 8

3
c cos2 1

4
ðx� ctÞ

� �
; x� ctj j � 2p; ð37Þ

where c represents the arbitrary constant [17].

This is the same solution series obtained by q-HATT, at

�h = -1, n = 1. We observe that the reduced differential

transform technique is very easier to implement and

requires less computational work for convergent solution

series. The maple package is used for graphical represen-

tation of q-HATT solution series and RDTT (q-HATT,

�h = -1, n = 1) solution series of time-fractional Rose-

nau–Hyman equation.

7 Results and discussion

In this part of the article, we enumerate the results found

by using q-HATT and RDTT. The multiple graphical

surface solutions of Eq. (23) are depicted in Fig. 1. In

Fig. 1a–c, we can observe that the results obtained with

aid of q-HATT and RDTT are in an excellent agreement

with the exact solution. Figure 2 depicts the relation

between approximate solution u(x, t) and time t for dis-

tinct values of a. In Fig. 2, it is to be noted that the value

of a significantly affects the displacement. Figure 3a–d

represents �h- and n-curves. The value of �h is selected,

corresponding to arbitrary n(n C 1) from the convergence

range. From Fig. 3a–d, we can notice from �h- and

asymptotic n-curves that q-HATT have great efficiency

and accuracy and gives convergent solution series at large

admissible domain. We can observe from �h-curves that

the convergence range is directly proportional to n

8 Conclusions

In this paper, q-HATT is used for numerical simulation of

the time-fractional Rosenau–Hyman equation at large

admissible domain compared to VIM, HPM [24] and

RDTT. The �h- and asymptotic n-curves show the validity

of q-HATT for infinitely many acceptable q-HATT solu-

tions and the middle point of �h-curve interval, i.e.,

�h = -n is a suitable choice, at this point the numerical

solution converges to the exact solution. The application of

RDTT tool to solve time-fractional Rosenau–Hyman

equation in efficient way is demonstrated. Moreover, the

computational work contained in RDTT tool is very small,

simple and attractive. Thus, it can be concluded that the

both q-HATT and RDTT are highly efficient and user
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friendly to investigate nonlinear fractional differential

equations.
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