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Abstract Character recognition for cursive script like

Arabic, handwritten English and French is a challenging task

which becomes more complicated for Urdu Nasta’liq text

due to complexity of this script overArabic. Recurrent neural

network (RNN) has proved excellent performance for Eng-

lish, French as well as cursive Arabic script due to sequence

learning property. Most of the recent approaches perform

segmentation-based character recognition, whereas, due to

the complexity of the Nasta’liq script, segmentation error is

quite high as compared to Arabic Naskh script. RNN has

provided promising results in such scenarios. In this paper,

we achieved high accuracy for Urdu Nasta’liq using statis-

tical features and multi-dimensional long short-term

memory. We present a robust feature extraction approach

that extracts feature based on right-to-left sliding window.

Results showed that selected features significantly reduce the

label error. For evaluation purposes, we have used Urdu

printed text images dataset and compared the proposed

approachwith the recentwork. The systemprovided 94.97%

recognition accuracy for unconstrained printed Nasta’liq

text lines and outperforms the state-of-the-art results.

Keywords Multi-dimensional recurrent neural network ·

Long short-term memory · OCR · Urdu

1 Introduction

The excruciating advancement in technology, especially in

document image analysis, has been an evident of reliable

and efficient OCR systems since last few decades. In an era

of globalization, online information access and communi-

cation technology have provoked the publishing bodies to

make documents available in local and national languages

using legacy technology. These documents can be news-

papers, novels, stories, proverbs and books. Most of the

documents are in the form of images. The legacy tech-

nology makes the job tedious for the purpose to transfer,

maintain and access such documents over that internet

bearing the restriction of low bandwidth. Moreover, such

image documents are unsearchable, are uneditable and

occupy more storage. Due to invention of android tech-

nology and its use in smart phones, tablets and PDAs have

made the accessibility and availability of internet with low

cost. This prompts the researchers to propose such ideas

which facilitate them to see images having text on their

handheld devices. This text images can be printed or

handwritten documents and images of signboards. There is
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an immense demand to make text documents available and

publish the local content online either in local or in national

languages. For this reason, technologies or softwares like

OCR bring to light for regional or local languages.

The OCR is a technology for electronic or mechanical

conversion of document images into digitized text form

like ASCII/UNICODE [1]. One of the prime objectives of

Urdu OCR is to provide text to speech recognition for

visually impaired and illiterate people. Furthermore, it

makes the document available and readable whenever an

individual requires accessing them which in turn will

produce fewer headaches for personal PCs to manage the

document locally. The backup, archival purposes and

machine translation are being served in smart gadgets.

The character recognition rate is mainly dependent on

decomposition technique of word/ligature in cursive lan-

guage. The incorrect segmentation of word into character

degrades the classification result. Cursive Arabic script-

based character recognition can be either segmentation free

or segmentation based. Segmentation-free approach is quite

suitable where the segmentation is prone to error. This case

is true for Urdu Nasta’liq script where it is difficult to find

the segmentation point due to the complexity of this script.

But, on the other hand, there are more than 25,000 liga-

tures; thus, segmentation-free approach for Nasta’liq script

is not a suitable choice. Recent developments for cursive

script are based on implicit segmentation-based approach.

Recurrent neural network has proved its worth for such

kind of problems. RNN is a biological inspired classifica-

tion model that learns features automatically from the input

image. The important and daunting step is designing the

relevant and good feature, which requires number of

heuristic and expert knowledge. Due to the outclass per-

formance of RNN over other machine learning models on

English, French, German and Arabic languages, we have

used MDRNN for the classification of Urdu Nasta’liq

script. MDLSTM has context-capturing property in all

directions like up, down, left and right, as well as local-

ization of diacritical marks, and it could perform well for

Urdu script. We present a system using multi-dimensional

long short-term memory (MDLSTM) and connectionist

temporal classification (CTC) based on statistical feature

set. The Urdu printed text images (UPTI) [2]. Dataset has

been used as a benchmark for Urdu text line recognition.

An open-source library named RNNLIB [3] used in our

experiment. As it is experienced in [4] that shape variation

affected the accuracy, we did not consider the shape vari-

ation in this experiment. The rest of the paper is organized

as follows: Sect. 2 presents neural network with mainly

focus on recurrent neural network, whereas Sect. 3 presents

the state of the art. Multi-dimensional RNN-based classi-

fication system is presented in Sect. 4, and results are

discussed in Sect. 5.

2 Overview of neural network

Artificial neural network (ANN) is inspired from the

human biological nervous system [2]. It has layered

architecture, i.e., input layer, hidden layer and output layer.

It is composed of network of neurons which are joined by

weighted connections that take inputs, perform some pro-

cessing and transmit elaborate patterns of electrical signals.

The ANNs are classified into cyclic ANN and acyclic ANN.
The Acyclic ANNs have not cyclical connections which

are known as feed-forward neural networks (FNNs). The

cyclic ANNs have a cyclic connection which is named as

feed-back, recursive or recurrent neural networks (RNNs).

2.1 Recurrent neural network

It was invented in 1980s by Hopfield. It has cyclic path

between connections of hidden units (neurons) and internal

memory for processing arbitrary sequence of input data [7].

RNN replicates the recurring property of biological neural

system. It maintains contextual information and temporally

correlates the new events with the previous events; thus,

RNN is good at context-aware processing and recognizing

patterns occurring in time series [7]. But it cannot retain

and correlate information for longer delays. This limitation

is known as vanishing gradient problem. The RNN is

shown in Fig. 1.

2.2 Long short-term memory (LSTM)

Hochreiter and Schmidhuber [8] fixed the vanishing gra-

dient problem and context access by introducing long

short-term memory recurrent neural network (LSTM-

RNN). The basic unit of LSTM architecture is memory

block. The LSTM memory block comprises one or more

different types of memory cells and three adaptive multi-

plicative gates so-called input gate, forget gate and output

gate as shown in Fig. 2. The architecture of LSTM illus-

trates exactly same as RNN, but the hidden layer units are

Fig. 1 Recurrent neural network [7]
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replaced by memory blocks as depicted in Fig. 2. LSTM-

RNN outperformed the state-of-the-art techniques for

character or word recognition and language learning [9].

The activation of internal unit is controlled by input, forget

and output gates. The recurrent connections of cells are

controlled by the forget gate that makes RNN to hold the

information as long as the forget gate is switched on.

To overcome the limitations of a regular RNN, Schuster

and Paliwal [11] introduced the bidirectional recurrent

neural network (BRNN) by implementing RNN in forward

direction (from left to right) and in backward direction

(from right to left) for maintaining long-range context

information about past and future using bidirectional long

short-term memory (BLSTM) [12]. The architecture of

BRNN is depicted in Fig. 3. The BRNNs and LSTM are

collectively called the idea of BLSTM.

2.3 Multi-dimensional recurrent neural network

Multi-dimensional recurrent neural network (MDRNN) has

various recurrent connections as compared to the single-

dimensional RNN that has a single recurrent connection.

The MDRNN provides the functionality to apply opera-

tions on the multi-dimensional data. The simple LSTM is

one dimensional explicitly, and its cell is composed of one

connection with itself which activated by one forget gate.

This one dimension extended into n-dimensions by

replacing one self-connection with n self-connections with

n-forget gates. For every dimension, the previous state of

each of the cell has one connection as shown in Fig. 4. The

MDRNNs and BLSTM in n-dimensions are collectively

called the idea of MDLSTM.

Although BLSTM-RNN outperformed the state-of-the-

art algorithm for Urdu character recognition, due to the

complexity of Nasta’liq script, i.e., context variation, dia-

critical marks and character overlapping, MDLSTM could

help to improve the accuracy.

TheCTC is designed as output layer to label the sequences

when there is no alignment between the sequences of input

and output labels. Once the system is trained, the CTC

chooses label for the unknown input sequence with high

value using the conditional probability of label and input

data. Thesemodels arewidely used formodeling sequence of

characters or words in text recognition, speech recognition,

word spotting, attentive vision, stock market prediction,

music composition and protein analysis.

3 Related work

The performance of character recognition is based on the

holistic approach or an analytical approach in the seg-

mentation stage. In holistic approach, the word or sub-word

is considered for feature extraction, classification and

recognition, while in the analytical approach the word or

sub-word is segmented into characters or strokes for further

steps. The analytical segmentation can be performed

explicitly or by implicitly [14, 15]. The holistic approach

outperformed than analytical approach for cursive scripts

in the literature, but new trend enforces toward the implicit

Fig. 2 Long short-term memory [10]

Fig. 3 Bidirectional recurrent neural network [11]

Fig. 4 MDRNN: 2D RNN forward pass [13]
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segmentation of cursive script in particular, which only

reads the text using sliding window to get pixels or features

with predefined classes in the transcription.

Recent work for character recognition using implicit

segmentation not only showed promising result for the

character recognition and speech recognition of Latin script

[10, 16–20] but also provided very good accuracy for Urdu

script-based languages [4–21]. The extensive research has

been available on hidden Markov model (HMM), recurrent

neural network (RNN) or hybrid for sequential data tran-

scription for different languages and different techniques

like word/sub-word or character recognition in the litera-

ture. Even though features extraction is one of the

bottlenecks for such kind of systems, the researchers are

trying to design handcrafted features that show the struc-

ture of word/character shape and reduce the dimensionality

for extraction automatic pixels-based features. Manual

features bring together the topology and geometry of

character shapes. To capture the properties of character’s

shape is explicitly difficult; therefore, different statistical

and geometric measures are used to count specific patterns

like foreground distribution [22], foreground density, count

of pixels of foreground, and upper and lower profile of

character shape in a frame [23], mean and variances of

skeletonized characters [24, 25] and texture-based mea-

sures like contract, energy, correlation and homogeny [26–

28]. Most of the existing Urdu OCR systems have been

evaluated on custom-developed databases. This makes the

quantitative comparison of different methods a difficult

task. There has not been reported any work to show the

performance of BLSTM-RNN or MDLSTM on manual

features for Urdu Nasta’liq text up to our knowledge. We

applied our method on the free available UPTI dataset [2]

to provide benchmark results for font invariant and

unconstrained text lines recognition as a first time using

MDLSTM using statistical features and compare with the

state-of-the-art techniques using handcrafted features

vector.

Ahmad et al. [29] applied variable sliding window and

explicitly segmented the words/sub-words into initial

shape, medial shape, final shape and isolated shape of each

character of Urdu alphabet set and developed 56 unique

classes in total. The pixels strength is extracted from the

segmented shape for training the feed-forward neural net-

work (FFNN) on the 100 instances of each class. For

recognition purpose, text line is used and reported 70 %

accuracy rate for self-generated dataset for Urdu Naskh

writing style. The size of dataset was not mentioned.

Morillot et al. [30] implemented bidirectional long

short-term memory (BLSTM) and reduced the dimen-

sionality for automatic feature using feature vector which

have measures for background/foreground transitions,

concavity configurations, gravity center position,

directional features corresponding and density of pixels.

They evaluated the proposed system on NIST handwritten

Arabic dataset and reported 52 % recognition rate for word

on test set having 12,644 text lines. Graves et al. [17]

extracted mean of intensity, center of gravity, second-order

vertical moment of the center of gravity, positions of the

uppermost and lowermost black pixels, and rate of change

with respect to the neighboring windows from the sliding

window of offline handwritten English text lines, and

BLSTM has been used for classification and recognition.

The recognition rate reported up to 81.8 % on IAM-DB

dataset.

Chherawala et al. [31] explored different features sets

from the literature [22, 32, 33] on IFN/ENIT Arabic dataset

using multi-dimensional LSTM and reported 81.1 % results

for features reported in [10], 84.2 % results for features

reported in [19], 77.6 % results for features reported in [20]

and 88.8 % results for all combination of features. Lickwi

et al. [17, 19] extracted speed, up and down position of up,

hat features, curvature, writing direction, x and y coordi-

nates, slope, aspect, curliness and linearity of vicinity,

context map, ascenders/descenders for IAM-OnDB online

English dataset using BLSTM and reported 74.4 % accu-

racy. Morillot et al. [34] also performed the experiment of

BLSTM on Rimes handwritten French dataset. The author

extracted feature vector of density of foreground, count of

foreground/background transitions, its count between

adjacent cells and above lower baseline, position and rel-

ative position of gravity center, difference of gravity center

position next window, density of pixels above upper

baseline and below lower baseline, and pixel density for

each frame column. The recognition accuracy of characters

is up to 43.2 %.

The literature of character recognition proved the worth

of RNN performance over other machine learning

approaches. RNN-based character recognition system pro-

vided excellent result not only for Latin script but also for

cursive Arabic script. Due to the complexity of Arabic

script, especially when written in Nasta’liq, We present

MDLSTM recurrent neural network using geometric and

statistical features. We have used sliding window consisted

of four columns to extract number of geometric and sta-

tistical features. Extracted features are concatenated into

feature vector and passed as an input to the RNN classifier

for classification and recognition in an unconstraint size of

test set and invariant font.

4 Urdu Nasta’liq character recognition

Even though the Urdu script is derivative of Arabic and

uses the same character set as of Arabic, work done for

Arabic script cannot be applied directly on Urdu script due

222 Neural Comput Applic (2017) 28:219–231

123



to the nature of Nasta’liq script. Recognition of Urdu

Nasta’liq text is a challenging task as compared to Arabic

Naskh due to the complexity of this script [35]. We pre-

sented recurrent neural network based on multi-

dimensional long short-term memory using statistical fea-

ture as shown in Fig. 5. The proposed methodology

consists of three stages: preprocessing and feature extrac-

tion, MDLSTM and CTC output layer.

The prior stage of MDLSTM is preprocessing and fea-

ture extraction. The sequences of characters in words/sub-

word make text, and this sequential behavior of the text is

regenerated from the text line grayscale images for text

decoding. The sliding window approach is used to

decompose the text line into sequence of characters and

separated into a frame. The text line is transferred in a

sequence of feature vector by extracting different numbers

of features from the segmented frame using sliding window

approach.

The second stage is the MDLSTM layered approach.

The features vectors scan in nxn input block and couple

with the corresponding transcriptional values. The final

stage is the CTC architecture as an output layer for labeling

the sequences. Once the system is trained, the CTC chooses

label for the unknown input sequence with high value using

the conditional probability of label and input data and

recognizes the cursive Urdu Nasta’liq character.

4.1 UPTI dataset

Dataset plays a vital role in evaluating the performance of

any pattern or character recognition systems. In super-

vised classification, class labels are needed to be

constructed for data elements in the input space. This is

known as ground truth or transcription. RNN is also a

supervised learning model. It requires the ground truth

values for each image in the input space for training the

model.

UPTI dataset consists of 10,000 text lines, 771,339

frequently occurring character samples and 44 labels. We

divided 10,000 text lines into three sets: training, testing

and validation set with 6800, 1600 and 1600 text lines,

respectively. Training, validation and testing sets consist of

644,354, 137,785 and 126,985 characters, respectively. The

statistics of dataset are given in Table 1.

We have used 42 unique labels (38 basic characters with

extra four common characters ”,ں“) ”,ؤ“ ”ھ“ and ”ئ“
noonghuna, wawohamza, haai and yeahamza, respectively,

one for “SPACE” and one extra label for the blank) for

character level transcription. The transcription sample

“ ” is as: “aain-laam-meem bay-array-

yea dal-wawo-laam-the goalhau-Yea” which is used with

its image as an input to the MDLSTM.

4.2 Features extraction

The aim of features extraction is to remove the unnecessary

data from the sequences of characters and keep the useful

and necessary information in the feature vector which will

later load into the recognition engine. We have used right-

to-left sliding window to extract features from normalized

Urdu Nasta’liq text line images. The text lines are nor-

malized to fix height, whereas the width is variable as per

text line length. For features extraction, we have used

sliding window of size 4 9 48 (width 9 height) from right

to left and top to bottom by considering Urdu Nasta’liq

language properties as shown in Fig. 6. Based on the

sliding window, the text line is divided into number of

frames having size 48 9 4 and computed the geometric/

statistical features from each frame/window. The feature

detail is presented in Table 2.

Features F1 and F2 are vertical and horizontal edges

intensities. Sobel function is applied to compute two-di-

mensional gradient magnitudes at each point in each frame

of the text lines to detect edges along row wise [25]. Then,

the total numbers of intensities of extracted horizontal

edges are counted and append the feature (F1) to the feature

vector. Likewise, vertical edges are calculated, then all the

intensity values are counted, and feature (F2) is concate-

nated to the feature vector (Figs. 7, 8).

F3, the foreground distribution, is the total number of

foreground pixels intensities counted for grayscale image

that fall in each frame of the text lines as given in Eq. 1.

f3 ¼
Xmn

i;j

p i; jð Þ if p i; jð Þ[ h ð1Þ

F4, the density function, is the mean value of the text line

foreground. The density function is the ratio of summation of

pixels in the foreground in each frame divided by total size of

frame and contented to the feature vector of the text line.

f4 ¼
Pmn
i;j

p i;jð Þ=fsize ð2Þ

Intensity feature, F5, is the sum of total numbers of

intensity pixels that fall in each frame of text line images as

in Eq. 3 and append to the feature vectors. It is called

intensity features.

f5 ¼
Xmn

i;j

p i; jð Þ ð3Þ

F6 is the mean of horizontal projection that is calculated

using summation of pixels intensities in each row in a frame.

The variance is also computed for the summed horizontal

projection (F7) in each frame of the text lines. Similarly, the

mean and variance of vertical projection are concatenated as

features (F8) and (F9) into the feature vector.

Neural Comput Applic (2017) 28:219–231 223
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GLCM is statistical measure used to characterize the

image texture by calculating how often pairs of pixel occur

in special specified relationship. Due to the importance of

textural feature for complex object classification, we have

extracted four texture features, namely contract, energy,

correlation and homogeny.

Fig. 5 MDLSTM-based Urdu Nasta’liq character recognition system
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For each frame, the contrast of intensity (F10) is mea-

sured between a current pixel and its neighboring pixels as

given in Eq. 4. F11 is computed on the gray-level intensities

that are squared and then summed which measured the

closeness or uniformity among the pixels distributions as

given in Eq. 5. F12 is the angular second moment that is

calculated from each frame from start of the text line to end

which is called the homogeneity features of text in Eq. 6.

F13 is the correlation of the neighbors’ pixels and is

calculated in the frame of the text line image in Eq. 7.

f10 ¼
Xmn

i;j

i� jj j2p i; jð Þ ð4Þ

f11 ¼
Xmn

i;j

p i; jð Þ2 ð5Þ

f13 ¼
Xmn

i;j

p i; jð Þ
1þ i� lj j ð6Þ

f12 ¼
Xmn

i;j

i� lið Þ j� ljð Þp i; jð Þ
rirj

ð7Þ

The center of gravity F14 and F15 is calculated in x-direc-
tion and y-direction for each frame of the text line images

and concatenated to the feature vector as given in Table 3.

4.3 MDLSTM recurrent neural network and its
parameters

We presented multi-dimensional recurrent neural network

(MDRNN) with architecture of multi-directional long

short-term memory (MDLSTM), connectionist temporal

classification (CTC) output layer and manual nxn-sized

features vectors. For the optimal performance of the net-

work, it is required to care in selection of values for

network parameters and size of MDLSTM layers. In our

experiment, MDLSTM uses 1 9 1 block structure to read

the extracted feature vector of text lines for learning the

character sequences as discussed in Sect. 2.2 and loads to

the next higher layers for further processing such as hidden

blocks sizes 6 9 1 and 6 9 1, subsample sizes 6 and 20 and

hidden sizes 2, 10 and 50. These parameters are given in

Table 4.

Tanh unit is used in the hidden layers of the MDLSTM

as an activation function of input and output blocks.

Logistic sigmoid is used as activation for gates. The CTC

output layer has 44 nodes for 43 characters and one extra

is for “blank.” All the hidden layers are fully connected

with each other, input and output layer, and has given

141,765 weights for printed Urdu Nasta’liq character

recognition. The 141,765 uninitialized network weights

are randomized uniformly in [−0.1, 0.1]. We trained

MDRNN with steepest descent with 0.0001 learning rate

and 0.9 momentum = 0.9. The training was stopped when

Table 1 Statistics of dataset

Types Training set Validation set Testing set Total

Text line 6800 1600 1600 10,000

Characters 5,06,569 1,37,785 1,26,985 7,71,339

Fig. 6 Frame extracted using sliding window from Urdu Nasta’liq

text line

Table 2 Feature set description

Sr.

No.

Feature Feature description

1 F1: Vertical edges intensities Total numbers of intensities of extracted vertical edges are counted

2 F2: Horizontal edges intensities Total numbers of intensities of extracted horizontal edges are counted

3 F3: Foreground distribution The total numbers of foreground pixels intensities

4 F4: Density function The mean value of the foreground

5 F5: Intensity features Sum of total numbers of pixels that fall in each frame of text line images

6–7 F6–7: Mean and variance of horizontal

projections

Mean and variance of horizontal projections are calculated using summation of pixels

intensities in each row

8–9 F8–F9: Mean and variance of vertical

projections

Mean and variance of vertical projection are calculated using summation of pixels

intensities in each column

10–

13

F10–F13: GLCM features Contract, energy, correlation and homogeny of each frame

14–

15

F14: Center of gravity X and Y Center of gravity is calculated for x-direction, y-direction

Neural Comput Applic (2017) 28:219–231 225
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the performance was not improving for 30 epochs as

given in Table 6.

We have trained different networks on different features

sets in order to find the optimal feature matrix for Urdu

Nasta’liq characters as shown in Fig. 9. The different

features sets for network training are discussed in Table 6.

The network-1 trains on 48 9 2 features vector (F1–F2),

network-2 trains on 48 9 7 features vector (F3–F9), net-

work-3 trains on 48 9 4 features vector (F10–F13), network-

4 trains on features vector 48 9 2 (F14–F15), network-5

trains on F1–F9, network-6 trained on F1–F12, and network-

7 trains on F1–F15. Then, we combined best features such

as intensity, foreground distribution, density function,

mean and variance of horizontal and vertical projections

(F3–F9), and texture-based GLCM (F10–F13) and trained

the network-8 on 48 9 11 features vector. The training

results of all networks are compared in Fig. 9. It is shown

Table 3 Example of feature vector extracted from the input image

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 F15

39,840 4 5 3.33 84.70 3.37 0.06 275.40 0.0123 0.0063 0.1392 0.54 3.04 16.44 1

36,369 10 9 3.04 180.57 3.47 0.38 277.06 0.0041 0.0067 0.1411 2.17 3.05 16.35 2

34,577 14 14 2.89 99.51 2.96 0.50 265.91 −0.0282 0.0068 0.1484 3.01 2.99 16.06 4

37,493 11 9 3.14 176.15 3.41 0.33 257.61 0.0012 0.0066 0.1480 1.36 2.95 16.01 2

Fig. 7 Horizontal edges in the

frame using sliding window

Fig. 8 Vertical edges in the

frame using sliding window

Table 4 Different numbers of

parameters for training the

network

Parameters Values Horizontal sampling Vertical sampling

Input block size 1 9 1 1 1

Hidden block size 6 9 1 and 6 9 1 1 6

Subsample sizes 6 and 20 – –

Hidden sizes 2, 10 and 50 – –

Learn rate 1 9 10−4 – –

Momentum 0.9 – –

maxTests No Best 30 – –

Total network weight 142,167 – –

Network-1
(F1-F2)

Network-2
(F3-F9)

Network-3
(F10-F13)

Network-4
(F14-F15)

Network-5
(F1-F9)

Network-6
(F1-F13)

Network-7
(F1- F15

Network-8
(F3- F13)

train-set 62.36 92.23 92.2 42.55 92.87 92.95 96.12 96.28

valid-set 58.58 89.38 89.16 40.14 89.48 89.96 95.1 95.3

test-set 59.19 89.78 89.58 40.03 89.84 89.87 94.88 94.97

0
10
20
30
40
50
60
70
80
90

100

A
cc

ur
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y 
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Fig. 9 Comparison of different networks performance for different sets of features on training set, validation set and testing set
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that network-8 achieved highest training accuracy of

96.28 % as compared to other networks. Network-7, net-

work-6, network-5, network-2 and network-3 have

achieved 96.12, 92.95, 92.87, 92.23 and 92.2 %, respec-

tively. The network-1 and network-4 showed worse results.

The performance of trained networks is depicted in Fig. 9.

Thus, based on the training accuracy, network-8 having

features (F3–F13) is considered as the best network. The

network-8 took 253 passes through the training set for

learning the weights, and each pass has grown with number

of weights in average time of 10 min. The training has

more number of passes for convergence that could be due

to value of “maxTestsNoBest” parameters of 30 and also

due to rich morphology and large number of shapes for one

class, which took 216 numbers of passes to converge and

have achieved character classification accuracy rate up to

Fig. 10 Training performance of Urdu character recognition system using a network-8 trained on F1–F12, b network-7 trained on F1–F12,

c network-6 trained on F1–F13, d network-5 trained on F1–F9, e network-2 trained on F3–F9 and f network-3 trained on F10–F13
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96.28 %. The accuracy rate on validation set is 95.3 % and

on test set is 94.97 %. The performance of trained network

for best features vector for classification of Urdu Nasta’liq

test lines is shown in Fig. 10. We have performed various

numbers of experiments to assess the RNN classifier with

architecture of sequence labeling algorithm CTC and

MDLSTM for Urdu Nasta’liq classification and recogni-

tion. The proposed character recognition system (network-

8) achieved 3.72 (training set) and 5.03 % (testing set)

character error rates (Fig. 10).

5 Results and discussion

Most of the existing Urdu OCR systems have been

evaluated on custom-developed databases. This makes the

quantitative comparison of different methods a difficult

task. We found text line recognition of Urdu Nasta’liq

using a benchmark dataset UPTI in [2] and ligature

recognition system using UPTI dataset reported in [36].

For comparison of our result on a benchmark dataset, we

applied our method using features on the UPTI dataset

[2]. There has not been reported any work to show the

performance of BLSTM or MDLSTM on manual features

for Urdu Nasta’liq text up to our knowledge. In evalua-

tion of the presented system, the recognition is

accomplished by using trained MDRNN model on spec-

ified test set(s) and provides benchmark results as a first

time using MDLST using statistical features. Images of

different sizes from the test sets are used. The input test

images are normalized using aspect ratio. The character

recognition of new text sequences from test set has been

tested on each trained network models like network-1,

network-2, network-3, network-4, network-5, network-6,

network-7 and network-8. In Fig. 11, the input images are

shown in a.1 and b.1 and the output texts are shown in a.2

and b.2. The different character recognition rates for each

network are given in Table 5. It is shown that recognition

rate of network-8 is 94.97 % which is higher than all

other networks. The recognition rate of network-7 is

94.88 %, recognition rate of network-6 is 89.87, recog-

nition rate of network-5 is 89.84, recognition rate of

network-2 is 89.78, and then network-3 shows 89.58 %

recognition rate. Table 6 shows different character error

rates and recognition rate of characters on different

epochs for network-8 on unseen test set. In order to

evaluate the RNN classifier with architecture of sequence

labeling algorithm CTC and MDLSTM, we have per-

formed various numbers of experiments on different sets

of features and selected the best features for training the

MDLSTM with CTC output layer. The proposed character

system on selected best features achieved 3.72 (training

set) and 5.03 % (testing set) character error rates as a

state-of-the-art result in the literature, and there is no

work reported for Urdu Nasta’liq using MDLSTM-RNN

and handcrafted features. Character recognition rates are

94.97 % on test set as given in Table 8.

In Fig. 11, the recognition results showed that character

“yeahamza ( )” is substituted with the character “tee ( ),”

whereas the character “yea ( )” is deleted due to character

overlapping diacritics and excess of diacritics in less space.

The overlapping and space between characters made con-

fusion for the recognition system. Likewise, ( ) is

substituted with laam ( ) and character haai ( ) deleted

from the word. Moreover, there is also an insertion of a

Fig. 11 Input and output of the MDLSTM recognition system for

Urdu Nastaliq text: Input images are in figures a.1 and b.1 and output

texts are in figures a.2 and b.2

Table 5 Comparison of

networks for recognition rate on

different features on test set

Networks Features sets Recognition rate (%) Recognition error rate (%)

Network-1 F1–F2 59.19 40.81

Network-2 F3–F9 89.78 10.22

Network-3 F10–F13 89.58 10.42

Network-4 F14–F15 40.03 59.97

Network-5 F1–F9 89.84 10.16

Network-6 F10–F13 89.87 10.13

Network-7 F1–F15 94.41 5.59

Network-8 F3–F13 94.97 5.03
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new character bay ( ). All these insertion, deletion and

substitution have changed the original word into totally a

new word having different meaning. The same cases also

occurred in image b.1 where number of deletion of char-

acters is three and number of substitution of characters is

five which are shown in red color in Fig. 11b.2.

For generalization of recognition rate using MDSLTM

on UPTI dataset, we also performed cross-validation

scheme known as “repeated random subsampling valida-
tion.” The dataset is shuffled randomly into splits of 68 %

training, 16 % validation and 16 % test sets for five times,

and experiments are performed for each split. The

recognition results are then averaged over all five splits. In

our experiments, we achieved average recognition rate of

up to 94.97 ± 0.2 % as illustrated in Table 7. The confu-

sion matrix of most problematic characters is given in

Table 9.

The direct performance comparison of proposed system

is not possible with other systems reported in the literature

for Urdu Nasta’liq script due to different techniques like

holistic [2, 37, 38] or explicit segmentation [39], use of

nonstandard dataset for training and testing evaluation or

use of RNN on pixels values [36]. However, we are com-

paring the proposed system with Arabic character

recognition system [31] using MDLSTM and features

vector. Even though the writing style of Urdu Nasta’liq

follows diagonality that shrinks the words or sub-word

horizontally and introduces high overlap of intra-ligature

and touching of dots or movement of dots from its original

place, the results of proposed system are better as com-

pared to Arabic recognition system [31].

Ahmed et al. [29] presented training feed-forward neural

network on explicitly segmented Urdu Naskh of text into

unique 56 shaped characters, and testing has been per-

formed on Urdu Naskh text lines suing implicit

segmentation approach. The dataset is author generated and

size is not mentioned. The reported recognition rate is 72 %

for Naskh Urdu script. Adnan et al. [36] performed two

experiments characters of Urdu language and reported

88.2 % for shaped variation experiment and 94.8 %

recognition rate for unshaped variation. Therefore, we

implemented and evaluated our proposed system on

unshaped characters of Urdu Nasta’liq. The indirect

Table 6 Character recognition rates for network-8 (F3–F13) on dif-

ferent epochs for testing set

Number of epochs Character error rate (%) Recognition rate (%)

50 15.09 84.91

100 5.69 94.31

150 5.56 94.44

200 5.12 94.88

254 5.03 94.97

Table 7 Recognition error rate for five experiments using cross-

validation scheme

Experiments Exp-

1

Exp-

2

Exp-

3

Exp-

4

Exp-

5

Recognition error rate (%) 4.90 5.0 5.28 5.1 4.87

Average error rate (%) 5.03

Table 8 Comparison of proposed system’s results with other systems

Authors Segmentation approach Recognition approach Recognition rate (%)

Morillot et al. [30] Implicit segmentation BLSTM for handwritten Arabic 52

Morillot et al. [34] Implicit segmentation BLSTM for handwritten French 43.2

Graves et al. [17] Implicit segmentation BLSTM for online English on features

Off-line English on features

88.5

81.8

Lickwi et al. [19] Implicit segmentation BLSTM for online English 74.4

Schuster and Paliwal [11] Implicit segmentation MDLSTM for handwritten Arabic on pixels 93.37

Chherawala et al. [31] Implicit segmentation MDLSTM for handwritten Arabic on features 81.1–88.8

Ahmad et al. [29] Explicit segmentation FFNN for printed Urdu Naskh on pixels strength 72

Adnan et al. [36] Implicit segmentation BLSTM printed Urdu Nasta’liq on pixels 86.4–94.85

MDLSTM (Proposed) Implicit segmentation MDLSTM for printed Urdu Nasta’liq on features 94.97

Table 9 Confusion matrix shows number of counts for mis-recognized characters for most frequent characters on test set

Actual label SP ___ ٹ ن ی م ت ن ل ب

Predicted label ___ (del) SP (insert) ن (subs) ___ (del) ___ (del) ___ (del) ن (subs) ٹ (subs) ن (subs) (subs)

Counts 980 924 288 179 168 165 163 142 125 113
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comparison of neural-network-based character recognition

systems for different languages and dataset in [17, 19, 30,

34] with the proposed system is illustrated in Table 8.

We have performed various numbers of experiments to

assess the RNN classifier with architecture of sequence

labeling algorithm CTC and MDLSTM for Urdu Nasta’liq

classification and recognition. The proposed character sys-

tem achieved 3.72 (training set) and 5.03 % (testing set)

character error rates. The proposed approach outperformed

the state-of-the-art methods and provided 94.97 % recogni-

tion rate on test set as shown inTable 8. The confusionmatrix

as shown in Table 9, shows number of counts for mis-

recognized characters for most frequent characters on test set.

6 Conclusion

In this paper, the technique relies on multi-dimensional

recurrent neural network (MDRNN and LSTM and CTC

output layer) and statistical features. We present a robust

feature extraction approach that extracts feature based on

right-to-left sliding window. We have extracted 15 sets of

features and trained different networks based on several

features sets. The performance showed that selected fea-

tures significantly reduce the label error. For evaluation

purposes, we have used UPTI dataset and compared the

proposed approach with the state-of-the-art work. The

proposed system significantly outperforms the state-of-the-

art Urdu character recognition system and RNN-based

recognition systems by achieving training error 3.72 and

5.03 % recognition error.
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