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Abstract For financial time series, the generation of error

bars on the point of prediction is important in order to

estimate the corresponding risk. In recent years, opti-

mization techniques-driven artificial intelligence has been

used to make time series approaches more systematic and

improve forecasting performance. This paper presents a

local linear radial basis functional neural network

(LLRBFNN) model for classifying finance data from

Yahoo Inc. The LLRBFNN model is learned by using the

hybrid technique of backpropagation and recursive least

square algorithm. The LLRBFNN model uses a local linear

model in between the hidden layer and the output layer in

contrast to the weights connected from hidden layer to

output layer in typical neural network models. The

obtained prediction result is compared with multilayer

perceptron and radial basis functional neural network with

the parameters being trained by gradient descent learning

method. The proposed technique provides a lower mean

squared error and thus can be considered as superior to

other models. The technique is also tested on linear data,

i.e., diabetic data, to confirm the validity of the result

obtained from the experiment.

Keywords Local linear radial basis functional neural

network (LLRBFNN) � Radial basis functional neural
network (RBFNN) � Multilayer perceptron (MLP) �
Recursive least square (RLS) � Mean squared error (MSE)

1 Introduction

The financial market is the most unpredictable, volatile

and random in nature. In the past years, there are huge

ups and downs in the stock market. If accurate fore-

casting of the stock indices is done, it would be very

helpful to the people who are regular investors in the

stock market and the investor can get a clean and con-

fident idea about the appropriate time to buy, hold or

sell. It is known that the stock market data are one of the

noisiest and inconsistent data so investors are always in

a mess when they invest in the stock market considering

the risk involved and they do not feel confident enough

to get a profit out of it. This has lead different

researchers to motivate their minds toward the study of

stock market data prediction. The motivation in this field

is to efficiently predict the stock market or efficient

market hypothesis (EMH) [1]. The stock market is

affected not only by economic factors but also by

political situation of a country, terrorists attack and even

on individual investor’s psychology [2].
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Neurophysiologist Warren Mcculloh and logician Wal-

ter pits were the pioneers in the field of neural networks

and established it in 1943. Neural networks are less sen-

sitive to error term assumptions, and they can tolerate noise

and chaotic components. Bank and other financial institu-

tions are investing heavily in the development of neural

network model and have started to implement it in the

financial trading arena.

In the past decades, many approaches have been dedi-

cated toward the development of the models of forecasting

the market trends. One of the most popular and traditional

method to predict the market data is time series methods.

These traditional methods analyze the past data to find out

the pattern of changes in the variable. The time series

model using linear approach are exponential smoothing,

moving average, neural network and fuzzy models [3]. One

of the most adopted statistical techniques is autoregressive

integrated moving average (ARIMA)-based models [4].

Stock markets are dynamic in nature and are not perfectly

linear, so these models are not the successful in predicting

the stock market. There are some nonlinear models such as

autoregressive conditional heteroskedasticity (ARCH) and

general autoregressive conditional heteroskedasticity

(GARCH) [5]. Exponential GARCH was used in fore-

casting the market, but they do not have any specified

steps. After the introduction of neural network, many

complex financial models are easily implemented and

shortcoming of the traditional models is observed. By using

neural network model, an ideal model can be implemented

to predict and forecast the stock market.

Local linear radial basis functional neural network

(LLRBFNN) is a modification of radial basis function

neural network (RBFNN) and is a recent technique. Not

much work has been reported on this technique. The

authors have used this technique [6] for time series pre-

diction, and the reported result in terms of mean squared

error (MSE) is 0.0047. In the year 2014, authors [7] have

used this for breast cancer classification getting an accu-

racy of 98.74. In this paper, the technique is used to fore-

cast the closing price of YahooInc. A detail discussion of

the technique is provided in Sect. 3.

An adaptive neural network is a system where the sys-

tem parameters change according to the input. Accurate

forecasting of time series data requires the system to be

more adaptive, i.e., the system parameters can change at a

faster rate according to the input. In our study, the

parameters such as centers, weights and variance change

based on the error calculated in the output layer. Unlike

RBFNN, in case of LLRBFNN, the number of neurons in

the hidden layer is known and is equal to the number of

inputs.

The rest of the sections are organized as follows: The

Literature review is presented in Sect. 2, and the concept

LLRBFNN is described in Sect. 3.1. Brief discussion about

RBFNN and multilayer perceptron (MLP) is provided in

Sects. 3.2 and 3.3, respectively. Sections 4.2 and 4.5 show

the simulation results and the comparative study and dis-

cussion, and finally, the conclusion is described in Sect. 5.

2 Literature review

In the ANN approach, the different models used are MLP

[8], recurrent neural network (RNN) and wavelet neural

network [9]. These models provide robust performance

when the dataset is huge. In addition, the learning algo-

rithms such as backpropagation, least mean square method

and recursive least square (RLS) method help to train the

model and evaluate the value of unknown parameters [9].

In the year 2009, forecasting of stock price using back-

propagation (BP) neural network was analyzed by the

researcher Li [10], by utilizing three-layered feedforward

neural networks as well as topology of network, principles

of determining the number of hidden layers, selection and

pretreatment of sample data and determination of prelim-

inary parameters. In order to promote convergence speed,

Hung [11] proposed the model for forecasting of volatility

of stock markets using adaptive fuzzy–GARCH and par-

ticle swarm optimization (PSO). Shen [12] selected a

RBFNN to train data and forecast the stock indices of the

shanghai stock exchange, and they introduced the artificial

fish swarm algorithm (AFSA) to optimize RBF in the year

2011. In the year 2012, Adebiyi et al. [13] presented the

model based on technical and fundamental indicators, and

expert’s opinions using neural network architecture. The

aim was to yield more accurate results in stock price pre-

diction [13]. Author Chen [14] proposed a hybrid ANFIS

model to forecast stock price of 160 electronics companies

listed by the Taiwan stock exchange corporation in the year

2013. There are various methods available in the literature

of neural network, such as MLP model, RBFNN [15],

functional link artificial neural network (FLANN) [16],

adaptive neurofuzzy information system (ANFIS) and

LLRBFNN [6]. Using these methods, the finance market

can be predicted before 1 day, 1 week or 1 month. Many

researchers have conducted several researches to check

whether artificial neural network (ANN) models are actu-

ally capable of handling the nonlinear pattern of the

financial data, which includes some hybrid models that

combine statistics with neural network, combination of

wavelet transform and fuzzy logic with neural networks.

Models using this neural network are widely used to design

systems to forecast both nonlinear and linear data [17].

RLS [18, 19], compared to gradient decent method and

least mean square (LMS) algorithm, has a faster rate of

convergence algorithm and hence can be used to train the
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model. Therefore, we applied a hybrid technique using

RLS and backpropagation to train LLRBFNN.

In this paper, a LLRBFNN [6] is presented where

weights are trained using RLS algorithm and centers using

error backpropagation. The basic difference between

RBFNN and LLRBFNN model is that the connected

weights between the hidden layer and the output layer are

replaced by a linear model [6]. In comparison with

LLRBFNN and RBFNN, the LLRBFNN is more efficient

and has more ability to approximation than with the

RBFNN as it uses the local linear model instead of the

hidden layer units [6].

Large amounts of time series data are produced rou-

tinely in a number of application areas, such as finance,

economy, process industry, experimental sciences, medi-

cine and monitoring of electrical distribution network dis-

turbances. Analysis of such data is required to discover

important knowledge in data, and hence, mining of non-

stationary data assumes significance and usefulness.

3 Time series prediction

3.1 Prediction using local linear RBFNN

RBFNN is the one of the powerful feedforward network

models used for approximation, regulation, classification

and pattern recognition. The RBFNN with local linear

model in the hidden layer is called LLRBFNN [6]. There

are no connected weights between input layer and hidden

layer. The output layer of the LLRBFNN is given by:

y ¼
Xn

j¼1

vjzj xð Þ; ð1Þ

vj ¼ wj1x1 þ wj2x2 þ � � � þ wjnxn ð2Þ

zj xð Þ ¼ exp
� x � cj

�� ��2

2r2j

 !
ð3Þ

where x = [x1, x2, …, xn] are the inputs, cj is the center of

jth activation function, rj is the spread which is responsible

to control the smoothness of the activation function and

kx - cjk is the Euclidean distance between the inputs and

the center of the function [15]. In the proposed model, the

centers are trained by using gradient descent learning and

the equation to update the centers is given by:

Cij t þ 1ð Þ ¼ Cij tð Þ þ g1 þ
oE

Cij

; for i ¼ 1 to p and j ¼ 1 to h

ð4Þ

In this model, the weights are present in between the

hidden layer and the output layer and they are updated

using the RLS algorithm, discussed in Sect. 3.2 (Fig. 1).

The cost function, i.e., the error function, is given by:

E ¼ 1

2

X
d � oð Þ2 ð5Þ

where E is the sum of the error square, d is the desired

output and o is the output obtained from the network.

3.1.1 Recursive least square (RLS)

The RLS is a parameter identification technique. This

technique is implemented here as it has a faster rate of

convergence in comparison with other available techniques

[6, 9]. In this algorithm, there are two variables involved in

the recursion process (those with the time index n - 1): ŵ

(i - 1), Pi-1. We have to provide initial values for these

variables in order to start the recursion. The weight

updating rule is given below:

k ið Þ ¼ P i � 1ð ÞuT ið Þ
kþ p i � 1ð ÞuT ið Þ ð6Þ

w ið Þ ¼ wj i � 1ð Þ þ k ið Þ dj ið Þ � wj i � 1ð ÞuT ið Þ
� �

ð7Þ

P ið Þ ¼ 1

k
P i � 1ð Þ � k ið Þu ið ÞP i � 1ð Þ½ � ð8Þ

where k is the forgetting factor, P is the filter order, u is the

value to initialize P(0) and W is the weights between hid-

den layer and output layer.

Here k is real number between 0 and 1 and P(0) = a-1I,

in which a is a small positive number and wj (0) = 0.

The computational steps involved in implementing the

LLRBFNN for forecasting are as follows:

Input 

weights 

Output 

x1
x2
x3

xn

n

2

1

e=d-o 

data

Fig. 1 Architecture of

LLRBFNN
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1. For each input data x,

2. Update the LLRBFNN center by gradient descent learning.

3. Update the weights of the model using RLS.

4. Calculate the mean error by using the cost function

5. if the error is within the specified limit

go to step 6

else go to step 2

6. stop

The process of updating continues till the centers and

weights are converged and the updated parameters act as a

new training input to the LLRBFNN model in the begin-

ning of the iteration.

3.2 Prediction using radial basis function neural

network

The RBFNN model is applied in classification, approxi-

mation, pattern recognition, etc. Each RBFNN center

approximates a cluster of training of data vectors that are

closed to each other in Euclidian space [12, 18]. When a

signal is inputted into the model, the nearer center of that

vector gets activated, resulting activating certain output

neurons.

This neural network model consists of mainly three

layers: An input layer, which is made up of source nodes;

hidden layer, which is made up of an appropriate dimen-

sion; and an output layer, which provides the output of the

network to the activation pattern implemented in the input

layer. The nodes are strongly connected to the previous

layer nodes along with weights in between the hidden layer

and the output layer.

3.3 Prediction using multilayer perceptron (MLP)

The MLP is one of the most popular neural network archi-

tecture. The MLP is a universal approximate and is taken as

the benchmark for comparing the performance of other

neural network architectures. A MLP uses connected

weights in both layers, from input to hidden layer and hidden

layer to output layer. In most of the models, activation

function used is sigmoid function, but here the activation

function used is the tangent function. Training of back-

propagation requires optimal selection of the parameter

vectors of the weights (between input layer to hidden layer

and hidden layer to output layer). Weights are multiplied to

the inputs and passed through an activation function [Acti-

vation function = f(Sum(inputs * weights))].

The backpropagation algorithm is as follows:

initialize network weights (often small random values)
do

for each training example 
prediction = neural-net-output(network, )  // forward pass
actual = obtained output( ) 
compute error (prediction - actual) at the output units
compute for all weights from hidden layer to output layer  // backward pass
compute for all weights from input layer to hidden layer   // backward pass continued
update network weights using back propagation

until all examples classified correctly or another stopping criterion satisfied
return the network. 

The weights update in MLP is done by using the fol-

lowing rules:

The rule to update the weights from input to hidden

layer is given by:

w tþ1ð Þ ¼ wt þ 2le 1� out2
� �

hi ð9Þ

where e is the error, wt is the old weight, w(t?1) is the

updated weight and l is the learning rate.The rule to update

the weights from hidden layer to output layer is given by:

dE

dwij

¼ �2e 1� out2
� �

1� h2
i

� �
wi ð10Þ

After derivation, the generalized equation to update the

weights of hidden layer to output layer is given by:

wij tþ1ð Þ ¼ wij þ 2l 1� out2
� �

1� hið Þwi ð11Þ

4 Implementation

The Yahoo Inc dataset is used, in order to analyze the per-

formance of the above-mentioned algorithm [20]. The nor-

malized data are used for training all the three models, i.e.,

MLP, RBFNN and LLRBFNN. The testing is carried out

after the mean error and weights have converged. The

centers and weights of RBFNN were updated using gradient

descent learning technique. The LLRBFNN model has four

neurons in the input layer, four neurons in the hidden layer

and one neuron in the output layer. The centers of the

LLRBFNN model are updated using the gradient descent

learning method, and the weights are updated using the RLS

algorithm. The initial weights are initialized to ones, and the

weights are updated once after each input pattern is applied

to the network. The training of the networks continues till

there is no change in the weights. The error function is the

cost function, and the performance of the network is deter-

mined by MSE. The MSE can be calculated and given by:

MSE ¼
1
2

P
d � oð Þ2

N
ð12Þ
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where d is the desired output, o is the actual output and N is

the number of sample data.

4.1 Details of dataset

The dataset used in the network model for training and

testing is the historical data of stock for Yahoo Inc [20] from

January 1, 2007, to January 1, 2013. The dataset contains

1500 samples divided into seven columns named as date,

open price, close price, high, low, volume and adj. close. Out

of these columns, two columns, such as date and adj.close are

discarded as they are not required and close is discarded as it

is used in the output node for comparison and to calculate the

error for pattern by pattern. The dataset containing 1500

samples is divided into two parts: One is for training and

other is for testing of the network. Approximately 64 % of

thewhole data are used as training data and rest 36 %data are

used as testing data. The actual data are in the form of large

whole numbers, so they have been normalized and converted

to the value range between [0, 1] with the help of min–max

normalization. The formula is given by:

Xnorm ¼ Xoriginal � Xmin

Xmax � Xmin

ð13Þ

4.2 Result and comparative study

Figures 2, 3 and 4a, b show the convergence of weights

that were obtained during the training of the models of

LLRBFNN, RBFNN and MLP. Figure 5a, b shows the

comparison between forecasted and the actual index value

of the stock market during training and testing phase of the

model using LLRBFNN. Figure 6a, b shows the compar-

Fig. 2 Weight convergence of LLRBFNN

Fig. 3 Weight convergence of RBFNN

Fig. 4 a Weight convergence between input and hidden layer of MLP and b weight convergence between hidden and output layer of MLP
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ison between forecasted and actual index value of the stock

market obtained during the training and testing phase of the

model using RBFNN. In the same manner, Fig. 7a, b gives

us idea about the forecasted and actual index value of the

stock market of the model using MLP. Optimized values of

weights of the MLP, RBFNN and LLRBFNN models, and

the centers of RBFNN and LLRBFNN models are listed in

Table 1. The average distance between actual and fore-

casted price in a group of 50 is given in Table 2, and the

MSE values during training as well as in testing of different

techniques are given in Table 3.

4.3 Comparison with linear (diabetic) dataset

To compare the proposed technique with other linear

datasets, we used one popular dataset (diabetes) from AIM

hospital downloaded from UCI repository [21] for

classification.

The diabetes dataset consists of a total of 978 exemplars

[21, 22]. For our classification purpose, 768 exemplars

were used for training and the rest 210 exemplars for

testing.

Fig. 5 a Desired verses actual LLRBFNN (training) and b desired verses actual LLRBFNN (testing)

Fig. 6 a Desired verses actual RBFNN (training) and b desired verses actual RBFNN (testing)
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Fig. 7 a Desired verses actual MLP (training) and b desired verses actual MLP (testing)

Table 1 Value of weights and centers after training phase

Technique Execution time in seconds Weights between input

and hidden layer

Weights between hidden

and output layer

Centers

LLRBFNN-RLS 154.6733 NA 0.4212 0.6796

0.5318 0.6759

0.1300 0.8078

-0.4498 2.6074

RBFNN 107.9096 NA 0.4041 0.8459

0.4051 0.9316

0.4054 0.7821

0.4058 1.1184

MLP 103.8777 0.046 0.9277 NA

0.0286 0.9297

-0.0453 0.9365

0.5681 0.9287

Table 2 Performance

comparison between different

models (average distance

between forecasted and actual

price during testing)

Number of iterations LLRBFNN RBFNN MLP

1–50 0.0028025744 0.0279210060 0.0124950488

51–100 0.0002256634 0.0269105210 0.0179989039

101–150 0.0178242565 0.0300106648 0.0446204503

151–200 0.0022996622 0.0277497219 0.0132845595

201–250 0.0025146153 0.0284467002 0.0210631671

251–300 0.0152513494 0.0295768559 0.0406010535

301–350 0.0086893765 0.0287510662 0.0311769843

351–400 0.0311034265 0.0199460819 0.0274371475

401–450 0.0119041259 0.0250712527 0.0377427926

450–500 0.0281871337 0.0165772913 0.0608545078

501–550 0.0044050568 0.0028010096 0.0038842155
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4.4 Results and comparison using diabetic dataset

Figure 8 represents the MSE convergence curve, and Fig. 9

represents the classification using LLRBFNN. Similarly,

Figs. 10 and 11 represent the MSE curve and classification

using MLP. Figures 12 and 13 represent the MSE curve

and classification using RBFNN, respectively. Table 4

describes confusion matrix for all the three models.

4.5 Discussion

From Tables 1, 2 and 3, we observe the followings

1. The average distance during testing, in case of

LLRBFNN, is the minimum in comparison with

RBFNN and MLP.

Table 3 Simulation results

obtained from the study
Technique Learning algorithm used Mean squared

error (training)

Mean squared

error (testing)

LLRBFNN Backpropagation and RLS 0.00011 0.004767267

RBFNN Backpropagation 0.00013 0.024022056

MLP Backpropagation 0.00014 0.025341032

Fig. 8 MSE convergence of LLRBFNN

Fig. 9 Classification using LLRBFNN

Fig. 10 MSE convergence of MLP

Fig. 11 Classification using MLP
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2. The LLRBFNN is giving the lowest MSE in case of

training and testing in comparison with RBFNN and

MLP.

3. This justifies that the accuracy of LLRBFNN is more

than that of RBFNN and MLP.

4. Also it is observed that the time taken by LLRBFNN is

more than that of the RBFNN or MLP. This is because

LLRBFNN has more number of neurons in the hidden

layer.

We draw our conclusion in the following section by

utilizing the useful information shown in Tables 1, 2 and 3.

5 Conclusion

In this paper, LLRBFNN is used to forecast the nonlinear

dynamics of stock price time series. The LLRBFNN pro-

vides a parsimonious interpolation in high-dimension

space, and it is more efficient than RBFNN. Also the local

linear model gives more ability than a constant weight, and

thus in the proposed LLRBFNN, only a few of radial basis

functions are necessary for time series predicting. In other

words, the LLRBFNN provides better results than RBFNN

and MLP. This claim has been demonstrated in the simu-

lation of three networks (LLRBFNN, RBFNN and MLP)

with the same inputs. The objective of the study was to test

the effectiveness of LLRBFNN.

Simulation results for financial time series prediction

problem show the effectiveness of the presented approach

for prediction. We have tested all the three techniques on

diabetics data downloaded from UCI repository to show the

effectiveness of LLRBFNN and to confirm to the result of

the study carried on time series data. It is observed that this

technique suffers from a major drawback. Its training time

is more as compared to the training time of RBFNN or

MLP. In future, research need to be carried out to reduce

the training time of LLRBFNN. It is a known fact that data

mining techniques are more suitable to larger databases; we

intend to use this technique on a large database to validate

the findings of this study.
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