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Abstract To make human–computer interaction more

naturally and friendly, computers must enjoy the ability to

understand human’s affective states the same way as

human does. There are many modals such as face, body

gesture and speech that people use to express their feelings.

In this study, we simulate human perception of emotion

through combining emotion-related information using

facial expression and speech. Speech emotion recognition

system is based on prosody features, mel-frequency ceps-

tral coefficients (a representation of the short-term power

spectrum of a sound) and facial expression recognition

based on integrated time motion image and quantized

image matrix, which can be seen as an extension to tem-

poral templates. Experimental results showed that using the

hybrid features and decision-level fusion improves the

outcome of unimodal systems. This method can improve

the recognition rate by about 15 % with respect to the

speech unimodal system and by about 30 % with respect to

the facial expression system. By using the proposed multi-

classifier system that is an improved hybrid system, rec-

ognition rate would increase up to 7.5 % over the hybrid

features and decision-level fusion with RBF, up to 22.7 %

over the speech-based system and up to 38 % over the

facial expression-based system.

Keywords Human–computer interaction �
Audiovisual emotion recognition � Feature-level fusion �
Decision-level fusion � Multi-classifier

1 Introduction

Humans communicate with each other far more naturally

than they do with computers. One of the main problems in

human–computer interaction (HCI) systems is the trans-

mission of implicit information. To make HCI more nat-

urally and friendly, computers must enjoy the ability to

understand human’s affective states the same way as

human does.

In the recent years, the emotion recognition has found

many applications such as medical-emergency domain to

detect stress and pain [1], interactions with robots [2, 3],

computer games [4] and developing man–machine inter-

faces (MMI) for helping weak and old people [5].

There are many modals such as face, body gesture and

speech that people use to express their feelings. Combi-

nations of these modals depend on the place they occur and

on the subjects themselves; therefore, we have a wide

variety of patterns for combining [6].

Some studies in psychology and linguistics confirm the

relation between affective displays and specific audio and

visual signals [7, 8].

Mehrabian [9] has stated that there are basically three

elements in any face-to-face communication. His studies

indicated that facial expression and speech articulations in

the visual channel are the most important affective cue
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(55 and 38 %, respectively), and words contribute only

7 % of the overall impression.

There are some approaches for quantifying and mea-

suring emotions such as discrete categories and dimen-

sional description [10]. In this work, we used discrete

emotion categories including happiness, fear, sadness,

anger, surprise and disgust. With universal emotion mod-

els, it is easy to recognize emotional states [11].

Three main fusion approaches used in the literature are

feature-level fusion, decision-level fusion (combining

classifiers) and hybrid of the both methods (model-level

fusion) [6]. Hybrid fusion approach aims to combine the

benefits of both the feature-level and decision-level fusion

methods. This method may be a good choice for fusion

problem. Our proposed multi-classifier, as an improved

hybrid system, uses the strengths and weaknesses of indi-

vidual speech and facial expression systems.

The goal of this paper is to simulate human perception

of emotions by combining emotion-related information

from facial expression and speech. So, in this work, we use

different ways to combine audio-based and facial expres-

sion systems.

The remainder of this paper is organized as follows.

Section 2 reviews the recent researches in this field. Sec-

tion 3 presents the audio and visual systems and combi-

nation of them in different ways. Section 4 describes

feature selection method that is used to select more rele-

vant features for emotion recognition. Section 5 contains

the experimental results. Section 6 shows the result of our

proposed multi-classifier system. Finally, conclusions are

drawn in Sect. 7.

2 Background and related works

Recently, audiovisual-based emotion recognition methods

started to attract the attention of the research community.

In the survey of Pantic and Rothkrantz [12] in 2000, only

four studies were found to focus on audiovisual affect

recognition. Since then, affect recognition, using audio and

visual information, has been the subject of many resear-

ches. The most updated survey on affect recognition

methods for audio, visual and spontaneous expressions has

been carried out by Zeng et al. [11] in 2009. Here, some

main works in this field are pointed out in brief.

De Silva and Pei Chi [13] used a rule-based method for

decision-level fusion of speech- and visual-based systems.

In speech, pitch was extracted as the feature and used in

the nearest-neighbor classification method. In video, they

tracked facial points with optical flow, and hidden Mar-

kov model (HMM) was trained as the classifier. The

decision-level fusion improved the result of the individual

systems.

Song et al. [14] used a tripled hidden Markov model

(THMM) to model joint dynamics of the three signals

perceived from the subject: pitch and energy as speech

features; motion of eyebrow, eyelid and cheek as facial

expression features; and lips and jaw as visual speech

signals. The proposed THMM architecture was tested for

seven basic emotions (surprise, anger, joy, sadness, disgust,

fear and neutral), and its overall performance was 85 %.

Mansoorizadeh and Moghaddam Charkari [6] compared

feature-level and decision-level fusion of speech and face

information. They proposed an asynchronous feature-level

fusion approach that improves the result of combination.

For speech analysis, they used the features related to

energy and pitch contour. For face analysis, the features

representing the geometric characteristic of face area were

used. The multimodal results showed an improvement over

both of the individual systems. This result shows that

hybrid fusion is a good choice for audiovisual combination.

Hoch et al. [15] presented an algorithm for bimodal

emotion recognition. They used a weighted linear combi-

nation for decision-level fusion of speech and facial

expression systems. They also applied a database of 840

audiovisual samples with seven speakers and three emotions.

Their system classifies three emotions (positive, negative

and neutral) with an average of 90.7 % recognition rate. By

using a fusion model based on a weighted linear combina-

tion, the performance improvement becomes nearly 4 %

compared to that of unimodal emotion recognition.

Wang and Guan [16] proposed the use of cascade audio

and visual feature data to classify variant emotions. They

built one-against-all (OAA) linear discriminate analysis

(LDA) classifiers for each emotion state and set two rules

in the decision module with several multi-class and binary

classifiers to recognize emotions.

Paleari et al. [17] presented semantic affect-enhanced

multimedia indexing (SAMMI) to extract real-time emo-

tion appraisals from non-prototypical person-independent

facial expressions and vocal prosody. Different probabi-

listic methods for fusion were compared and evaluated

with a novel fusion technique called NNET. The perfor-

mance has been measured using the standard precision and

recall metrics, in particular the mean average precision

(MAP) for the first 33 % of the responses and the positive

classification rate (CR?). The results showed that NNET

can improve the recognition score (CR?) by about 19 %

and the MAP by about 30 % with respect to the best uni-

modal system.

The interdependency and correlation of the affective

features are of the main advantages of feature-level fusion.

The main problem of this approach is ignoring the differ-

ences in temporal structure. On the other hand, decision-

level fusion ignores metrics and the above correlation as

well as complementary role of the modalities [6].
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According to some reports, hybrid fusion that aims at

combining the benefits of both feature-level and decision-

level fusion methods may be a good choice for fusion

problem [6, 11]. Here, we set two experiments in hybrid

fusion method. Stacked generalization method was used to

fuse the output of the feature-level and decision-level

ensembles. The output of the feature-level and decision-

level ensembles was fed as a feature vector to MLP and

RBF neural networks.

In recent years, research is focused on finding reliable

informative features and combining powerful classifiers in

order to improve the performance of emotion detection

systems in real-life applications [12, 16, 18–28]. In this

way, developing optimal design methods for combining

classifiers is an active research field. Here, we propose a

multi-classifier approach that improves the emotion rec-

ognition results as compared to the speech-based and facial

expression systems. This proposed system is an improved

hybrid system.

3 Methodology

Emotional states were recognized by the use of three dif-

ferent systems based on speech, facial expression and

bimodal information. Speech emotion recognition system

is based on mel-frequency cepstral coefficient (MFCC),

pitch, energy and formant features, and facial expression

recognition is based on ITMI and QIM images.

The main goal of the present work is to quantify the

performance of speech-based and facial expression sys-

tems, recognize the strengths and weaknesses of these

systems and compare different ways to combine these two

modalities to increase the performance of the system.

Figure 1 sketches an overview of the proposed recognition

system. In the following, we have described the details of

this hybrid system.

3.1 Speech-based system

The most widely used speech cues for audio emotion rec-

ognition are global-level prosodic features such as the

statistics of pitch and intensity. Due to large number of

features at the frame level, the mean value of features over

a specified sentence was used for training and testing of

this system. Therefore, in this research, the means, the

standard deviations, the maximum values and the minimum

values of the pitch and the energy were computed using

Praat speech processing software [29].

In addition, MFCC was computed using Praat. MFCCs

are a popular and powerful analytical tool in the field of

speech recognition. In this work, we took the first 12

coefficients as the useful features. The mean, standard

deviation, maximum and minimum of MFCC features were

calculated, which produced a total number of 48 MFCC

features.

Formant frequencies are the properties of the vocal tract

system. In this paper, the first three formant frequencies

and their bandwidths were calculated using Praat. The

mean, standard deviation, maximum and minimum of

formant features were calculated, which produced a total

number of 24 formant features. In total, we extracted 80

features from speech and used them for emotion

recognition.

3.2 Facial expression recognition system

For video databases, one of the important methods for

describing video scene is applying space and time relation

between the objects in the scene. In this paper, facial

expression recognition system was based on ITMI and

QIM images, which is an extension to the temporal tem-

plates introduced by Bobick and Davis [30].

Temporal templates are 2D images constructed from

image sequences, which show motion history (i.e., where

and when the motion in the image sequence has occurred)

and reduce a 3D spatiotemporal space into a 2D repre-

sentation. They are able to eliminate one dimension while

retaining the temporal information; the locations where

movement has occurred in an input image sequence are

depicted in the related 2D image [31].

A typical stacking frame for spatiotemporal knowledge

representation has been presented in [32]. In this tech-

nique, few frames of one action are combined, resulting in

a kind of temporal smoothing. Combination may be

performed in gray-level or transformed domain. Also,

spatio-smoothing using known image filters and adding

consecutive frames is a type of spatiotemporal database,

which has been applied in lip reading for speech recog-

nition [33]. In [34], motion history image (MHI) and

motion flow history (MFH) are presented. MHI template

includes the time of occurrence of motion, but direction of

the motion is not saved:

MHIðk; lÞ ¼ s; if mkl
x ðsÞ

�
�

�
�þ mkl

y ðsÞ
�
�
�

�
�
� 6¼ 0

0; elsewhere

(

ð1Þ

where s is the time of action occurrence, (k, l) is the

position of action occurrence in the image, and mkl
x ðsÞ and

mkl
y ðsÞ are the components of motion vector at time s and

position (k, l) in x and y directions, respectively.

MFH includes the position and direction of action as

follows:

MFHdðk; lÞ ¼
mkl

d ðsÞ; if E mkl
d ðsÞ

� �

\T

M mkl
d ðsÞ

� �

; elsewhere

�

ð2Þ
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Fig. 1 Overview of the emotion recognition system
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where

E mkl
d ðsÞ

� �

¼ mkl
d ðsÞ �med mkl

d ðsÞ; . . .;mkl
d ðsÞ � a

� ��
�

�
�

M mkl
d ðsÞ

� �

¼ med mkl
d ðsÞ; . . .;mkl

d ðsÞ � a
� �

ð3Þ

In the above equation, a is the number of old frames,

which is set to between 3 and 5.

MFH and MHI are complementary temporal templates

because they include spatial, temporal and directional infor-

mation. In MHI, repeated motions in the same position in

different times give similar results. This is a problem in storing

the occurrence time of an action. This paper proposes a spa-

tiotemporal representation that includes storing the occurrence

time of each motion with an emphasis on the final action. We

used spatiotemporal database in human motion recognition.

Integrated time motion image (ITMI) introduced by Sadoghi

Yazdi et al. [35] was used at time t and location (k, l) as follows:

ITMITðk; lÞ ¼
ITMIiðk;lÞþidðk;lÞð Þ

N
if dðk; lÞj j[ T

0; elsewhere

�

ð4Þ

where i is the frame number, (k, l) is the position of action

occurrence in the image, and d(k, l) is the difference

between frame i and primary frame [35].

T is the threshold used for motion detection, which is

considered 30 in facial detection. In ITMI calculation, an

average smoothing is done in order to reduce noise. The

primary value for ITMI is zero [ITMI0 (k, l) = 0].

ITMI is normalized and sequence duration does not

affect on it. Any change in one second is effective in ITMI

calculation, and in spite of MHI calculation, pervious

motion effects are still considered.

In this method, all durations are summed for each

motion. The value of each motion is its frame number, and

the final result is normalized to the sequence length.

ITMI is a kind of spatiotemporal database and shows the

motion’s history, that is, where and when the motion in the

image sequence has occurred.

Adding all the events of each motion to this database,

we can have more data for constructing a good database.

For doing less calculation and considering the effect of

unwanted motions, we use image quantization and come to

a quantized matrix for motion repetition.

Quantized image matrix (QIM) increases when any

pixel has dðk; lÞj j[ T :

QIMtðm; nÞ ¼ QIMt�1ðm; nÞ þ 1 ð5Þ

where (k, l) is the position of action occurrence in the

image, which is placed in one of the m 9 n regions. m and

n are the number of regions that the image has divided and

are set to 6 and 5, respectively.

For extracting facial expression features based on ITMI

and QIM images, we should detect face and then extract

the required features from the ITMI and QIM images.

3.2.1 Face detection

The first step in designing a facial expression recognition

system is detecting the user’s face inside the scene.

Many different techniques have been tried so far in order

to solve the problem of detecting a face in a scene. In this

paper, OpenCV [36] face tracker was used as an open-

source implementation of a boosted face tracker. This

tracker was trained on a large database of face/non-face

images and produced efficient face detection in all kinds of

settings, thus completely fitting to our needs [15]. Figure 2

shows the face tracker results for a sample image.

3.2.2 Features extracted from ITMI

First, we explain the features extracted from ITMI.

Figure 3 shows an example of the last frame of surprise

and happiness and their ITMIs.

Fig. 2 Output of the OpenCV face tracker [44]

Fig. 3 Last frame of surprise and happiness and their ITMI [44]

Neural Comput & Applic (2014) 24:399–412 403

123



Five features were extracted from the ITMI. The first

feature extracted from the ITMI is to obtain the upper

ITMI total energy to its lower half. As shown in Fig. 3,

happy has asymmetric ITMI and surprise has symmetric

ITMI.

Features 2–5 are a kind of action unit. An ITMI is

divided into four equal horizontal regions. Average of

surfaces is extracted as a feature. Figure 4 depicts these

regions. These four mentioned features represent changes

in face in the forehead, eyes and eyebrows, nose and mouth

and chin, respectively.

3.2.3 Features extracted from QIM image

As said before, QIM is a 6 9 5 matrix in which each

element is a sign of variations in one of the 30 areas. High

vibrations in some areas lead to more brilliant areas in the

QIM images. So 6th to 35th features refer to these areas.

Figure 5 shows the QIM image of happiness state. As

shown in Fig. 5, QIM is a good approximate for muscle

changes in each area. For example, the last image in Fig. 5

shows that during facial expression of happiness, the most

changes occur in the cheeks and lips.

We extracted five features from the ITMIs and 30 fea-

tures from the QIM images. Therefore, in total, 35 features

were extracted to recognize facial expression.

3.3 Bimodal system

Combining is an approach to improve the performance of

classification particularly for complex problems such as

those involving a considerable amount of noise, limited

number of training patterns, high-dimensional feature sets

and highly overlapped classes [37, 38].

To combine the facial expression and speech informa-

tion, three different approaches were implemented: feature-

level fusion, in which a single classifier with features of

both modalities is used, decision-level fusion, in which a

separate classifier is used for each modality and the outputs

are combined using some criteria, and, finally, hybrid of

the both methods (model-level fusion) [6], in order to

combine the benefits of both feature-level and decision-

level fusion methods.

The block diagram of the proposed bimodal system is

depicted in Fig. 6. Features of speech signal and face

image sequences are extracted and used to the related

individual classifiers. Furthermore, the features are mixed

to use by another classifier, which is based on the joint

information. Finally, the results of these systems are fused

to a meta-classifier.

Classifier combination is divided into non-trainable and

trainable approach. Voting, averaging and Borda counts are

non-trainable. Various combiners may be used, depending on

the type of output produced by the classifier. We used voting to

combine the results of the classifiers. The voting method is

used when each classifier produces a single class label. In this

case, each classifier ‘‘votes’’ for a particular class, and thus, the

class with the majority vote on the ensemble wins.

Weighted averaging and stacked generalization are train-

able. In stacked generalization, the output of the ensemble

serves as a feature vector to a meta-classifier. Stacked gen-

eralization [39] provides a way of combining trained networks

together, which uses partitioning of the data set to find an

overall system with usually improved generalization perfor-

mance. In this work, we used MLP and RBF networks as a

meta-classifier to improve generalization performance. Also,

we proposed a multi-classifier that has the advantages of both

the speech-based and facial expression systems. This pro-

posed system is an improved hybrid system.

4 Feature selection using ANOVA

For dimension reduction and construction of a lower-sized

feature space, an open-loop (independent of classifier)

feature selection method was used in this paper.

Fig. 4 Regions of ITMI [44]

Fig. 5 QIM for happy state [44]
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To reduce the number of features, a feature selection

method, based on the analysis of variations (ANOVA), was

used. We computed the importance ranking of each feature

using ANOVA, which is a technique for analyzing exper-

imental data in which one or more response variables are

measured under various conditions identified by one or

more classification variables. A typical goal in ANOVA is

to compare means of the response variables for various

combinations of the classification variables. ANOVA was

used to decide whether a feature shows a significant dif-

ference between two or more classes.

One-way ANOVA is a method for testing null hypoth-

eses on equal means in several populations [38]. Suppose

that data are sampled from k different populations, and

assume the model as follows:

Yij ¼ li þ eij; j ¼ 1; . . .; ni i ¼ 1; . . .; k; ð6Þ

where Yij is the jth observation from the ith population, li is

the mean of the ith population, and eij denotes the random

variation in Yij away from li. It is assumed that the eijs are

independent normally distributed random variables with

zero mean and variance r2. The one-way ANOVA can

only tell us whether all the means are equal, or whether

there is a difference in the means of different populations.

5 Experimental results

The proposed multimodal emotion recognition system was

tested over the eNterface ‘05 audiovisual emotional data-

base. All the experiments were person independent. We

used roughly 64 % of the data (i.e., 674 shots) for training

the classifiers and the remaining (372) shots for the eval-

uation. In our experiments, 17.6 % of the samples were for

the anger, 16.3 % for disgust, 16 % for fear, 16 % for

happiness, 17 % for sadness and, finally, 17 % for surprise

states. The emotion recognition was conducted through

unimodal facial expression system, unimodal speech-based

system, decision-level fusion of the unimodal systems,

feature-level fusion and hybrid features and decision-level

fusion. The results are summarized in Fig. 7.

5.1 eNterface ‘05 database

The eNterface ‘05 database [40] is the only publicly

available we found for audiovisual emotional database.

Forty-two non-native English-speaking subjects from 14

different nationalities posed the six basic emotions (81 %

of the subjects were men). Some subjects had facial hair

(17 %), some were wearing glasses (31 %), and hair of the

head had covered parts of the upper face in a few subjects,

and, finally, one of the subjects was bald (2 %). None of

the subjects were professional actors.

The subjects were told to listen to six different short

stories, each containing a particular emotion (anger, dis-

gust, fear, happiness, sadness and surprise), and to react to

each of the situations uttering five different predefined

sentences. They were not given further constraints or

guidelines regarding how to express the emotion.

This database contains 44 (subjects) by 6 (emotions) by

5 (sentences) shots. The average video length was about 3 s

summing up to 1,320 shots and more than 1 h of videos.

The videos were recorded in a laboratory environment: The

subjects were recorded from frontal view with studio

lightening condition and gray uniform background. Audios

were recorded with a high-quality microphone placed at

around 30 cm from the subject’s mouth.

Paleari and Huet [41] evaluated the quality of this

database and pointed out some weaknesses of it. Here, we

briefly cite some of them:

1. The subjects were not trained actors possibly resulting

in a mediocre emotional expression quality.

2. The quality of the encoding was mediocre.

Fig. 6 Block diagram of the

proposed bimodal system
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3. The subjects were asked to utter sentences in English,

but since for some subjects English was not native

language, this might result in a low quality of the

prosodic emotional modulation.

4. Not all of the subjects learned their sentences by heart,

resulting in a non-negligible percentage of videos

starting with the subjects looking down to read their

sentences.

5.2 Speech emotion classifier

Table 1 shows the confusion matrix of the emotion rec-

ognition system based on speech information. The overall

performance of this classifier was 55 %. Table 1 shows

that some pairs of emotions are usually confused more. For

example, disgust is misclassified as happiness state by

about 20.34 %, and vise versa happiness is misclassified as

disgust by about 12.28 % (Table 2).

We examined our speech recognition system by Berlin

database of emotional speech [42]. The result was better

than the eNterface ‘05 database. The overall performance

of this system was 79.28 % for Berlin database. This

may be due to the fact that subjects of Berlin database

were experienced actors and were native German

speakers.

According to some reports, on eNterface ‘05 database

[43], sadness and anger are recognized by speech very

well, and disgust is poorly classified by speech.

Fig. 7 Emotion recognition accuracy of the proposed systems. Each

group of adjacent columns denotes the classification accuracy of a

single class. The first group contains the average recognition rate. The

vertical axis is the recognition accuracy in percentage. S speech,

F face, F1 feature-level fusion, F2 feature-level fusion with ANOVA,

D1 decision-level fusion (max), D2 decision-level fusion (MLP), H1

hybrid fusion (MLP), H2 hybrid fusion (RBF). Class labels are

abbreviated by their first three letters

Table 1 Confusion matrix of the emotion recognition system based

on speech (eNterface ‘05 database)

ANG DIS FEA HAP SAD SUR

ANG 71.67 0 5.00 13.33 1.67 8.33

DIS 10.17 37.29 8.47 20.34 11.86 11.86

FEA 14.29 9.52 33.33 12.70 12.70 17.46

HAP 8.77 12.28 3.51 66.67 3.51 5.26

SAD 3.13 4.69 7.81 7.81 70.31 6.25

SUR 8.70 10.14 7.25 10.14 13.04 50.72

Table 2 Confusion matrix of the emotion recognition system based

on speech (Berlin database)

ANG Boredom DIS FEA HAP SAD Neutral

ANG 73.91 0 17.39 0 4.35 0 4.35

Boredom 8.70 86.96 0 0 4.35 0 0

DIS 2.27 0 97.73 0 0 0 0

FEA 0 0 0 72.73 4.55 13.64 9.09

HAP 6.25 12.50 12.50 0 56.25 6.25 6.25

SAD 0 0 0 4.17 0 95.83 0

Neutral 0 2.63 0 23.68 0 2.63 71.05
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5.3 Facial expression-based system

Table 3 shows the confusion matrix of the emotion rec-

ognition system based on facial expressions. The overall

performance of this classifier was 39.27 %.

According to some reports, on eNterface ‘05 database

[43], disgust is poorly classified by face, because disgust is

a mouth-dependent class, and during speaking, most of the

facial activity in the mouth is related to lip motions.

We examined our method on a common facial expres-

sion database (Kanade et al. [44]). The overall performance

of this database was 71.8 %, showing the good perfor-

mance of our method. Table 4 shows the confusion matrix

for this database. Disgust has been recognized relatively

good in this experiment. This may be due to the fact that

these data are only facial expression based and the subjects

focused just on facial activity. Also, as mentioned above,

during speaking, most of the facial activity in the lower

face is related to lip motions, which considerably lowers

the recognition rates of mouth-dependent classes such as

disgust in audiovisual-based data. On the other hand, the

subjects of Cohn–Kanade database were experienced actors

enrolled in introductory psychology classes.

5.4 Bimodal system

The overall results of the unimodal systems suggest that,

for accurate and reliable recognition of emotion classes,

the modalities should be combined in a way that they

benefit the interrelationships between the individual

classes and the underlying modalities. In the following

paragraphs, we present and compare different combination

schemes. Three main fusion approaches used in the liter-

ature are feature-level fusion, decision-level fusion and,

finally, a hybrid of the feature- and decision-level fusion

approaches [43].

Table 5 shows the confusion matrix of the feature-level

fusion. We used compound set of multimodal features as

input to the classifiers. Our classifier in this experiment was

MLP. The overall performance of this classifier was

68.33 %. All states, except disgust, were recognized with

more than 62 %. By using ANOVA, we selected 92 fea-

tures out of 115 features. Sixty-seven of the selected fea-

tures were from speech-based features and 25 from facial

expression features.

Table 6 shows the confusion matrix for the selected

features at feature-level fusion. The overall performance of

this classifier was 68.53 %.

Comparison between Tables 5 and 6 shows that emotion

recognition accuracy can be improved using selected fea-

tures for disgust and surprise states and deteriorated for

fear and happiness states. The overall emotion recognition

accuracy using feature selection algorithm improves by

about 0.2 %.

Table 7 shows the confusion matrix using decision-level

fusion. In this experiment, we used voting method as a

combination of audio and video classifiers. In this case,

each classifier ‘‘votes’’ for a particular class, and the class

with the majority vote on the ensemble wins. The overall

performance of this method was 57.75 %.

Table 3 Confusion matrix of the facial expression-based system

(eNterface ‘05 database)

ANG DIS FEA HAP SAD SUR

ANG 56.67 1.67 8.33 8.33 6.67 18.33

DIS 18.64 5.08 6.78 28.81 8.47 32.20

FEA 15.87 4.76 28.57 7.94 17.46 25.40

HAP 7.02 5.26 1.75 66.67 5.26 14.04

SAD 12.50 3.13 12.50 4.69 25.00 42.19

SUR 17.39 2.90 4.35 13.04 8.70 53.62

Table 4 Confusion matrix of the facial expression-based system

(Cohn–Kanade database)

ANG DIS FEA HAP SAD SUR

ANG 63.64 12.12 3.03 12.12 0 9.09

DIS 10.64 70.21 6.38 6.38 4.26 2.13

FEA 0 0 73.17 9.76 7.32 9.76

HAP 2.22 6.67 11.11 73.33 4.44 2.22

SAD 4.35 4.35 13.04 13.04 65.22 0

SUR 5.66 1.89 7.55 0 0 84.91

Table 5 Confusion matrix using feature-level fusion

ANG DIS FEA HAP SAD SUR

ANG 75.00 5.00 3.33 3.33 8.33 5.00

DIS 5.08 62.71 3.39 8.47 11.86 5.47

FEA 4.76 9.52 53.97 12.70 9.52 9.52

HAP 8.77 12.28 1.75 71.93 0 5.26

SAD 1.56 7.81 1.56 1.56 76.56 10.94

SUR 2.90 11.59 4.35 2.90 7.25 71.01

Table 6 Confusion matrix for the selected features at feature-level

fusion

ANG DIS FEA HAP SAD SUR

ANG 75.00 5.00 3.33 3.33 8.33 5.00

DIS 5.08 62.71 3.39 8.47 11.86 8.47

FEA 4.76 9.52 53.97 12.70 9.52 9.52

HAP 8.77 12.28 1.75 71.93 0 5.26

SAD 1.56 7.81 1.56 1.56 76.56 10.94

SUR 2.90 11.59 4.35 2.90 7.25 71.01
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In the next experiment, we used stacked generalization

method. The output of the audio and video ensembles serves

as a feature vector to a MLP. Table 8 shows the confusion

matrix of this experiment. The overall performance of this

method was 59.28 % which is better than that of individual

classification and voting decision-level fusion.

As mentioned, hybrid fusion method that combines the

advantages of both feature-level and decision-level meth-

ods may be a good choice for fusion of audio and visual

emotion recognition.

So, in our work, we focused on hybrid fusion. In this

case, the output of the feature-level and decision-level

ensembles serves as a feature vector to a meta-classifier.

We used MLP and RBF networks as a meta-classifier.

Table 9 shows the confusion matrix of the hybrid fea-

tures and decision-level fusion using MLP as a classifier.

The overall performance of this method was 69.78 %.

Table 10 shows the confusion matrix of the hybrid features

and decision-level fusion using RBF; the overall perfor-

mance of this method was obtained as 70.28 %.

Figure 7 and Table 11 compare the emotion recognition

results obtained from the unimodal and different combin-

ing methods. As shown, combining the information of

multiples modalities enhances the classification accuracy.

Combining of speech and face information in different

ways enhances the performance of unimodal systems.

Table 11 shows that the method of hybrid features and

decision-level fusion with RBF (H2) has better perfor-

mance. The mean accuracy of this system is 70.28, and

these results show that this method improves the recogni-

tion rate by up to 15 % over the speech-based system and

by up to 25 % over the facial expression-based system.

Figure 8 compares the performance of hybrid features and

decision-level fusion using RBF (H2) system with the

unimodal systems.

In this research, the Clementine software [45] was used

for implementing the MLP and RBF neural networks. For

training the networks the gradient descent was used by this

software. This software is able to estimate most of the

parameters initially based on the size of the input data.

Momentum rate (a) was set at 0.9 for training of MLPs to

avoid local minima. The learning rate (g) was initially 0.3

and decayed exponentially to 0.01. Then it was reset to 0.1

and again decayed to 0.01 in 30 epochs.

The only remaining parameter was the architecture of

the network. Clementine software uses different topologies

for networks by setting various numbers of hidden layers.

The work is started with training a sequence of two-layer

Table 7 Confusion matrix of the voting decision-level fusion

ANG DIS FEA HAP SAD SUR

ANG 83.33 0 1.67 10.00 0 5.00

DIS 13.56 23.73 8.47 32.20 11.86 10.17

FEA 19.05 7.94 36.51 15.87 6.35 14.29

HAP 3.51 5.26 1.75 82.46 0 7.02

SAD 7.81 3.13 7.81 6.25 62.50 12.50

SUR 15.94 2.90 1.45 11.59 10.14 57.97

Table 8 Confusion matrix of the decision-level fusion using MLP

ANG DIS FEA HAP SAD SUR

ANG 78.33 5.00 6.67 1.67 1.67 6.67

DIS 11.86 50.85 11.86 6.78 8.47 10.17

FEA 12.70 12.70 46.03 6.35 4.76 17.46

HAP 0 17.54 5.26 71.93 0 5.26

SAD 3.13 9.38 20.31 0 57.81 9.38

SUR 7.25 21.74 14.49 0 5.80 50.72

Table 9 Confusion matrix of hybrid features and decision-level

fusion using MLP

ANG DIS FEA HAP SAD SUR

ANG 76.67 3.33 6.67 1.67 0 11.67

DIS 6.78 55.93 13.56 10.17 8.47 5.08

FEA 12.70 6.35 65.08 3.17 3.17 9.52

HAP 1.75 8.77 7.02 80.70 0 1.75

SAD 1.56 4.69 10.94 0 76.56 6.25

SUR 5.80 13.04 5.80 2.90 8.70 63.77

Table 10 Confusion matrix of hybrid features and decision-level

fusion using RBF

ANG DIS FEA HAP SAD SUR

ANG 76.67 3.33 6.67 1.67 0 11.67

DIS 8.47 55.93 13.56 10.17 5.08 6.78

FEA 11.11 3.17 63.49 6.35 4.76 11.11

HAP 1.75 8.77 3.51 82.46 0 3.51

SAD 1.56 3.13 10.94 1.56 75.00 7.81

SUR 5.80 4.35 10.14 4.35 7.25 68.12

Table 11 Recognition rate of emotional states for various imple-

mented systems

S F F1 F2 D1 D2 H1 H2

ANG 71.67 56.67 75 75 83.33 78.33 76.67 76.67

DIS 37.29 5.08 49.15 62.71 23.73 50.85 55.93 55.93

FEA 33.33 28.57 61.9 53.97 36.51 46.03 65.08 63.49

HAP 66.67 66.67 80.7 71.93 82.46 71.93 80.7 82.46

SAD 70.31 25 76.56 76.56 62.5 57.81 76.56 75

SUR 50.72 53.62 66.67 71.01 57.97 50.72 63.77 68.12

AVG 54.99 39.27 68.33 68.53 57.75 59.28 69.78 70.28
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neural networks with an increasing number of hidden

nodes. As the number of hidden nodes increases, the

training error decreases. For each topology, the root mean

square (RMS) error is calculated, and finally, the model

with the lowest error is selected. The best topologies for

MLP with speech-based features (S), facial expression-

based features (F), feature-level fusion (F1), feature-level

fusion with ANOVA (F2), decision-level fusion (D2) and

hybrid features and decision-level fusion (H1) are reported

in Table 12. Topology of RBF in hybrid fusion (H2) is

(18, 20 and 6).

6 Proposed multi-classifier system

According to Fig. 8 and the results of our pervious

experiments, angry and sadness are recognized by speech

system very well, and facial expression-based system

cannot improve the result in fusion approach, so in our

proposed system, we recognized these emotional states

only with speech-based system. Figure 9 shows the

architecture of a multi-classifier scheme. This system is

an improved hybrid system that combines the advantages

of both feature-level and decision-level fusion methods

as well as the speech-based and facial expression

systems.

In this architecture, the audio features are fed to a MLP

neural network to classify the emotions. According to the

results of the speech-based classifier, all sentences except

for angry and sadness are fed to a facial expression-based

MLP neural network.

The outputs of speech-based classifier, facial expres-

sion-based classifier and feature-level fusion classifier are

fed to a RBF neural network to combine their result.

Table 13 shows the confusion matrix of the proposed

system. The overall performance of this method was

77.78 %. The results showed that this method improves

recognition rate by up to 7.5 % over the hybrid features

and decision-level fusion (H2), by up to 22.7 % over the

speech-based system and by up to 38 % over the facial

expression-based system. Figure 10 compares the pro-

posed multi-classifier system with method of hybrid fea-

tures and decision-level fusion with RBF (H2) and

unimodal systems. The recognition rates of angry, disgust

and sadness were improved significantly in this experi-

ment. The recognition rate of sadness was 92.66 % in this

experiment.

Emotion recognition rates that were achieved by the

multimodal classification in other works may be helpful for

analyzing the performance of the proposed approaches.

Zeng et al. [46] applied multi-stream HMMs and improved

the emotion recognition rate by up to 6.5 % over the uni-

modal systems. Paleari and Huet [41] applied different

ways to combine speech and face in eNterface ‘05 database

and got an improvement of about 6 % over the speech-

based system and about 14 % over the facial expression

Table 12 Topology of MLPs in experimented models

MLP

model

Number of

input layer

nodes

Number of

first hidden

layer nodes

Number of

second hidden

layer nodes

Number of

output layer

nodes

F 36 28 – 6

S 80 67 50 6

F1 116 67 26 6

F2 91 67 – 6

D2 12 19 17 6

H1 18 12 10 6

Fig. 8 Comparison of audio, video and H2 systems

C
om

bination (R
B

F)

ANG & SAD

Data

Audio based 
Classification

Recognized 
Emotional 

States
Visual based 
Classification

ANOVA F.S A&V based 
Classification

Audio-Visual Features

Fig. 9 The architecture of

multi-classifier scheme for

emotion recognition
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system. Using feature-level fusion, Busso et al. [47]

improved the emotion recognition rate by up to 5 % over

the speech-based systems and by about 19 % over the

facial expression system. Table 14 shows the performance

of the proposed system and some other multimodal emo-

tion recognition systems.

As already depicted, the emotion recognition system

based on facial expression could not recognize the angry

and sadness states very well, but the emotion recognition

based on speech could do so. The main goal of this

research is recognizing the strength and weakness points of

the emotion recognition systems based on facial expres-

sion- and speech-based systems to use them on designing a

hybrid emotion recognition system. This is one type of

boosting approach. As shown in Fig. 10, the emotion rec-

ognition based on speech has the main weight in recogni-

tion of angry and sadness states.

In this research, compared with other researches that

used eNterface ‘05 as emotional database, the emotion

recognition was based on sentence level not on frames;

therefore, we have less complexity and computational cost.

The suitable design of speech-based emotion recognition

system and the improved combination of it with other

recognition systems causes the better performance of pro-

posed system as comparing with [43] that used asynchro-

nous feature-level fusion for recognition with more

complexity and computational cost.

Table 13 Confusion matrix of multi-classifier system

ANG DIS FEA HAP SAD SUR

ANG 84.24 2.72 0 1.09 8.15 3.80

DIS 1.17 79.53 6.43 2.92 2.92 7.02

FEA 2.37 6.51 68.64 6.51 2.37 13.61

HAP 2.40 13.17 4.19 73.65 1.20 5.39

SAD 56.0 2.82 1.13 0 92.66 2.82

SUR 1.12 14.04 8.43 8.43 0 67.98

Fig. 10 Comparison of audio, video and H2 and purpose systems

Table 14 Performance of typical systems for multimodal emotion recognition in the recent decade

References Classifier Features Fusion Database Acc Acc (fusion)

Paleari and Huet [41] SVM, NN Facial points, formants,

prosody, MFCC, LPC

F, D eNterface ‘05 Audio: 25

Video: 33

39

Busso et al. [47] SVM 102 markers,

prosody

F, D An actress Audio: 70.9

Video: 85.1

89

Mansoorizadeh

and Moghaddam

Charkari [43]

SVM Facial points, prosody F, D, H eNterface ‘05 Audio: 33

Video: 37

71

De Silva and

Pei Chi [13]

HMM, nearest

neighbor

Facial points, pitch D 2 subjects, 144 clips Audio: 62

Video: 32

72

Cheng et al. [48] SVM Facial points, prosody F 2 subjects, 350 clips Audio: 63

Video: 75

84

Schuller et al. [49] SVM Face model, formants,

prosody, MFCC

F Database ABC Audio: 74

Video: 61

81

Zeng et al. [46] Snow and HMM Facial points, prosody D 20 subjects, 11 affect

categories

Audio: 48

Video: 44

95

Proposed approach NN ITMI, QIM, MFCC,

prosody, formants

F, D, H eNterface ‘05 Audio: 54.99

Video: 39.27

70.28

Proposed approach Multi-classifier ITMI, QIM, MFCC,

prosody, formants

F, D, H eNterface ‘05 Audio: 54.99

Video: 39.27

77.78
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7 Conclusion

This paper proposes a new multi-classifier system that is

improved hybrid features and decision-level fusion archi-

tecture for multimodal emotion recognition. The system

combines facial expression and speech information in

feature and decision levels using stacked generalization

approach. Feature-level fusion captures cross-correlations

between the modalities, and decision-level fusion brings

robustness into the system [6]. Also, we recognized the

strength and weakness points of the emotion recognition

systems based on facial expression- or speech-based sys-

tems and used them on designing a multi-classifier emotion

recognition system.

Experimental results showed that the results of unimodal

systems were improved by using the hybrid features and

decision-level fusion. Also, by using the proposed multi-

classifier system, the recognition rate was improved by

about 22.7 % with respect to the speech unimodal system,

and by about 38 % with respect to the facial expression

system.

A number of promising methods for vision-based,

audio-based and audiovisual analysis of human spontane-

ous behavior have so far been proposed [11]. One of the

unexplored areas of researches on multimodal emotion

recognition is temporal structures of the modalities (facial

and vocal) and their temporal correlations. Also, develop-

ing better methods and models for multimodal fusion is one

of the most important issues that lacks sufficient attention.

According to some reports ([6, 11]) and our results in this

work, model-level fusion or hybrid fusion is a good choice

for multimodal emotion recognition. So in this study, we

focused on hybrid fusion and different ways to combine the

results of audio, video and audiovisual systems. We used

stacked generalization method to fuse the output of these

systems. Finally, we proposed an improved hybrid system.

By using this system, the recognition rate increased by up to

7.5 % over the hybrid features and decision level with RBF,

by up to 22.7 % over the speech-based system and by up to

38 % over the facial expression-based system.
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