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Abstract Face image retrieval (FIR) is useful to many

domain applications, such as helping police to catch

criminals or managing householders. However, little

research has been done that uses individual face features

for image comparison and retrieval. This paper aims to

develop a machine learning approach for face image

retrieval based on the local face features of the eyes, nose,

and mouth. Neural networks are used to localise facial

features, and to implement a learning pseudo metric (LPM)

to filter out irrelevant images for retrieval efficiently based

on semantic information. Our FIR system performs below

average given traditional performance measures, but

inspecting actual retrieved images it shows strong promise.

It is observed that the LPM semantic filtering method was

found to reduce the database size by up to 50% without a

significant reduction in retrieval performance.

Keywords Face image retrieval � Semantic filtering �
Learning pseudo metrics � Neural networks

1 Introduction

Content-based image retrieval (CBIR) aims to retrieve

images from a database that match a users’ query based on

image content. The past decade has seen rapid develop-

ment in CBIR sophistication and performance [1], with

many techniques being developed to solve problems in

medical imaging, art, and web-based image retrieval. In the

special case of face image retrieval (FIR), a user wishes to

find some similar faces in a database for a given query. The

user can submit a query in the form of an image (query-by-

example) [2], sketch [3], or description [4]. FIR has a wide

range of potential applications, such as being used to

search personal photograph albums for friends and family

[5], used in law enforcement agencies needing to search

large databases of faces for suspects [6] or can be inte-

grated into Internet search engines [7].

CBIR systems map images to the feature space using

low-level features such as color, texture, and shape. The

distance between any two points in the feature space is

measured using a metric function, such as Euclidean,

Mahalanobis, or City Block. The distance is used to rank

the database images against the query image. However, it

has been found that metrics, such as Euclidean distance,

may not be able to reflect the similarity in terms of

semantics. For example, two images can be far apart in the

metric space using the Euclidean metric but are semanti-

cally very close [8]. There is usually no direct relationship

between the low-level features of an image with the

semantic concepts that a person would associate with the

image. This problem is known as the ‘‘semantic gap’’ [9].

A wide range of semantic-based methods have been

developed to overcome the semantic gap problem and

improve image retrieval including machine learning, rele-

vance feedback, semantic templates, and object ontologies

[10]. It has been shown that the machine learning-based

learning pseudo metric (LPM) has the ability to more

accurately determine the semantic similarity between

multimedia objects compared with conventional metrics

[11]. The LPM determines whether any two instances are

semantically related. However, it does not provide a mea-

sure of how similar the two instances are, only that they
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belong to the same semantic class or not. Hence, we pro-

pose to use the LPM as a semantic filter for removing face

images from a database that are not strongly related

semantically to the query image.

The common approach for FIR systems is to extract a

feature vector that describes the entire face appearance.

The classic unsupervised subspace learning approach

called Eigenfaces, applies Principle Component Analysis

(PCA) to well-framed images [12]. While the supervised

subspace learning method called Fisherface uses the Fish-

er’s Linear Discriminate (FLD), which considers the clas-

ses that each training example belongs to and can lead to

better separation of the faces in the fisherspace [13]. More

recent developments include the Orthogonal-Laplacian-

face, which uses the Orthogonal Locality Preserving Pro-

jection (OLPP) method to provide greater discriminating

power than the standard Locality Preserving Projection

[14]. While the semi-supervised dimensionality reduction

using relevance feedback from the user, called Maximum

Margin Projection, has provided strong retrieval results

[15]. The problem with using global feature extraction

methods is that retrieval performance can be affected by

changes in face appearance, e.g. illumination, pose,

expression [16]. It has been shown that identifying faces by

their face features (eyes, nose) provides computational and

accuracy benefits [17].

This paper aims to develop a local face feature-based

FIR system using neural networks, where a LPM-based

semantic filter is performed before using the Euclidean

distance measure for final image comparison and ranking.

The key modules in our FIR system include learning

localization of the local face features, face data represen-

tation using local features, semantic filtering, and refined

ranking using Euclidrean distance measure within the

reduced database.

The remainder of the paper is structured as follows.

Section 2 presents a detailed description of our semantic

filter FIR system. Section 3 details the experiment

parameters and implementation issues for evaluating the

FIR performance. Section 4 presents the results and dis-

cussion of the semantic filtering-based FIR system. Section

5 concludes the paper with suggested future research

directions.

2 System description

2.1 System architecture

FIR system consists of a two-stage retrieval process. Ini-

tially, face features are automatically detected using a

neural network-based localization system [18]. Followed

by feature extraction of the detected face feature

image yielding four features per face image Xi =

(Xi
left eye, Xi

right eye, Xi
nose, Xi

mouth). The same localization

and feature extraction steps are applied to the query image

yielding Xq = (Xq
left eye, Xq

right eye, Xq
nose, Xq

mouth). The first

stage of retrieval utilizes a LPM to compare the query

image to each database image using the concatenated face

feature vectors, (Xi, Xq). The LPM model performs as a

semantic classifier and gives a real-valued output, k, indi-

cating the smilarity between the input images in terms of

semantics. If the LPM output value is below a threshold,

then the database image is kept for the second stage of

retrieval. The aim of the LPM classifier is to remove

database images that are semantically dissimilar to the

query image. After the database has been filtered, the

Euclidean distance measure is used to determine the sim-

ilarity between the query image and the remaining images

in the filtered database as shown in Fig. 1.

2.1.1 Data preprocessing

The face images used for our experiments need to be

prepared for three different components of the system. The

first dataset is a set of manually extracted face feature

images for the off-line training of the neural network for

face feature localization. The second dataset is used to train

Fig. 1 An overview of the

LPM semantic filtering of the

database of image. Followed by

the comparison of the query to

the subset of database instances

using a distance measure
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the LPM classifier and is derived from the automatically

extracted face features of the localization stage. The third

dataset is used for FIR evaluation and is a collection of face

images with associated feature vectors of each face feature.

2.1.2 Face feature localization

Our face feature localization system uses a neural network

trained to detect a specific face feature location by scan-

ning a predefined area of a face image. If the neural net-

work output is sufficiently high enough for a given region,

the location is registered as the detected face feature and

the face feature image is extracted. Feature extraction is

then applied to the localized face feature image (small

blocks).

2.1.3 Semantic filtering

To perform semantic filtering, we utilize the LPM as a

classifier to determine whether any two images belong to

the same semantic class or not. The LPM compares two

images using the concatenated feature vectors from the

corresponding face features. If the LPM output for a

database image is below a threshold, k, then the database

image is used for the second stage of retrieval, otherwise it

is deemed not to be semantically related to the query

image.

2.1.4 Face image retrieval

The Euclidean distance measure is then employed to

compare the query image and the images from the filtered

database obtained by the LPM semantic filter.1 The

resulting images are then ranked according to ascending

similarity scores.

2.2 Image feature extraction

For image feature extraction, we applied the Discrete

Cosine Transform (DCT) to the face feature images to

yield a frequency domain image. To reduce the dimen-

sionality, the mean and standard deviation of the DCT

coefficients in the seven segments as illustrated in Fig. 2

were calculated [19]. These values were combined into a

14-element feature vectors. To train the learner models, we

normalized these feature values to the range [-1, 1] using

(1) below.

X0i;j ¼
Xi;j � Xmin

j

Xmax
j � Xmin

j

; ð1Þ

where Xi,j is feature j of image i, Xj
min and Xj

max are the

minimum and maximum values, respectively, from all

scanned images, and X0i,j is the normalized feature value.

2.3 Face feature localization

To locate face features (eyes, nose, mouth) in a 2D face

image, we trained neural networks for detecting the face

feature location. Each face feature is treated independently,

such that each classifier is trained to only identify a specific

face feature. Figure 3 illustrates the overall process of

locating a face feature in an image, in this case the left eye

using a trained neural network as the pattern classifier.

An input image is scanned with a sliding window within

a predefined area to reduce processing time. Feature

extraction is applied to each window, and the resulting

feature vector is normalized to the range [-1, 1] before

being passed to the trained classifier. A classification map

is produced after processing the input image, and the

location of the face feature is selected by locating the

Fig. 2 An image of a face

feature (left eye) has 2D DCT

applied and the mean and

standard deviation (SD) is taken

from the seven segments to

create Xi
left eye

Fig. 3 Face feature localization and feature extraction system

overview, note the classification map has had the z-axis reversed to

allow for easier reading1 Any distance measure can be used in this stage.
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sliding window that produced the minimum classifier out-

put. Feature extraction is applied to the window of the

detected region to produce a feature vector, which is used

for later image retrieval. The following sections detail the

system design.

Face feature localization process To detect the location

of the face feature, the face image Ii
face is scanned by a

sliding window (the window size is the same size as If

which was used for creating the training set). Feature

extraction is applied to each image window Ii,j
window where j

is the window index, to produce Xwindow, which is passed

to the classifier, and the output yi,j
window is recorded to

produce a classification map Yi
f. The classifier output val-

ues closer to 0 are more likely to contain the face feature in

the image, and values closer to 1 are unlikely to contain the

face feature. It is important to note that the classifier output

is not a label of classification. Rather, because the classifier

output is in the range [0, 1] (as our target values are

Tfþ ¼ 0; Tf� ¼ 1), we interpret the output as a degree of

classification. To predict the position of the face feature,

we find the minimum value in the classification map Yi
f and

locate the corresponding sliding window, which produced

the y value in the face image Ii
f.

For an upright, fall frontal, well-framed face image, the

facial features appear in predictable locations. When

scanning a face feature image for a particular face feature,

the whole image is not scanned, rather a limited area is

selected to reduce the processing time required. Figure 4

shows the regions selected for each face feature used in our

experiments. The sub-regions were sized as a percentage of

image width (w) and height (h), where the sub-region for

the eyes were 0.5w 9 0.5h, nose 0.6w 9 0.7h, and

mouth 1.0w 9 0.5h. The sliding window is moved in a

raster scan fashion, where it is incremented by one pixel as

it move across the image and once it reaches the end it is

moved down by one pixel to repeat the same process.

2.3.1 Generating training samples

To train the face feature localizers, we construct a set of

positive (face feature, f?) and negative (non-face feature,

f-) examples with associated target values. We begin with

a set of M face images Iface ¼ Iface
1 ; . . .; Iface

M

� �
: Let Ifþ ¼

Ifþ

1 ; . . .; Ifþ

N

n o
; and If� ¼ If�

1 ; . . .; If�

N

n o
be the sets of face

feature images and non-face feature images, respectively.

They are extracted for a given face feature fþ 2
fleft eye, right eye, nose, mouthg and f� 2 non-left eye,f
non-right eye, non-nose, non-mouthg: Feature extraction

(FE) is applied to the segmented image examples and is

combined with a target value to create the classifier train-

ing dataset.

To extract the face feature images Ifþ , a window is

positioned so that it envelops the face feature, then feature

extraction is applied to the face feature image to generate

the feature vector Xfþ . For each non-face feature, we ran-

domly selected 10 negative examples from each face

image. Figure 5 illustrates the face feature image and the

non-face feature images being extracted from a single face

image.

As there are 10 negative examples for each positive

example the training dataset is unbalanced. It is well

known that unbalanced classes in the training dataset can

result in poor learner performance, especially when the

data is noisy [20]. Hence, we created additional positive

examples by adding a small amount of uniform noise to the

feature vectors of the positive examples so that we had

equal numbers of positive and negative examples. Such

that X0 ¼ Xþ rMNoise: � X; where MNoise is a matrix of

the same dimensions as the feature vector, X, and contains

uniformly distributed random values in the range [-1, 1]

and r is a percentage coefficient which was assigned ran-

domly a value in the range [0.01, 0.05] for each feature

vector that is perturbed. Finally, each feature vector is

assigned a target value of Tfþ ¼ 0 for face features and

Tf� ¼ 1 for non-face features. The dataset creation process

is shown in Fig. 6.

To enhance the generalization capability of the classi-

fier, we perturbed the cropped images by mirroring the

images, then rotating the original and mirrored images

by ±5� so increasing the number of face images in the

dataset by a factor of 6.

Fig. 4 Each face feature was scanned for within a sub-region of the

image to reduce processing time

Fig. 5 Example of the left eye image being extracted along with four

random images for non-left eye examples
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We also tried face feature window sizes that were larger

and smaller than the average face feature window sizes to

observe the effect on localization performance. The aver-

age window size for each face feature was scaled

by ±20%. Figure 7 shows examples of the three different

face feature window sizes (s ¼ small, ave, largef g) used in

our experiments.

2.3.2 Training learner models

Any classifier has a set of parameters, f; that determine it’s

architecture, training algorithm, and ultimately learning

performance. To determine the optimal parameters as well

as to observe the effect of the face feature window size

s, on locating face features, the classifiers were trained

with a set of parameters fj using the hold-out method and

the classification accuracy was noted. From the dataset Qf, s

we produce Qf, s, train and Qf, s, test with a 80%/20% random

split, respectively.

Each trained classifier was then used to scan ARface, Train

and ARface, Test images, and the face feature localization

accuracy q (defined in Sect. 2.3.3) is calculated. The set of

parameters f� and the face feature window size s* that pro-

duced the highest localization accuracy were selected for final

evaluation using tenfold cross-validation. Such that 10 vali-

dation and training sets from Qf, s were used to produce 10

classifiers Ci,j
window using the optimal parameters, f�;f ;s: Each

fold was created so that there was an equal number of

instances from both face feature and non-face feature classes.2

2.3.3 Localization performance evaluation

The performance of the face feature localization system was

measured using the percentage area overlap q of the predicted

face feature window and the ground truth face feature window

as determined by the manual annotation process.

2.4 Semantic filtering

Similar to the lower-bounding lemma concept in informa-

tion retrieval, our semantic filtering module tries to discard

images from the database that are unlikely to be related to

the query image on a semantic level. To remove semanti-

cally irrelevant images, we apply the LPM as a semantic

filter by comparing each database image with the query

image. The following section outlines the LPM concept

followed by the semantic filter process.

2.4.1 Learning pseudo metric

The LPM concept was proposed in [11] and applied to

resolving semantic data classification and clustering prob-

lems [21]. Indeed, the LPM is an implementation of

characteristic function of equivalent class of data. From our

previous studies with simulation results, the LPM is

capable of serving as a filter for removing irrelevant images

at the semantic level. In this paper, the LPM is employed to

classify whether any two points in a feature space v belong

to the same class or not [11]. The following briefly reviews

some definitions related to the pseudo metric and the LPM

concept.

Definition 2.1 Let v be a set of points and d be a real-

valued function defined over the set v 9 v. The function d

is called a pseudo metric on v if it satisfies the following

three axioms for all x; y; z 2 v:

1. d(x, x) = 0 (the axiom of reflexivity)

2. d(x, y) = d(y, x) (the axiom of symmetry)

3. d(x, z) B d(x, y) ? d(y, z) (the axiom of triangle

inequality).

As the equivalence relation is commonly used to group

together objects that share a common similarity we can

define;

Definition 2.2 An equivalence relation, denoted by

*, on a set v is a binary relation on v that is reflexive,

symmetric and transitive for all x; y; z 2 v:

Definition 2.3 Given a set v and an equivalence relation

* over v, an equivalence class is a subset of v of the form

x 2 vjx� af g where a is an element in v. This equivalence

class is usually denoted as [a]; it consists of precisely those

elements of v which are equivalent to a.

Fig. 6 Process for creating the training set for the face feature

localization classifier

Fig. 7 Example of the three different window sizes for the eye

2 Known as stratified k-fold cross-validation.
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The pseudo metric can be defined via the use of

equivalence classes such that given a set of v and a set of

equivalence classes, f½aj�; j ¼ 1; 2; . . .; pg; which are

derived from an equivalence relation * over v.

Proposition 2.1 The function f defined by (2) is a pseudo

metric over v.

f ðx; yÞ ¼ 1 if x 2 ½ai� and y 2 ½aj�; i 6¼ j;
0 if x 2 ½ai� and y 2 ½aj�; i ¼ j:

�
ð2Þ

The LPM is an implementation of the characteristic

function f through learning techniques. To verify the

quality of approximation of the function f by leaner

models, we proposed the following practical criteria (PC)

[11]:

1. YNNðx; xÞ� �1 as x and y belong to the same class.

2. YNNðx; yÞ� �2 as x and y belong to different classes.

3. jYNNðx; yÞ � YNNðy; xÞj � �3 for any x and y.

4. YNN(x, z) B YNN(x, y) ? YNN(y, z) as x and y belong to

different classes.

Here, YNN represents the neural network output, �1 and

�3 take smaller values (e.g. 0.2–0.3), �2 takes a larger value

(e.g. 0.7–0.8), which implies a higher probability of the

axiom of triangle inequality holding. For more details on

the learning process, readers may refer to our previous

work in [11, 21].

2.4.2 Filter design

To perform semantic filter on the database images, we use

the LPM to compare the query image with all other images

in the database. This is done by combining the feature

vectors from each face feature into a single feature vector,

V. The database face and query face feature vectors are

passed to the LPM, and the resulting output Y(Xi, Xq) is

produced. If Y(Xi, Xq) is below the threshold, k, then the

database image i is deemed to be semantically similar to

the query image and is retained for the second stage of

retrieval. Otherwise, the image is discarded. After per-

forming semantic filtering, the resulting subset of database

images are compared with the query image using the

Euclidean distance measure. The database images are then

ranked according to the distance scores.

2.5 Face feature-based retrieval

Unlike most FIR systems that use features extracted from

the whole face, we have approached the problem using

features derived from each face feature. The face feature

localization system produces a set of feature vectors,

Xq = [Xq
left eye, Xq

right eye, Xq
nose, Xq

mouth], which describe

each face feature of a query image Iq
face. The query feature

vectors are compared with each face image in the database

(after semantic filtering), Xi = [Xi
left eye, Xi

right eye, Xi
nose,

Xi
mouth], and the used similarity measure S(Xi, Xq) is

defined as:

SðXq;XiÞ ¼
X

wf kXf
q � Xf

i k ð3Þ

where wf is a face feature weight subject to
P

wf = 1 and

is set by the users. The database images are then ranked in

ascending order according to S(Xi, Xq), and the top 12

images are shown to the users.

2.6 Retrieval performance metrics

2.6.1 Mean rank

The FIR system performance is measured using the aver-

age mean rank, l (4), and overall precision, p (6).

l ¼
XQ

q¼1

lq; ð4Þ

where Q is the number of query images, lq is the mean

rank for a given query q and is defined as:

lq ¼
Nq Nq þ 1
� �

2
PNq

i¼1 rq;i

ð5Þ

where Nq is the number of relevant images in the database for

query image q, rq,i is the rank of relevant database image i in

the returned results. lq is sensitive to the ranking order of the

relevant images. The higher the rank of relevant images from

the database, the closer lq is to 1. While the lower the rankings

of relevant retrieved images, lq approaches 0.

2.6.2 Precision

The overall precision, p, is the percentile of database

images that are relevant with respect to the query image in

the first 12 retrieved images. Where pq is the precision for a

query image q.

p ¼ 1

Q

XQ

q¼1

pq; ð6Þ

where pq is defined as:

pq ¼
1

12

X1379

i¼1;rq;i � 12;Tq;i¼0

1

0

@

1

A ð7Þ

3 Performance evaluation

The following section details how the proposed semantic

filtering-based FIR system is evaluated.
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3.1 Experiment setup

3.1.1 Face image dataset

In this study, we used the AR dataset [22] that consists of

photographs of people taken over two sessions, two weeks

apart. The first session had 135 people; then, two weeks

later, 120 people from the first session were photographed

again. There was no restriction on individuals to keep their

hairstyle, cloths, or make-up the same between sessions.

During both first session and second session shoots, each

person was photographed 13 times with different expres-

sions, lighting conditions, and with/without sunglasses or

scarf.3

As our system does not yet handle faces images with

extreme facial expressions and occlusions, we excluded

images with such characteristics from the dataset. This left

6 images per person per session. The remaining images

from both sessions are combined and called AR. The AR

dataset was randomly split into a training and test sets,

denoted ARTrain and ARTest, respectively. Table 1 lists the

total number of images for each session.

The AR images were 768 9 576 in 24-bit color but

were converted to 8-bit gray-scale using Y = 0.299R ?

0.587G ? 0.114B, where R, G, and B are the red, green,

and blue values of each pixel, respectively, and Y is the

resulting gray value. Because the faces vary in scale, we

scaled the images so the interpupil distance, denote d, was

20 and 40 pixels, producing separate datasets. This yields

AR datasets ARTrain
d and ARTest

d .

Three datasets need to be created for training the face

feature localization classifier, training the LPM classifier,

and finally for FIR performance evaluation. First, to train

the localization classifier, we create a training set from

manually selected face feature images (ground truth face

feature images). After training the localization classifier,

we automatically extract face features from both

ARTrain
d and ARTrain

d . Feature extraction is applied to each

face feature images to yield four feature vectors Xi
f, s. The

four extracted feature vectors are compiled into a single

vector Xi
d, which represents the content of the face image i.

3.1.2 Data preprocessing

Localization data preparation We generated the training

and validation sets of feature vectors for localization

training from ARTrain
d as detailed in Sect. 2.3.1. The

ARTest
d face image set is used to test the face feature

localization accuracy of the trained learners.

First, we manually annotated each face in the dataset,

marking the center of the eye pupils, tip of the nose, which

can be used for and the center of the mouth. The bound-

aries of each face feature were also marked by four points,

see Fig. 8 for an example. The reason for manually

marking face features are twofold. The first reason is that it

allows us to automatically crop the faces so that they are

well framed. The second reason is that it allows us to

consistently generate a set of ground truth face feature

images, which can be used for training the classifier as well

as it provides a means to measure localization performance

of our system.

Cropping a large number of images by hand would be

cumbersome; hence for each face image, we find a mini-

mum rectangular boundary to encapsulate the face features

as marked by the annotation process. We then add a margin

to the minimum boundary to produce the cropped face

image. Figure 8 illustrates the manually annotated face

image and resulting cropped face image as well as the

annotation points for each face feature.

The images are then histogram normalized to reduce the

effect of illumination variation between the different ima-

ges. Next, all images were rotated to ensure the eye-pupil

centers aligned horizontally, removing the in-plane

rotations.

Table 1 Number of instances of cropped and normalized face images

Gender No.

people

ARTrain
d ARTest

d

Images

per person

Total Images

per person

Total

Male 63 8 504 4 252

Female 52 416 208

Total 115 920 460

Fig. 8 Example of face annotation and the automatically cropped

face

3 The 13 images consisted of neutral expression, smiling, angry,

screaming, neural expression with right light, neural expression with

left light, neural expression with both lights on, sunglasses, sunglasses

with right light on, sunglasses with left light on, scarf, scarf with right

light on, and scarf with left light on.
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LPM data preparation To train the LPM, we created a

pattern pool as described in Sect. 2.4.1. We manually

clustered the face images in ARTrain and ARTest into two

groups according to gender. The pattern pools Dd and

Di,j
window are created using the Cartesian operator applied to

the combined local face feature vectors Xd
i ¼ Xleft eye;s;d

i ;
h

Xright eye;s;d
i ;X nose;s;d

i ;X mouth;s;d
i �:Dd was randomly split into

DTrain
d and DValidation

d for building the LPM model. Figure 9

shows the overview of the LPM data preparation and

training.

FIR data preparation Finally, to evaluate the FIR sys-

tem, we used all face images from the same individuals that

appear in both the first and second sessions. For each

selected image, the semantic filtering is applied using the

combined local feature vector. The database images that

pass the filter stage are then compared with the query

image using Euclidean distance.

3.2 Neural network settings

3.2.1 Localization settings

We used a three layer, fully connected feed-forward neural

network with a single output neuron for face feature

localization. All neurons used the logarithmic sigmoid

activation function. The network weights were initialised

using the Nguyen and Widrows algorithm and trained using

the scaled conjugate gradient algorithm [23]. The param-

eters we aimed to optimize were the number of hidden

neurons, fNN ¼ hNN using the hold-out dataset with 80%

for training and 20% as a validation set. Training of each

neural network was continued until the validation root

mean square error started to increase after reached a min-

imum, training was stopped, and the network topology with

the highest validation classification accuracy was selected.

3.2.2 LPM settings

For the neural network-based LPM classifier, we again

used a three layer, fully connected feed-forward neural

network with a single output neuron. All neurons used the

logarithmic sigmoid activation function. The network

weights were initialised using the Nguyen and Widrows

algorithm and were trained using the scaled conjugate

gradient algorithm [23].

The pattern pool Dd was randomly split 60%/40% to create

the Di,j
window and DValidation

d datasets. Training of each neural

network topology was continued until the validation root

mean square error started to increase after reached a mini-

mum, training was stopped, and the network topology with

the highest validation classification accuracy was selected.

4 Results and discussion

4.1 Experiment results

4.1.1 Neural network localization performance

The number of hidden neurons and s that produced the highest

validation classification accuracy for each face feature and

scale d were selected during training. Tables 2 and 3 present

the training and test localization accuracy for image sets

ARTrain
d and ARTest

d with an eye distances of d = 20 and d = 40

pixels, respectively, where L denotes the left eye, R the right

eye, N the nose, and M the mouth, respectively.

4.1.2 LPM training performance

Table 4 presents the LPM performance as measured by

the practical criteria (Sect. 2.4.1) for image sets

Fig. 9 Overview of LPM training

Table 2 NN tenfold cross-validation localization performance for

each face feature from ARTrain
20 and ARTest

20

f s hNN
* ARTrain

20 ARTest
20

q SD q SD

L Small 25 76.52 2.42 77.11 2.85

R Small 25 74.91 2.57 77.72 3.66

N Large 25 82.61 1.03 81.66 1.56

M Ave 25 73.67 2.11 75.47 1.60

Table 3 NN tenfold cross-validation localization performance for

each face feature from ARTrain
40 and ARTest

40

f s hNN
* ARTrain

40 ARTest
40

q SD q SD

L Small 30 80.02 1.52 78.65 1.75

R Small 30 79.10 1.81 79.64 1.48

N Large 30 78.11 1.46 78.83 1.64

M Large 30 71.90 2.19 72.60 1.45
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Dtrain
d , Dvalidation

d , and Dtest
d with eye distances of d = 20

and d = 40 pixels, respectively. The results are lower

compared with the previous applications of the LPM within

a k-NN classifier for semantic image classification [11].

However, given the face images are not easily grouped into

distinct clusters for creation of the pattern pool, it is not

unexpected that the training performance of the LPM is

lower in our system.

4.1.3 FIR performance

Table 5 presents the performance of the FIR system

without filtering the database images using the LPM.

Table 6 shows the retrieval performance, with standard

deviation, of our local face feature-based FIR system with

semantic filtering for k = 0.3. Where ‘‘filtered db size’’ is

the number of images in the filtered database, l-rank is the

mean rank, and p is the average precision.

Comparing the filtered and unfiltered FIR results, it can

be seen that the LPM filtering method removed on average

50% of the images from the original database without

reducing the performance. On the surface, the average

mean rank and precision improved for the filtered database.

However, the standard deviation increased by a factor of 4

to 5, indicating that the stability of the results can vary

between query images.

As the LPM is trained on pattern pools derived from the

face images grouped according to gender, we initially

expected poorer FIR performance as we did not believe

that face features alone would capture sufficient informa-

tion about the face to differentiate between genders.

However, the results show otherwise, and indicate that

demographic information, such as gender, can be captured

using relatively small parts of the face image, rather than

the whole face image.

Because the performance measured by the l-rank and

precision is very low compared with other FIR systems, we

present a number of examples of the retrieved images for

both unfiltered and filtered databases to show the actual

potential of the system.

Figure 10a shows the top 12 ranked images for face

image w-058 with a neutral expression wearing corrective

eye wear. Of the 12 retrieved images, the query image is at

the top center and the retrieved images are ranked from one

to 12 left to right, top to bottom. The image class label and

distance values are also presented. Four of the retrieved

faces are also wearing corrective eye wear and eight

faces have large/thick lips similar to the query face. The

majority of retrieved faces are of the same sex, indicating

that the system is able to retrieve images with similar

demographics.

While the retrieved faces for the same query using LPM

semantic filtering are shown in Fig. 10b, It shows that a

number of the top ranked images were removed during the

LPM filtering stage. However, two database faces wearing

glasses were ranked higher.

4.2 Robustness analysis

The robustness of the FIR system with the LPM filtering

step was examined by varying the k threshold over [0, 1].

Figure 11a, b, c, and d show the effect of varying k on the

filtered database size, the number of relevant images in the

database Nq, l-rank and precision, respectively, for

d = 40. Each graph is plotted with error bars (standard

deviation).

There is an initial large drop in the size of the filtered

database for k = 0.9, then a steady linear decline in data-

base size until k = 0.1, Fig. 11a. Most of the relevant

images from the same person are present in the filtered

database, with two to three images from the same class

being filtered out by the LPM classifier, Fig. 11b.

The average mean rank and precision performance is

very stable of almost the entire k threshold range, as seen in

Table 4 LPM performance according to the four LPM practical

criteria on the pattern pool data where �1 ¼ �3 ¼ 0:3 and �2 ¼ 0:7

d hLPM PC1 PC2 PC3 PC4

Dtrain
d

20 60 0.8349 0.8327 0.8195 0.7065

40 100 0.8162 0.8203 0.8384 0.7440

DValidation
d

20 60 0.7670 0.7653 0.8052 0.6203

40 100 0.7711 0.7749 0.8260 0.7908

Dtest
d

20 60 0.6543 0.6492 0.7440 0.8533

40 100 0.6759 0.6911 0.8072 0.6818

Table 5 Face image retrieval performance with no filtering (k = 1.0)

Data No filtering

db size l-rank p

AR20 1379 0.0155 ± 0.0094 0.0981 ± 0.0866

AR40 1379 0.0163 ± 0.0134 0.0954 ± 0.0945

Table 6 Face image retrieval performance using semantic filtering

(k = 0.3)

Data Semantic filtering

Filtered db size l-rank p

AR20 593 ± 122 0.0263 ± 0.0313 0.0885 ± 0.0884

AR40 612 ± 116 0.0309 ± 0.0612 0.0908 ± 0.0940
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w−058, lambda: 1.000000, size−db: 1379,
 mu−rank: 0.034773, precision: 0.250000

(1) w−058, 0.503885 (2) w−058, 0.543502 (3) w−053, 0.548257 (4) w−052, 0.551929

(5) w−057, 0.572640 (6) w−043, 0.578809 (7) w−032, 0.580643 (8) w−052, 0.585011

(9) w−002, 0.586134 (10) w−002, 0.588625 (11) m−019, 0.589500 (12) w−058, 0.590645

(a) Top 12 images from un-filtered database.

w−058, lambda: 0.300000, size−db: 367,
 mu−rank: 1.000000, precision: 0.083333

(1) w−058, 0.543502 (2) w−053, 0.548257 (3) w−052, 0.551929 (4) w−043, 0.578809

(5) w−002, 0.588625 (6) m−019, 0.589500 (7) m−006, 0.593089 (8) w−003, 0.631688

(9) w−037, 0.653107 (10) w−009, 0.665632 (11) w−041, 0.667444 (12) w−059, 0.670120

(b) Top 12 images from filtered ( = 0 .3) database.

Fig. 10 Top 12 retrieved

images for ‘‘W-058’’ from

filtered and unfiltered image

database
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Fig. 11c and d. However, the standard deviation increases

as the threshold reduces and more database images are

filtered, producing more erratic results for any given query

image. Such that, the returned results for a query image are

unaffected by the filter stage, and in other cases, the return

images are quite different.

5 Conclusions

Our proposed face image retrieval (FIR) system performs

poorly according to the mean rank and precision metrics.

However, the l-rank only measures how well faces of the

same class (same person) have been ranked, whilst exam-

ining the images retrieved for the query images shows that

the retrieved images (which are of different people) do

indeed appear similar to the query face. There are no

apparent alternative metrics for measuring FIR perfor-

mance due to the subjective nature of similarity between

faces.

We found that our face feature localization system

performs sufficiently well to localize the face features for

the purpose of FIR. Also, the neural network-based LPM

was found to be very effective at removing semantically

irrelevant (by gender) images without reducing the FIR

performance significantly. Our initial expectation was that

the semantic filtering would not perform well as local face

features would not be sufficiently rich enough to capture

the difference between genders. However, the results

demonstrated this not to be the case.

Face image retrieval is a challenging task and has not

received sufficient attention. Technically, this problem is

closely linked to face recognition; however, they differ in

terms of query format. FIR system design depends on the
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format of query, which can be of a sample image, sketch,

or even verbal description. Further research on this topic

moves around system design with various query formats

and domain applications.
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