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Abstract Volatility forecasting is vital important in

finance to reduce risk and take better decisions. This paper

proposes a spline wavelet support vector machine

(SWSVM) to forecast the volatility of financial time series

based on generalized autoregressive conditional hetero-

scedasticity model. An admissible spline wavelet kernel is

constructed by incorporating the wavelet technique and

spline theory into support vector machine (SVM). Since

spline wavelet function can yield features that describe the

stock time series both at various locations and at varying

time granularities, the SWSVM gains the cluster feature of

volatility well. Compared with Gaussian kernel in the

standard SVM, the applicability and validity of spline

wavelet kernel in SWSVM are confirmed through com-

puter simulations and experiments on real-world stock

data.
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1 Introduction

Time series prediction is important and challenging task in

finance. Compared with traditional time series analysis with

emphasis on modeling the conditional first moment, Engle

[1] and Bollerslev [2] developed generalized autoregressive

conditional heteroscedasticity (GARCH) model to take the

dependency of the conditional second moments into

modeling consideration. Since this accommodates the

increasingly important demand to explain and to model risk

and uncertainty in financial time series, GARCH model has

been main tool for volatility forecasting [3–8]. To enhance

the forecasting performance of GARCH farther, Perez-Cruz

proposed GARCH-SVM model and proved that forecasting

volatility using support vector machine (SVM) is not only

feasible but also effective [9].

SVM have originally been used for classification pur-

poses but their principles can be extended easily to the task

of regression and time series prediction [10–12]. The pre-

diction performance of SVM is greatly dependent upon

kernel [13]. There are many kinds of existent support

vector kernels such as the Gaussian and polynomial kernels

used to map the data in input space to a high-dimensional

feature space in which the problem becomes linearly sep-

arable. Since wavelet function can describe stock time

series both at various locations and at varying time gran-

ularities [14–17], it should describe the cluster feature of

volatility well. One of the basic methods for constructing

wavelets involves the use of spline functions, which are

probably the simplest functions with small supports [18,

19]. Therefore, it is valuable for us to research the problem

of whether a desirable performance could be achieved if we

combine SVM with spline wavelet theory. In this paper, we

construct a novel spline wavelet kernel for SVM to forecast

volatility.
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The objective of this paper is to evaluate the perfor-

mance of spline wavelet kernel in spline wavelet support

vector machine (SWSVM) for volatility prediction

according to GARCH model by comparing it with the

Gaussian kernel in SVM. This paper is organized as fol-

lows: Sect. 2 provides a brief introduction to the multi-

resolution theory of wavelets. Section 3 describes how to

construct spline wavelet kernel and prove that it is

admissible support vector kernel. Section 4 discusses about

the experimental results on simulating and real data sets,

followed by conclusions in the last section.

2 Multi-resolution theory

Multi-resolution analysis is the decomposition of the

Hilbert space L2(R) to the nested sequence of closed sub-

spaces {Vj}j[Z, which satisfy the following relations [15]:

(1) � � � � V2 � V1 � V0 � V�1 � V�2 � � � �

(2) close
S

j2Z

Vj

( )

¼ L2 Rð Þ;
T

j2Z

Vj ¼ 0f g

(3) Vf [ L2(R) and 8j 2 Z; f xð Þ 2 Vj , f 2xð Þ 2 Vj�1

(4) Vf [ L2(R) and 8k 2 Z; f xð Þ 2 V0 , f x� kð Þ 2 V0

(5) Au [ V0 so that {u(x - k)}k[Z is the Riesz basis in

V0.

Dilatations and translations of scaling function u(x), the

{uj,k(x) = u(2-jx - k)}k[Z is the Riesz basis in Vj. Let us

denote by Wj the complement of the subspace Vj in the

space Vj-1, there is Vj-1 = Vj � Wj, j [ Z. Similarly, the

Riesz basis of Wj is {wj,k(x) = w(2-jx - k)}k[Z by dilata-

tions and translations of wavelet function w(x).

3 Spline wavelet kernel and SWSVM

Theorem 1: Let x [ R, the scaling function u(N)(x) is

B-spline of the order (N - 1) with the compact support

interval [0, N] and the integer division {xk = k, k [ Z}, the

recursion formula is valid [20]

uðNÞk ðxÞ ¼
x� k

N � 1
uðN�1Þ

k ðxÞ

þ k þ N � x

N � 1
uðN�1Þ

kþ1 ðxÞ; N ¼ 2; 3; . . .;

uð1Þk ðxÞ ¼ A½k;kþ1ÞðxÞ ¼
1; k� x\k þ 1

0; otherwise;

(
ð1Þ

where uk
(N)(x) = u(N)(x - k).

Theorem 2: Compactly supported spline wavelet

w(N)(x)can be expressed by the wavelet equation wðNÞðxÞ ¼
P

k dðkÞuðNÞð2x� kÞ; where scaling function is B-spline

u(N)(x) given in (1), and coefficients d(k) are equal to [19]

dðkÞ ¼ ð�1Þk

2N�1

XN

l¼0

N

l

 !

uð2NÞðk � lþ 1Þ;

k ¼ 0; . . .; 3� 2

ð2Þ

Theorem 3: Let w(N)(x) be a mother wavelet, let j and k

denote the dilation and translation, respectively. All

calculations are done on integer divisions, with the finest

resolution level division {xk = k, k = 0, …, 2m}. If s,

t [ RM, then dot-product wavelet kernels are:

Kðs; tÞ ¼
YM

i¼1

XJ

j¼1

XLj�N

k¼1�N

wðNÞ
j;k
ðsiÞwðNÞ

0

j;k
ðtiÞ; Lj ¼ 2m�j ð3Þ

Proof: Let x1, …, xl [ RM and a1, …, al [ R,

Xl

p;q

apaqKðxp; xqÞ

¼
Xl

p;q

apaq

YM

i¼1

XJ
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XLj�N

k¼1�N
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j;k

xp
ið ÞwðNÞ

0
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i Þ

¼
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p
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 !

�
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q
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0
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xq
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 !

¼
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p
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XJ

j¼1

XLj�N
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wðNÞ
j;k

xp
ið Þ

 !2

� 0

Hence, dot-product kernels satisfy Mercer’s condition.

Therefore, it is admissible support vector kernel.

It’s well known to all that the Gaussian kernel need to

compute a l by l kernel matrix, O(l2). The major difference

on complexity of spline wavelet kernel is on the con-

structing stage to gain Multi-resolution frame. Hence, if

there is the number h of frame elements describing the

frame-based kernel, the computational complexity can be

calculated by O(h2 9 l2).

4 Experiment analysis

Two simulated data sets are examined in the first series of

experiment. Each data set consists of 1,560 samples gen-

erated by a GARCH (1,1) model:

yt ¼ lþ rtet ð4Þ

r2
t ¼ xþ ay2

t�1 þ br2
t�1 ð5Þ

where yt is daily return and et is innovation, an uncorrelated

process with zero mean and unit variance. For the sake of

simplicity, the mean of a financial return series l is often
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neglected. In addition, the parameters x, a and b must

satisfy x [ 0, a, b C 0 to ensure that the conditional var-

iance rt
2 is positive. The experimental setup is as follows:

l = 0, x = 0.1, a = 0.4 and b = 0.5 and a disturbance

term et distributed first as Gaussian and then as a Student’s t

with four degrees of freedom (kurtosis = 4). This second

distribution tries to model the excess of kurtosis that

appears in real financial series. Every time series consists of

1,560 samples. They are referred to as Data-1 and Data-2.

The data examined in the experiment are composed of

the following daily indices: DAXINDX, FRCAC40,

FTSE100, JAPDOWA and SPCOMP. These stock market

indices Pt are then transformed into daily returns yt by 100

times their log differences:

yt ¼ 100 ln pt=pt�1ð Þ ð6Þ

All the index data encompass the period from 1 January

1992 to 31 December 1997. There are 1,560 observations for

each time series of daily return. Each whole data set is divided

into several overlapping training and testing sets according to

the walk-forward testing routine [21]. Each training and test

set is moved forward through the time series by 130

observations, in which there are a total of 520 observations

in the training set, 520 observations in the test set. The

optimal values of C, e and c in SVM with Gaussian kernel are

chosen based on fivefold cross validation. The same method

is also used in the SWSVM to choose C, e and the dilation j

separately. All parameters are shown in Table 1. The results

are collated and the best results are recorded as follow, which

are gained from the first sets (January 1992–January 1996).

The prediction performance is evaluated using the fol-

lowing statistical metrics: normalized mean squared error

(NMSE), normalized mean absolute error (NMAE) and the

hit rate (HR). These metrics are calculated as follows:

NMSE

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

t¼1
r̂2

t � y2
t

� �2 XN

t¼1
y2

t�1 � y2
t

� �
� XN

t¼1
y2

t�1 � y2
t

� �2
s

ð7Þ

NMAE ¼
XN

t¼1
r̂2

t � y2
t

�
�
�

�
�
�
.XN

t¼1
y2

t�1 � y2
t

�
�

�
� ð8Þ

HR ¼ 1

N

XN

t¼1

qt; qt ¼
1 :
0 :

�
r̂2

t � y2
t�1

� �
y2

t � y2
t�1

� �
� 0

else

ð9Þ

where N represents the total number of data points in the

test set. r̂2
t denotes the predicted conditional variance. ŷ

represents the predicted return. y denotes the actual return.

The NMSE relates the mean square error of the predicted

volatility r̂2
t by SVM to the mean square error of the naive

model r̂2
t ¼ y2

t�1: The NMAE is more robust against out-

liers in comparison with NMSE. They are the measures of

the deviation between the actual and predicted values. The

smaller the values of them, the closer are the predicted time

series values to the actual values. On the contrary, the

larger the value of HR as a measure of how often the model

gives the correct direction of change of volatility, the better

is the performance of prediction.

The smaller cross-validation error is the stronger gen-

eralization ability of model is. After we gained parameters

by cross-validation method to avoid over-fitting, we firstly

inspect the prediction result of training set, which is sup-

plement for prediction result of test set.

The results on the training set are listed in Table 2. It can

be observed that in all the daily indices, the smaller values of

NMSE are in the spline wavelet kernel. The smaller values of

NMAE are in spline wavelet kernel with the exclusion

of FTSE100 and JAPDOWA, too. As for HR, only in Data-1

and DAXINDX the larger values are in Gaussian kernel. A

paired-test [22] is performed to determine if there is signif-

icant difference between the two kernels based on the NMSE

of the training set. The calculated t-value indicates that spline

wavelet kernel outperforms Gaussian kernel with 5% sig-

nificance level for a one-tailed test.

The results on the test set in Table 3 provide a better

basis for a comparison of the two kernels where over-fitting

issues may be neglected. As expected, the results of the test

set are worse than those of the training set in terms of

Table 1 Parameters of model
Stock indices Gaussian kernel Spline wavelet kernel

C Epsilon Gamma C Epsilon j

Data-1 35.1344 0.000011 0.3038 17.5702 0.000081 2

Data-2 13.2920 0.000045 0.7825 23.3347 0.000059 3

DAXINDX 1.0451 0.012609 0.1589 1.7266 0.003512 3

FRCAC40 11.8356 0.003906 0.3526 1.4822 0.005975 2

FTSE100 6.4264 0.006807 0.6361 2.3901 0.010869 2

JAPDOWA 1.3561 0.012609 0.7324 10.6866 0.015511 2

SPCOMP 1.6044 0.009708 0.3717 3.3726 0.007431 1

Scope [2-20, 28] [2-24, 2-1] [2-20, 1] [2-20, 28] [2-24, 2-1] [1, 4]
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NMSE, NMAE and HR. But the similar conclusion can

still be achieved. The table illustrates that apart from Data-

1, the smaller values of NMSE are founded in spline

wavelet kernel. And the smaller values of NMAE are

founded in spline wavelet kernel except for DAXINDX and

FTSE100. The larger values of HR all occurred in spline

wavelet kernel. And a paired-test on the NMSE of the test

set also shows that spline wavelet kernel outperforms

Gaussian kernel with 5% significance level for a one-tailed

test.

The squared observations yt
2 and the predicted values of

r̂2
t from both two kernels for the test sets are illustrated in

Figs. 1 and 2, where only the FRCAC40 is drawn, since it

has well representative values of NMSE and NMAE in all

daily indices. In this investigation, all of the parameters are

seen in Table 1. It is clear that both Gaussian and spline

wavelet kernel are enough to grasp the features reflected by

the naive model. The predictions made by both kernels are

very similar according to Figs. 1 and 2, although, as we can

see in Table 3, performance of spline wavelet kernel is

better than that of Gaussian kernel.

All experiments are run on 1.6 MHz Intel processors

with 2 GB main memory under window XP professional.

Training time in CPU-seconds of SVM is 3.5688 while that

of WSVM is 3.1182e ? 003. WSVM is more slowly than

SVM because better prediction performance gained by

constructing wavelet kernel based on multi-scale theory is

at the cost of the time consuming.

5 Conclusion and discussion

An effective spline wavelet kernel which we combine

spline theory and wavelet method with SVM to construct

for volatility forecasting is presented in this paper. The

existence of spline wavelet kernel is proven firstly. And

then the forecasting performance is evaluated by using two

simulated data sets and five real daily indices. As demon-

strated in the experiment, spline wavelet kernel forecasts

significantly better than Gaussian kernel in all aspects. The

Table 2 Results on the training set

Stock indices Gaussian kernel Spline wavelet kernel

NMSE NMAE HR NMSE NMAE HR

Data-1 0.8844 0.9157 0.6683 0.8731 0.8606 0.6264

Data-2 0.8721 0.9682 0.5134 0.8216 0.9362 0.5832

DAXINDX 0.7649 0.8486 0.7073 0.7559 0.8390 0.7055

FRCAC40 0.7960 0.9574 0.6525 0.6955 0.7566 0.7228

FTSE100 0.6980 0.6738 0.7883 0.6587 0.7080 0.7893

JAPDOWA 0.8506 0.6556 0.6663 0.8189 0.8205 0.7217

SPCOMP 0.7683 0.9643 0.6457 0.7378 0.8546 0.6971

t-Value 3.3431 [ t0.05,6 = 1.9432

Table 3 Results on the test set

Stock indices Gaussian kernel Spline wavelet kernel

NMSE NMAE HR NMSE NMAE HR

Data-1 0.6033 0.6417 0.6444 0.6582 0.5952 0.7156

Data-2 0.9360 0.9136 0.4939 0.9035 0.8823 0.5231

DAXINDX 0.7484 0.7960 0.7502 0.7170 0.8117 0.7689

FRCAC40 0.7724 0.8745 0.6845 0.7058 0.8152 0.7065

FTSE100 0.8296 0.5361 0.7844 0.6893 0.7750 0.7908

JAPDOWA 0.8906 0.7148 0.6246 0.7932 0.6755 0.6948

SPCOMP 0.7780 0.9941 0.6688 0.7229 0.8321 0.6795

t-Value 2.2835 [ t0.05,6 = 1.9432

Fig. 1 Squared observations and forecasted volatility by Gaussian

kernel

Fig. 2 Squared observations and forecasted volatility by spline

wavelet kernel
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superior performance of spline wavelet kernel to the

Gaussian kernel mostly lies in that spline wavelet is a set of

bases that can approximate arbitrary functions. Future work

will involve a theoretic analysis of the multi-scale frame on

spline. More sophisticated spline wavelet kernel which can

closely follow the volatility cluster will be explored for

further improving the performance of SWSVM in volatility

forecast.
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