
Soft Computing (2024) 28:6657–6670
https://doi.org/10.1007/s00500-023-09533-7

APPL ICAT ION OF SOFT COMPUTING

A novel enhancement-based rapid kernel-induced intuitionistic fuzzy
c-means clustering for brain tumor image

K. G. Lavanya1 · P. Dhanalakshmi1 ·M. Nandhini1

Accepted: 29 November 2023 / Published online: 28 December 2023
© The Author(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2023

Abstract
Soft clustering techniques are extensively used for segmenting medical images, and in particular, fuzzy c-means (FCM)
clustering is employed to cluster the distinctive regions of the medical image. Specifically, a special attention is needed for the
segmentation of brain tumor MR images, since it has more uncertainties. To cope with this impreciseness, intuitionistic fuzzy
c-means (IFCM) clustering is utilized which improves the accuracy in segmentation. In this framework, a new approach of
clustering brain tumor MR image is proposed to segment brain tumor image. Initially, a novel intuitionistic fuzzy generator
(IFG) is derived and the input image is enhanced using it to remove uncertainties. Then, kernel distance-based intuitionistic
fuzzy c-means clustering is executed for gray-level histogram of the morphologically reconstructed intuitionistic fuzzy image
(IFI). Finally, extensive experiment is conducted for the proposed method and other state-of-the-art methods in clustering to
show the efficacy of the proposed method.

Keywords Brain tumor segmentation · Intuitionistic fuzzy set · Morphological reconstruction · Hesitation degree · Kernel
function

1 Introduction

Atumor is awidespreaddisease that canoriginate in anybody
organ due to abnormal growth of cells without control that
exceeds their usual boundaries to infect adjacent body parts
and spread to other tissues. Mostly, tumors are of two types:
primary tumor which is caused in the anatomical location
where the development of the tumor starts, and secondary
tumor in which the primary tumor goes to metastasize stage
that spreads to other parts (Anaya-Isaza and Mera-Jimenez
2022). Predominantly, brain tumor constitutes about 85%
among all central nervous system tumor, and of all brain
tumors 29%aremalignant. In particular, glioblastoma caused
by glial cells in the brain is a prevalent primary malignant
tumor that reports about 49.1% among all malignant tumors.
Meanwhile, the patients experiencing malignant tumor has
survival rate of only 35.6% [2]. Therefore, the correct diag-
nosis of the tumor at the earlier period aids in better curing,
and thus, the survival rate will be increased. In general, mag-
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netic resonance (MR) imaging is utilized to study the textures
and the location of the brain tumor as it provides a better
comprehension of the brain structures. However, sometimes
MR imaging renders poor image quality due to exogenous
factors, such as eddy current effect, radio frequency chaos,
partial volume effect, and bias field (Bhalerao et al. 2022).
Thus, correctly identifying the tumor’s regions and edges in
the brain MR image without loss of information must be
handled correctly using the appropriate technique.

The resolution for the above-discussed challenge is pro-
vided by segmenting the regions of the brain into different
substantive parts. Accordingly, the segmentation process can
be executed by implementing different techniques, such as
the graph-cut method (Zheng et al. 2018), level set method
(Zhou et al. 2017; Khadidos et al. 2017), region-growing
method (Zhang et al. 2015), and clustering method (Hrosik
et al. 2019; Huang et al. 2019). Among them, the clustering
algorithm classifies the regions possessing similar properties
in one cluster based on the similarity measure and intrin-
sic properties, so that structural information is revealed with
the corresponding pixel. In the literature, several clustering
algorithms are available that can be broadly classified into
hard clustering and soft clustering techniques. Particularly,
k-means clustering is one of the hard clustering method, in
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which the pixel belongs to one cluster at a time and it is
useful in segmenting the regions with those clusters (Sahoo
and Parida 2020, 2021).Whereas, FCMproposed by Bezdek
et al. (1984) is a soft clustering technique that uses Zadeh’s
fuzzy set (FS) theory (Zadeh 1965), such that the pixel can
belong to more than one cluster at a time and varies in the
degree of membership. Moreover, FCM is centroid-based
clustering, such that degrees of membership for pixel vary
inversely according to the distance of that pixel from the
cluster center. Consequently, as medical images suffer from
insufficient crispness and inadequate knowledge,which leads
to vagueness, many researchers across the world proposed
variants of the FCM technique to deal better with medi-
cal images (Sahoo et al. 2023; Pei et al. 2017). Besides,
some researchers faced an issue in FCM-based clustering
algorithms due to the fact that hesitation arises during the
allocation of membership functions. For this reason, IFCM
is developed by many investigators based on an intuitionistic
fuzzy set (IFS) generalized by Atanassov (1986), which con-
sidersmembership, non-membership, andhesitation degrees,
and thus, the clustering result of imprecise data is improved.
In this accordance, modification in the IFCM clustering
method is executed by Aruna Kumar and Harish (2018) by
implementing Bustince’s IFG, and the Hausdorff distance
metric is taken into account for calculating the distance of
the pixel from the cluster center. Comparably, intuitionistic
fuzzy distance is used by Hanuman et al. to incorporate the
hesitation degree, which handles the pixels on the boundary
of the cluster (Verma et al. 2019).

The non-linear and complex structures in the medical
images can be managed efficiently using the kernel dis-
tancemetric that projects data into higher dimensional,which
aids the clusters to become linearly separable. This action
reduces the sensitivity to noise and outliers, which eventually
increases the accuracy of the clustering result. In thismanner,
many FCM and IFCM clustering algorithms infused kernel
distance metrics to free it from the initialization of centroids
(Zang et al. 2019). In 2011, Kannan et al. used a hypertan-
gent kernel in FCM clustering to segment the breast medical
image with solid clusters (Kannan et al. 2011). Similarly,
many variations in the FCM clustering technique based on
the kernel are proposed in the literature. Then, the IFCM
clustering method with radial basis, Gaussian, and hypertan-
gent kernel was executed by Chaira and Panwar (2014). The
experiment was done on the medical images and showed that
the usage of hypertangent kernel gives a better clustering out-
come. In the same manner, Xiangxiao et al. (2019) proposed
image segmentation using the Gaussian kernel-based IFCM
clustering method in which hesitation degree is formulated
and used in the objective function. Further, Dhirendra Kumar
et al. tested a new clustering approach using kernel distance
and IFS in fuzzy entropy clustering (Kumar et al. 2020). The

experiment for this algorithm is carried out for synthetic and
real datasets to evaluate performance.

Even though all the above-reviewed clustering algorithms
improve the segmentation accuracy, three remarkable prob-
lems exist for clustering brain MR tumor images. The first
issue is that time consumption for segmenting the structures
of the MR image is considerably high. The second issue is
the loss of information and spatial inhomogeneity in MR
brain images. The last problem is that every IFG used to
generate IFS cannot be used for the clustering algorithm.
Therefore, to address the first problem, knowledge about the
spatial neighborhood of the image is implemented in the clus-
tering algorithm. In this accordance, Szilagyi et al. proposed
an enhanced FCM technique which considers the histogram
of the image for clustering the image (Szilagyi et al. 2003).
Since the gray levels of the image are very low compared to
the total pixel, the computational time is much reduced using
this algorithm.Also, some notable clustering algorithmswith
a similar pattern exist in the research area. To tackle the sec-
ond problem, the image is enhanced before entering into
the clustering technique. Related to this, the intuitionistic
fuzzy-based enhancement technique is employed for con-
trast intensification and to gain knowledge about the image
(Premalatha and Dhanalakshmi 2022). Finally, the last prob-
lem can be rectified by deriving the IFG that appropriately
suits for the clustering of the considered image. In this aspect,
Chaira (2021) proposed an IFCMclusteringwith a novel IFG
for identifying abnormal parts in mammogram images. The
experiment shows that the misclassification error is reduced
abruptly. Therefore, while summarizing, on the whole, a
good clustering algorithm for segmenting MR brain tumor
images must possess the following prerequisites; eradica-
tion of unusual noise, increased precision in clustering, quick
convergence, independence of structures, reduction in ambi-
guities, and low computational cost.

In view of the above investigations, this paper emanates a
segmenting approach for brain tumor MR images. Initially,
a novel IFG is generated using an increasing function that
helps to enhance the input image through IFS and establish
it free from artifacts. Thus, this enables to understand the
feature of the images clearly and paves the way for further
clustering process. To understand this better, a sample image
is taken and the transformation to IFI is shown in Fig. 1.
Then, in the clustering procedure, morphological reconstruc-
tion is performed to smoothen the exceeding associated
pixels and preserve the contour details. The next stage is
to compute the gray-level histogram of the image and then
proceed with the clustering algorithm to reduce the time
consumption. Finally, kernel-based IFCM clustering for the
histogram of the morphologically reconstructed image is
implemented with Gaussian kernel and the derived novel
IFG to cluster the complex structures without hesitation in
less time consumption. To show the efficacy of the proposed
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Fig. 1 Transformation of crisp image into IFI

method over other methods, a comprehensive experiment is
conducted with a brain MR image for the proposed method
and four other state-of-the-art methods.
Themain contribution of the proposedmethod is as follows:-

1. A novel IFG is derived that is not confined to particular
range of values and helps to eradicate the uncertainties
and ambiguities existing in the input image.

2. To suppress the hesitation arising in the clustering of the
MR image, hesitation degree obtained using the formu-
lated IFG is used in the objective function of the proposed
clustering method.

3. The optimization problem is formulated with less time
consumption andmore accuracy in clusteringMR images
based on Gaussian kernel-induced IFCM clustering for a
gray-level histogram of the image.

4. The proposed framework is independent of the structure,
dimension, and location of the brain tumor.

The remaining component of the paper is organized into
five sections: In Sect. 2, the preliminaries required for the
proposed method are given. Section3 presents a detailed
description of the methodology to execute the clustering
algorithm. Next, the experimental analysis is explained in
Sect. 4, and the computed results are demonstrated and dis-
cussed in Sect. 5. Finally, the conclusion and future scope
are stated in Sect. 6.

2 Preliminaries

The related definitions and concepts used in this paper are
delineated in this section. Also, the explanation of notations
handled in this work is described.

2.1 Atanassov’s intuitionistic fuzzy set

In general, FSs interpret the uncertainty present in the data
only through themembership degree. However, the degree of
non-membership can only sometimes complement the mem-
bership degree for real-time situations. Also, imprecision
arises when assigning themembership function as the human
idea has some hesitance in choosing the membership defini-
tion. Therefore, the generalization of the FS called an IFS
that takes both the membership and non-membership degree
into account is evolved.

Definition 1 AnIFS I for afinite set P = {p1, p2, p3, . . . , pn}
is mathematically represented as

I = {(p, μI (p), νI (p))|p ∈ P}, (1)

where the functions μI (p) : P → [0, 1] and νI (p) : P →
[0, 1] allocates the membership and non-membership values
of each element p ∈ P corresponding to I with the condition

0 ≤ μI (p) + νI (p) ≤ 1.

The hesitation degree or intuitionistic fuzzy index 0 ≤
πI (p) ≤ 1 is defined due to the incognizance in determin-
ing the membership function. Thus, the IFS with hesitation
degree is mathematically represented as

I = {(p, μI (p), νI (p), πI (p))|p ∈ P}. (2)

And, if all three degrees are considered together, it upholds
the following condition:

0 ≤ μI (p) + νI (p) + πI (p) ≤ 1.
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2.2 Intuitionistic fuzzy generator

Definition 2 A function ξ : [0, 1] → [0, 1] is called as IFG
if Bustince et al. (2000)

ξ(p) ≤ 1 − p ∀p ∈ [0, 1] (3)

with ξ(0) ≤ 1 and ξ(1) = 0.

The IFG is utilized to generate IFS from FS. Actually, the
IFS can be obtained from the fuzzy complement (FC), but
every FCs are not IFGs. To exemplify this, Yager’s fuzzy
complement function is considered

ζ(μ(p)) = [1 − μ(p)γ ] 1
γ ,

where γ is a constant. Here, for γ > 1, we obtain, ζ(μ(p)) >

1 − μ(p), and thus, the hesitation degree π(p) < 0. From
the above condition, it is not an IFS at γ > 1.

2.3 Morphological reconstruction

Mathematical morphology is a subdivision of a non-linear
image processing technique that involves extracting and ana-
lyzing the geometric structures and textureswithin the image.
In this process, the shape and size of the structuring element
play a vital role in examining the image. Erosion and dila-
tion are the two essential morphological operations denoted
by εS(g) and δS(g), respectively, where g is a grayscale
image with structuring element S. The morphological open-
ing αS(g) of an image is the erosion followed by dilation
of the image and vice versa for the morphological closing
φS(g).

Morphological reconstruction is the potential process in
mathematical morphology (Lei et al. 2019). It can be exe-
cuted using geodesic transformationwith a restricted number
of iterations. Furthermore, two inputs are taken for the pro-
cess in the geodesic transformation. One among them is the
mask image g (original image), and the other is marker image
f, which is acquired from the mask image. For the geodesic
or conditional dilation to take place, g ≥ f and one-time
geodesic dilation is given as δ

(1)
g (f) = δ(1)(f) ∧ g, where ‘∧’

denotes point-wise minimum. Then, the n-times geodesic
dilation is given as δ

(n)
g (f) = δ

(1)
g [δ(n−1)

g (f)] with δ
(0)
g = f.

Thus, the reconstruction by dilation or inf-reconstruction is
represented below

MRδ
g(f) = δ(i)

g (f), (4)

Here, geodesic dilation is iterated i-times until the stability is
attained [i.e., δ(i)

g (f) = δ
(i+1)
g (f)]. By duality, for the geodesic

or conditional erosion to take place, f ≥ g and one-time
geodesic erosion is given as ε

(1)
g (f) = ε(1)(f)∨g, where ‘∨’is

point-wise maximum. Then, the n-times geodesic erosion is
given as ε

(n)
g (f) = ε

(1)
g [ε(n−1)

g (f)] with ε
(0)
g = f. Thus, the

reconstruction by erosion or sup-reconstruction is denoted
as

MRε
g(f) = ε(i)

g (f). (5)

Here, geodesic erosion is iterated i-times until it attains stabil-
ity [i.e., ε(i)

g (f) = ε
(i+1)
g (f)]. Based on this, some operations

on reconstruction, such as morphological closing or opening
by reconstruction, are done. Here, in this work, closing by
reconstruction is considered as it levels up the edges of the
image and is defined as the reconstruction of marker image
f from the dilation of f with size n, and it is given as

φ
(n)
MR(f) = MRε

f [δ(n)(f)]. (6)

The selection of shape and size of structuring element ismore
important as morphological reconstruction depends upon the
scale of structuring element.

2.4 Kernel distance

Aronszajn first establishes the concept of implementing non-
linear mapping using the kernel space (Aronszajn 1950).
Using kernel, the non-linear data points are mapped to higher
dimensional feature space and become linearly separable.
Also, in this accordance, the soft clustering algorithm is
mainly subjected to the distance metric used. Therefore, uti-
lizing the kernel distance metric to compute the distance
between the pixel and the center of the cluster yields good
segmentation results with less time consumption. On that
account, many authors proposed kernel-induced fuzzy clus-
tering algorithms in the literature.

Let pi and p j be the two data points considered for non-
linear transform η to map into high-dimensional space, and
then, the kernel-induced distance can be represented using
inner product space as

‖η(pi ) − η(p j )‖2 = 〈η(pi ) − η(p j ), η(pi ) − η(p j )〉
= 〈η(pi ), η(p j )〉 + 〈η(p j ), η(p j )〉

−2〈η(pi ), η(p j )〉. (7)

In this work, the Gaussian kernel function G(pi , p j ) =
exp

(−‖pi−p j‖2
σ 2

)
is used and it can be expressed as

G(pi , p j ) = 〈η(pi ) − η(p j )〉. (8)

Thus, applying Eq. (8) in Eq. (7), the kernel function is
derived as

‖η(pi ) − η(p j )‖2 = G(pi , pi ) + G(p j , p j ) − 2G(pi , pj).

(9)

123



A novel enhancement-based rapid kernel-induced... 6661

For Gaussian kernel, we have, G(p, p) = 1. Therefore,
Eq. (9) becomes as

‖η(pi ) − η(p j )‖2 = 2 − 2G(pi , p j ). (10)

Similarly, different kernel functions can be induced in the
distance metric. Here, the Gaussian kernel is chosen as it is
more suitable for clustering.

3 Methodology

The entire proposed framework is delineated in this sec-
tion. It is divided into two parts: the first part demonstrates
the development of novel IFG employed to enhance the
brain MR image, and the second part describes the proposed
rapid kernel-induced intuitionistic fuzzy c-means clustering
(RKIFCM) for the segmentation of brain MR image. The
schematic representation of the proposed brain tumor seg-
mentation algorithm is given in Fig. 2.

3.1 Development of intuitionistic fuzzy generator

The enhancement procedure takes a principal role in pro-
cessing brain MR images. Besides, choosing the correct
enhancement process is essential to proceed further with the
segmentation process. An inordinate contrast enhancement
effect leads to the erroneous recognition of noise pixels as
cancer cells. Therefore, a novel IFG is developed to overcome
the noise and emphasize the minuscule details
in brainMR images. The development of an IFG is discussed,
and for this purpose, consider an increasing function as given
below

f (p) = 1

γ
log[1 + peγ ], (11)

where γ is a constant. In Eq. (11), f (0) = 1
γ
log[1] = 0. It is

known that if f is a continuous and increasing function with
f (0) = 0, then there exists a function ζ : [0, 1] → [0, 1],
such that ζ(p) = f −1[ f (1) − f (p)] if and only if ζ is an
involutive fuzzy complement. Now, take the function

ζ(p) = f −1[ f (1) − f (p)] (12)

with an inverse function given as, g−1(q) = eγ q−1
eγ . There-

fore, on substituting the values for Eq. (12), it becomes as

ζ(p) = f −1
[
1

γ
log(1 + eγ ) − 1

γ
log(1 + peγ )

]

= f −1
[
1

γ
log

(
1 + eγ

1 + peγ

)]
. (13)

On solving Eq. (13), we obtain

ζ(p) = 1 − p

1 + peγ
. (14)

In connection with membership function μ(p), the non-
membership function is given as

ζ(μ(p)) = ξ(μ(p)) = 1 − μ(p)

1 + μ(p)eγ
, (15)

where γ is a constant parameter, and for any value of γ , the
condition given in Eq. (3) is satisfied. Thus, the steps to build
the novel IFG are elucidated. Further, this IFG is employed
to enhance the brain MR image. The process involved in
enhancement is demonstrated below.

Consider a source brain MR imageR of dimension I × J
with L level of grayness. Then, the gray image is modified
into a fuzzy image (FI), and the membership function for
the fuzzy image (Palanisami et al. 2022) is determined using
normalization which is given as

μFI(Ri j ) = Ri j − Rmin

Rmax − Rmin
, (16)

where Ri j (ranges between [0,L-1] value) is the intensity
of the image R at (i, j)th location. Also, Rmin and Rmax

denotes the minimum and maximum intensity of the image
R.

Depending upon the obtained membership value of FI,
the IFI of the medical image is evolved. This enhancement
process has proceeded subject to the entropy-based enhance-
ment. For this purpose, the derived IFG (15) is selected to
obtain the membership and non-membership value of IFI.
The membership function of IFI is derived below

μIFI(Ri j ; γ ) = 1 − 1 − μFI(Ri j )

1 + eγ (μFI(Ri j ))

= (eγ + 1)μFI(Ri j )

1 + eγ (μFI(Ri j ))
. (17)

The non-membership function is obtained using the negation
function given as in Eq. (14) and γ is changed as γ + 1
to obtain the better result. The non-membership function is
given as below

νIFI(Ri j ; γ ) = 1 − μIFI(Ri j ; γ )

1 + eγ+1(μIFI(Ri j ; γ ))

=
1 − (eγ +1)μFI(Ri j )

1+eγ (μFI(Ri j ))

1 + (eγ + 1)
[

(eγ +1)μFI(Ri j )

1+eγ (μFI(Ri j ))

]

= 1 − μFI(Ri j )

1 + (eγ + eγ+1 + e2γ+1)μFI(Ri j )
. (18)
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Fig. 2 Schematic representation of the proposed segmentation algorithm

Then, the hesitation function is defined as follows:

πIFI(Ri j ; γ ) = 1 − μIFI(Ri j ; γ ) − νIFI(Ri j ; γ ). (19)

Here, the value of γ is not fixed for every image and for
each value of γ different IFI is obtained. Hence, finding the
optimum value of γ for each image is necessary. This is
done using the intuitionistic fuzzy entropy (IFE) introduced
by Vlachos and Sergiadis (2007) which is represented as

ENIFI = 1

I × J

I−1∑
i=0

J−1∑
j=0

× 2μIFI(Ri j ; γ )νIFI(Ri j ; γ ) + π2
IFI(Ri j ; γ )

μ2
IFI(Ri j ; γ ) + ν2IFI(Ri j ; γ ) + π2

IFI(Ri j ; γ )
.

(20)

The highest value of entropy yields the optimized value of
γ . Using this optimal value, the membership degree of IFI is
computed. Thus, the IFI is represented as follows:

RIFI = {Ri j , μIFI(Ri j ; γ ), νIFI(Ri j ; γ ), πIFI(Ri j ; γ )

×|Ri j ∈ {0, 1, . . . , L − 1}}. (21)

Consequently, each crisp source image is transformed into
IFI which eradicates the uncertainties in the brain MR
image. Also, it eliminates the ambiguities among the textural
changes, and this IFI is further carried out for the clustering
process.

3.2 Proposed rapid kernel-induced intuitionistic
fuzzy c-means clustering for brain MR
segmentation

An innovative clustering algorithm is designed to segment
brain MR images. At first, morphological reconstruction is
carried out for the IFI to avoid the misclassification of the
clustering image. Also, the contours and the details are well
preserved. Then, the gray-level histogram is computed for the
reconstructed image, and the clustering process is executed
to gain the advantage of local spatial information. Moreover,
the elimination of uncertainties existing while clustering the
image is fixed using the hesitancy degree obtained from the
developed IFGgiven inSect. 3.1. Finally, the incorporation of
kernel distance in the objective function is done to deal with
the complex structures and analyze the distribution of the
outliers. Using this clusteringmethod improves the precision
of clustering and reduces the computational complexity with
less time consumption.

The objective function of the proposed RKIFCM is
divided into two parts. In the first part, the clustering is
executed on the gray-level histogram obtained after morpho-
logical reconstruction. In addition, the distance between the
cluster center and the pixel is calculated using the kernel-
based Euclidean distance derived in Sect. 2.4. The first part
of the objective function with c number of clusters and m
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degree of fuzzifier is represented as

Jo1 =
q∑

l=1

c∑
k=1

βlu
m
kl ‖η(χl) − η(vk)‖2 , (22)

where χ is the morphologically reconstructed image that is
obtained using closing by reconstruction of the IFI image
[i.e., χ = φMR(RIFI)] and χl is the gray-level value of χ .
Further,

∑q
l=1 βl = N , such that βl is histogram of χ and q

represents the count of gray level inχ and it is smaller than the
total N number of pixels. Moreover, ukl is the membership
of lth gray value concerning kth cluster and vk denotes the
cluster center. By substituting the Gaussian kernel distance
given in Eq. (10) to the objective function defined in Eq. (22),
it is transformed as

Jo1 = 2
q∑

l=1

c∑
k=1

βlu
m
kl(1 − G(χl , vk)). (23)

Now, the second part of the objective function presents the
intuitionistic fuzzy term to get rid of the uncertainties exist-
ing in segmenting the brainMR image. The hesitation occurs
when determining whether the considered pixel belongs to
the edge or the tumor region. For this reason, the intuition-
istic fuzzy in terms of hesitation is considered, and it can be
represented as

Jo2 =
c∑

k=1

π∗
k e

1−π∗
k , (24)

where π∗
k = 1

Q

∑q
l=1 πkl , such that πkl is defined using the

IFG derived in Sect. 3.1 and given as

πkl = 1 − (eγ + 1)ukl
1 + eλukl

− 1 − ukl
1 + (eλ + eλ+1 + e2λ+1)ukl

,

(25)

where λ is a constant parameter. Therefore, the objective
function for the proposed RKIFCM algorithm is represented
as follows:

min Jo =2
q∑

l=1

c∑
k=1

βlu
∗m
kl (1 − G(χl , vk)) +

c∑
k=1

π∗
k e

1−π∗
k

subject to
c∑

k=1

ukl = 1, 1 ≤ l ≤ q.

(26)

The solution for this optimization problem of minimization
type is solved using the Lagrange conditional extremumwith
an undetermined multiplier. Thus, the value of the member-

ship ukl and the cluster center vk is computed as follows:

ukl = (1 − G(χl , vk))
−1
m−1

∑c
j=1(1 − G(χl , v j ))

−1
m−1

(27)

v∗
k =

∑q
l=1 βlu∗

klG(χl , vk)χl∑q
l=1 βlu∗

klG(χl , vk)
, (28)

where u∗
kl = ukl + πkl . Now, using the above equations, the

objective value is updated at each iteration. Implementing
the value of the cluster center vk , the membership valueU =
{u∗

kl}c×N for the N th pixel concerning kth cluster is obtained
which turns as the input for next iteration. This process is
continued in iteration untilmaxk,l |u∗(x+1)

kl −u∗(x)

kl | < τ , where
τ is the user-definedminimal error. The summarization of the
proposed clustering algorithm is given in Algorithm 1.

4 Experimental analysis

The description of the experimental analysis that is carried
out to validate the extensive performance of the proposed
method is given in this section. The considered database,
software, state-of-the-art methods, and clustering evaluation
metrics for the experiment are described in detail.

4.1 Experimental setup

The proposed algorithm is designed to segment the brain
tumor MR image without uncertainties in less time. There-
fore, for the analysis of the proposed segmentation method,
the source images are taken from the BraTs dataset (Bakas
et al. 2017). This dataset consists of registered and skull-
stripped multimodal brain MR images for glioblastoma type
of brain tumor. Each image in this dataset consists of 155
slices with 240 × 240 dimension, and for the experiment,
one slice with good visual quality is selected. The algorithm
is executed for T1c MR modality in which dark regions rep-
resent the cerebrospinal fluid, and the light regions represent
the white matter present in the brain. In this connection, the
experiment is carried out using Matlab 2019a software for
all images, and the segmentation result for ten images
is presented (see Fig. 3).

4.2 Comparingmethods

The validation of the proposed segmentation method alone
does not prove the efficiency of the proposed algorithm in
clustering the brain tumor images. Thereby, other state-of-
the-art methods are used to compare the results obtained.
In this connection, most related four kernel-based fuzzy
clustering methods are considered for evaluation. The first
clustering method is proposed by Kannan et al., based on
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Algorithm 1 Flow of proposed RKIFCM algorithm
Require: The IFI (RIFI), number of cluster center (c), degree of fuzzi-
fier (m), structuring element (S), minimal error (τ ), Gaussian kernel
parameter (σ ), clustering hesitation parameter (λ).

step 1: Compute morphological reconstruction χ using closing
by reconstruction.

step 2: Evaluate the histogram βl for χ .
step 3: Randomly initialize the membership matrix u(0)

kl .
step 4: x ← 1
step 5: repeat
step 6: Obtain the clustering center v

(x)
k using the the formula

(28).
step 7: Update the fuzzy membership matrix u(x)

kl using the for-
mula (27) and the objective function given in Eq. (26).

step 8: Compute the new membership matrix for the total dimen-
sion of the IFI.

step 9: x ← x + 1
step 10: until maxk,l |u∗(x+1)

kl − u∗(x)

kl | < τ .
step 11: return the cluster center vk , membership matrix U =

{ukl }c×N and the number of iterations.

robust kernel distance in FCM (KFCHF) (Kannan et al.
2011), then two kernel-based IFCM clustering method is
taken: one is proposed by Chaira et al. (KIFCM-I) (Chaira
and Panwar 2014) the other one is proposed by Lei et al.,
(KIFCM-II) (Xiangxiao et al. 2019), and the final comparing
method is based on intuitionistic fuzzy and kernel distance
in fuzzy entropy clustering (KIFECM) method proposed by
Kumar et al. (2020). A detailed review of all these four meth-
ods is given in Sect. 1.

4.3 Parameter selection

Thevalues of the parameters involved in the proposedmethod
greatly impact the clustering results. This is because the opti-
mization problem is subjected to the considered parameters
and influences the clustering accuracy. Owing to this, the
selection of value for the parameters in the proposed method
is studied. This work includes two parameters to be analyzed;
σ value in the Gaussian kernel and λ value in the hesitation
part of clustering. To find the ideal value of the parameters,
one parametric value is kept constant, and the other is var-
ied. Thus, the optimal value for σ and λ is obtained based on
the accuracy of clustering results. After analyzing the dataset
taken, the σ value ranges between [0.2 0.7] and the λ value
ranges between [0.001 0.1]. Similarly, the comparativemeth-
ods have some parameters to be analyzed, and the values of
those parameters are taken from the respective considered
methods.

Further, the input values are taken the same for every com-
paring method and the proposed method. Since the dataset
has four regions to be clustered, the cluster center c is con-
sidered 4. The fuzzifier m and stopping criterion τ are taken
as 2 and 0.0001, respectively.

4.4 Evaluationmetrics

The standard four cluster validation metrics are utilized to
validate the numerical effectiveness of results produced by
the proposed method and other comparing methods. The sta-
tistical formula for each objective metric and the function are
given below.

1. Fuzzy performance index (FPI):Dave derived a cluster
validity index to enquire about the correctness of the par-
tition of the cluster and its compactness. It is expressed
as follows (Ryoo et al. 2020):

EMFPI = 1 − c

c − 1
(1 − PC), (29)

where c is the number of the cluster center and PC =
1
N

∑N
l=1

∑c
k=1(Ukl)

2 is partition coefficient, such thatU
is the fuzzy membership partition matrix of the whole
image and N is the total number of pixels. The analyz-
ing criterion for FPI is the highest value implies the best
clustering result.

2. Modified partition entropy (MPE): The overlap and
the cluster intersection lead to the misclassification of
the regions, so it is necessary to measure the degree of
superimposition is measured usingMPE. Bezdek formu-
lated it as

EMMPE = N · PE
N − c

, (30)

where PE = − 1
N

∑N
l=1

∑c
k=1[Ukllog2(Ukl)

2] is the par-
tition entropy. The criterion for MPE is given, such that
the lowest value represents a better clustering outcome.

3. Xie–Beni index (XBI):Acluster validation indexdevised
by Xie and Beni constitutes for the analysis of interclus-
ter disjunction and compactness in the intracluster of the
image (Lin 2013). It can be indicated as

EMXBI =

N∑
l=1

c∑
k=1

U 2
kld

2(pl , vk)

N (min
k �=t

d2(vk, vt ))
, (31)

where pl is the value of pixels and vk is cluster center.
The smaller value of this index denotes the better result.

4. Fukuyama–Sugeno index (FSI): The representation of
the fuzziness in the data with cluster center and also the
fuzziness in the cluster center and themean of centroids is
portrayed using FSI. Fukuyama and Sugeno represented
it as Kumar et al. (2019)

EMFSI =
N∑
l=1

c∑
k=1

Ukl(‖pi − vk‖2 − ‖vk − v̄‖2), (32)
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Fig. 3 Input images for taken
from BraTs dataset

where v̄ = ∑c
k=1

vk
c . The amount of fuzziness must be

less, so the lowest value of FSI denotes the good cluster-
ing outcome.

5 Experimental results

The results of the above-mentioned analysis with the con-
sidered set of dataset in matlab for the proposed method and
the comparative methods by correct selection of parameter is
evaluated and detailed overview is presented this section. In
this context, both the subjective and objective investigation
is accomplished.

5.1 Subjective investigation

The visual interpretation of the clustering result is examined
in the subjective investigation according to human knowl-
edge. In this paper, the input brain MR T1c image must
be clustered into four parts, and also, the proper shape and
boundaries of the tumor should be clustered appropriately.
The final segmented resultant of the ten input images for
every comparative method and the proposed method is dis-
played in Fig. 4. Additionally, some regions of the clustered
images are marked in red for the astute inspection of the clus-
tered outcome; also, themarked area is zoomed in and placed
up in the image for observation.

From the observation of every results for image 1 and
image 5, the misclassification between different areas of the
brainMRimage is noted for theKFCHFclustering algorithm.
Likewise, the result produced by KIFCM-I and KIFCM-II
methods has impreciseness in the boundaries and contours
of the tumor part and also, and that can be seen clearly in
the marked regions. Further, the tumor areas are clustered
correctly using the KIFECM algorithm but fail to classify the
internal regions correctly. Besides, in the proposed method,
both tumor and other regions are clustered accurately.

From the segmented results of image 2, image 4, and
image 9, it is noted that the classification error and incorrect
tumor identification are observed for KFCHF and KIFCM-
I clustering method. Meanwhile, noise is detected in the
KIFCM-II clustering result. Although the KIFECM algo-
rithm produces a better clustering outcome, the image seems
to be blurred. In contrast, the proposed method provides
effective segmentation results with sharp regions.

For image 3 and image 6, the results of KFCHF and
KIFCM-I clustering algorithms havewrongly recognized the
extra other regions as the tumor part. In the KIFCM-II out-
come, the patches or
holes are observed in the regions marked on the image. Simi-
larly, the normal brain tissues are not clustered appropriately
for the result of the KIFECM method. However, the tumor
and other parts are segmented precisely in the outcome of the
proposed method.

From the outcomes of image 7, image 8 and image 10,
it is witnessed that the KFCHF, KIFCM-I, and KIFCM-II
clustering algorithms are very sensitive to detect the size and
shape of the tumor, and it experiencesmore ambiguity.Mean-
while, the clustering result of the KIFECM method leads to
the obscured classification of the internal parts in the brain
MR image and has some outliers. In contrast, the proposed
method eradicates noise and produces distinct regions with
perfect shapes.

5.2 Objective investigation

The objective examination is inevitable, because the sub-
jective analysis alone cannot reveal the performance of the
clustering algorithms. Wherefore, the values of the consid-
ered benchmark clustering metrics are calculated, compu-
tational complexity and the running time are accounted for,
and the number of iterations is estimated for every algorithm.
In this accordance, the obtained values of the objective met-
rics, namely, FPI, MPE, XBI, and FSI for all ten input brain
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Fig. 4 Subjective results of
various clustering methods
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Table 1 Evaluation metric
values for clustering results of
comparative and the proposed
method on ten input images

Metrics Images KFCHF KIFCM-I KIFCM-II KIFECM Proposed method

FPI 1 0.8176 0.9142 0.9347 0.9685 0.9781

2 0.8557 0.9057 0.9293 0.9542 0.9901

3 0.8383 0.8779 0.8792 0.9125 0.9870

4 0.7889 0.8582 0.8869 0.9717 0.9665

5 0.8944 0.8933 0.9200 0.9708 0.9880

6 0.9027 0.9201 0.9766 0.9842 0.9922

7 0.8629 0.9078 0.9145 0.9659 0.9729

8 0.8981 0.9056 0.9292 0.9584 0.9711

9 0.8680 0.9201 0.9292 0.9942 0.9897

10 0.8667 0.9383 0.9493 0.9679 0.9945

MPE 1 0.1955 0.1262 0.1152 0.0858 0.0197

2 0.1439 0.0955 0.0518 0.0098 0.0046

3 0.1767 0.1104 0.0846 0.0459 0.0115

4 0.2328 0.1432 0.1180 0.0997 0.0300

5 0.1072 0.1059 0.0836 0.0471 0.0107

6 0.0811 0.0588 0.0170 0.0063 0.0085

7 0.1404 0.0920 0.0867 0.0797 0.0241

8 0.1033 0.0953 0.0737 0.0532 0.0257

9 0.1423 0.0808 0.0718 0.0051 0.0063

10 0.1003 0.0668 0.0537 0.0368 0.0049

XBI 1 0.0336 0.0254 0.0245 0.0230 0.0154

2 0.0994 0.0956 0.0723 0.0381 0.0143

3 0.0987 0.0849 0.0587 0.0215 0.0157

4 0.1058 0.0952 0.0487 0.0403 0.0335

5 0.0326 0.0309 0.0234 0.0216 0.0184

6 0.0312 0.0297 0.0286 0.0261 0.0202

7 0.1784 0.1103 0.0472 0.0225 0.0101

8 0.0423 0.0412 0.0347 0.0243 0.0221

9 0.0435 0.0262 0.0205 0.0187 0.0147

10 0.1104 0.0998 0.0602 0.0198 0.0183

FSI 1 1.4559 1.5700 2.2614 3.1080 3.3460

[−1 × 104] 2 1.2750 1.4003 1.6225 1.9528 2.1622

3 1.4106 1.8383 2.0456 2.1390 2.4185

4 1.5888 1.7707 2.0986 2.5356 2.8017

5 1.0243 1.5910 1.9487 2.2303 2.3234

6 1.2907 1.3251 1.6463 1.8700 2.4012

7 1.5324 1.5698 2.1207 3.3376 3.4353

8 1.4498 2.2364 2.6874 2.8227 2.9432

9 1.0492 1.3736 1.5922 1.6495 1.8549

10 1.5660 1.0068 2.5149 2.7547 3.0115

MR images with five algorithms, are tabulated in Table 1. As
discussed above in Sect. 4.4, the value must be high for FPI
metric, and the value must be low for other metrics. Thus, the
best value for each metric is highlighted in bold. Moreover,
the graphical representation of each metric is portrayed (see
Fig. 5), in which the values of every clustering method for
all images are represented. From the table values and graphs,

it is interpreted that the proposed method has the optimal
value for every metric except two images in the FPI met-
ric and two images in MPE metric. In addition, the average
running time and the number of iterations for the five clus-
tering algorithms are given in the Table 2. It is noted that the
running time for the KFCHF method is very low compared
to all methods, but the number of iterations is comparatively
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Fig. 5 Graphical representation of evaluation metric values for various clustering methods

high. Also, both the running time and iteration count are high
for the KIFCM-II method as it has more computational com-
plexity. Further, when comparing KIFECMand the proposed
method, less time and minimum iteration count are achieved
for the proposed method. The reason behind this is KIFECM
clustering method is executed for N number of pixels (i.e.,
240 × 240), whereas the proposed method is executed only
for the number of gray levels in the image (i.e., q = 256). As
q � N , the complexity of the computation is significantly
reduced and eventually, the number of iterations is
less. Altogether, the proposed method excels other methods
in the aspects of objective metric values, running time, and
number iterations.

5.3 Discussion

In the case of a subjective investigation, the clustering out-
come produced by the proposed method is more suitable
for the correct analysis of tumor shape, size, and texture,
and the internal regions are also clustered properly. There
exists no overlap, misclassification, or unusual noise in the
result of the proposed method, and thus, it certifies that
the hesitation in clustering is evicted by the derived novel
IFG. Further, the edges and boundaries are clear without
ambiguities asmorphological reconstruction is implemented.
Thereafter, the objective investigation intensifies the potency
of the proposed method. Although some objective values of
the KIFECMmethod are better than the proposed method, it
is negligible as the segmented result image and the time con-
sumption for the proposed method excel than the KIFECM
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Table 2 Average running time and number of iterations for five clus-
tering algorithms

Clustering methods Running time (s) Number of iterations

KFCHF 3.327 136

KIFCM-I 6.230 157

KIFCM-II 15.8843 200

KIFECM 5.110 82

Proposed method 4.460 54

method. In the situation of comparing the running time, the
KFCHF method has less time consumption than the pro-
posed method, but the resultant clustered images and the
metric values show degraded performance for the KFCHF
clustering algorithm. Therefore, to summarize the experi-
mental analysis and results, the proposed method is efficient
in clustering the brain MR tumor image accurately without
unwanted noise in less time consumption than the other state-
of-the-art methods.

6 Conclusion

In this paper, a segmentation of brain tumor MR image is
performed to differentiate the tumor and other regions of the
brain. First, the contrast and details of the MR image are
enhanced well using the IFS obtained from novel IFG. Then,
The advantage of using IFCM clustering with kernel dis-
tance for the histogram of the morphologically reconstructed
image is handled effectively and produces good clustering
results. Further, experimental analysis is accomplished with
the BraTs dataset for the proposed method to examine the
performance. Also, the results are compared with the other
state-of-the-art clustering methods. Finally, on the basis of
subjective and objective investigation, it is proved that the
proposed clustering method excels every other compared
method in the aspects of precision in clustering, eradicating
the artifacts, easier convergence, and less time consumption.
In future, prior knowledge of the image will be studied, and
the automatic identification of the number of clusters, irre-
spective of the input image, will be executed.
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