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Abstract
World Wide Web is a vast information resource that can be used in a broad range of applications. Web content is an

efficient way to derive valuable information from webpages, and many efforts have been made on this subject. However,

due to the increasing complexity of webpage technology, the existing methods cannot match quite well the requirements

for the content extraction of webpages. This paper proposed an improved content extraction method for webpage based on

Cx-Extractor, which is capable of dealing with content extraction for different types of webpages. Several improvements

have been made for the proposed method: (1) The hyperlink tags are not removed directly to avoid mistaking the dense

hyperlink groups for the main content. (2) The starting point of the main content is taken as the line number of tag-line-

block whose size exceeds the threshold and thus the first few short texts of the main content can be retained. (3) The

threshold value of tag-line-block for the main content is calculated automatically instead of being set manually. The above

can improve the accuracy of the extracted content. Moreover, (4) the blank spaces in the original text of webpage are

retained, which can increase the readability of the extracted content by avoiding connecting English words into pieces. (5)

The multimedia information (e.g., pictures and videos) can be selectively retained by users, allowing for maximum

flexibility and usage in multiple industries. The experimental results conducted on real-world webpages show that the

proposed content extraction method works well for both single-content and multi-content webpages. Furthermore, the

performance of the proposed content extraction method was compared with the Chinese extraction method called Cx-

Extractor and the English extraction method called Readability. It is found that the proposed method in this study

outperforms these two methods in precision, recall, and readability. In addition, the extraction efficiency of the proposed

method is superior to that of the Readability method.

Keywords Web content extraction � Tag-line-block distribution function � Tag semantic information � Automatic threshold

setting

1 Introduction

With the continuous development of network technology

and information technology, the Internet has gradually

become a vital resource to provide rich information. The

total amount of data created, captured, copied, and con-

sumed worldwide was estimated to be 97 zettabytes in

2022, as shown in Fig. 1, which may exceed 180 zettabytes

by 2025 (IDC and Statista 2022). The ever-increasing

amount of data has led people to focus on collecting data

from the Internet and using it to create greater value

(Ramakrishna et al. 2010). For example, in natural lan-

guage processing, since the establishment of a text corpus

is very expensive and time-consuming, people often use the

content on the Internet as the corpus to obtain useful

knowledge.

However, extracting the information of interest is a

complex work because the main content is usually sur-

rounded by various unrelated content in the webpage. Such
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unrelated content commonly includes banners, navigation

bars, commercial advertisements, user comments, and

copyright information, which are usually called ‘‘noise’’

(Waldherr et al. 2017). It has been concluded that noises

can account for almost half of the webpage content (Gibson

et al. 2005). The presence of noise will not only reduce the

efficiency of information retrieval, but also has a negative

impact on the integrity and accuracy of the extracted

information. When compiling web crawler programs,

people often compile the locations of elements manually to

get the required information, which will be time-consum-

ing and needs to spend too much work on maintenance.

Currently, how to update the dynamic content and extract

efficient content without the noise block effect remains the

most prominent challenge (Samuel et al. 2019). Therefore,

it is of significance to conduct further studies on the

information retrieval and webpage mining.

To extract valuable information with limited human

efforts from a huge amount of information on the Internet,

several content extraction methods have been developed,

e.g., the Cx-Extractor method (Chen 2011) based on tag-

line-block distribution function. The character distribution

function of tag-line-block reflects the number of characters

in each tag-line-block. Due to the continuity of the main

content, the tag-line-block distribution function established

in linear time can directly and accurately locate the main

webpage content. However, the manual threshold setting in

Cx-Extractor can greatly affect the accuracy of content

extraction, and the automatic content extraction method for

webpage still remains challenging. In addition, the multi-

ple-source and heterogeneous features of new webpage will

increase the extraction difficulty. Recently, plenty of

studies have been conducted on this topic. However, the

existing methods have not yet achieved the desired results.

Moreover, most of the studies are focused on single-con-

tent webpages such as news websites and blogs (Wu 2016;

Sandeep and Patil 2018), which cannot be well applied to

multiple-content webpages like forums. Therefore, it is still

necessary to conduct further investigations to extend the

application of the existing webpage content extraction

methods.

This study aims mainly to develop an improved content

extraction method based on the Cx-Extractor method for

different types of webpages (e.g., English webpage and

Chinese webpage, single-content webpage and multiple-

content webpage), which considers both the character

distribution function of tag-line-block and the semantic

information of HTML tag. In summary, the main contri-

butions of the improved content extraction method are

shown as followings:

(1) HTML tags are semantically analyzed, and the

hyperlink tags will not be removed directly, which

can avoid mistaking the dense hyperlink groups for

the main content and improve the accuracy of the

extracted content.

(2) The starting point of the main content is taken as the

line number of tag-line-block whose size exceeds the

threshold, and the size of the two adjacent tag-line-

blocks after this tag-line-block should be nonzero. It

can avoid missing the first few short texts of the main

content and thus improve the accuracy of the

extracted content.

(3) The threshold value of tag-line-block for the main

content will be calculated automatically according to

the characters of tag-line-block instead of being set

and adjusted manually, which can enhance the

stability and accuracy of content extraction.

(4) The blank spaces in the original text of webpage will

be retained during the content extraction, which can

avoid connecting English words into pieces and

increase the readability of the extracted content.

(5) The multimedia information including the pictures

and videos in the webpage can be retained according

to the user’s demand. Therefore, the improved

content extraction method has great flexibility and

scalability.

The rest of this paper is organized as follows: Sect. 2

presents a brief introduction of the existing web content

extraction methods. In Sect. 3, the proposed content

extraction method for webpage via the features of tag-line-

block will be described. Section 4 will introduce the

datasets, the evaluation metrics, the experimental settings,

and the performance comparison of the proposed method

with several popular methods. Finally, the findings, the

limitations, and the further research directions are put

forward in Sect. 5.
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Fig. 1 Volume of data created, captured, copied, and consumed

globally from 2010 to 2020, and forecasts from 2021 to 2025 (IDC

and Statista 2022)
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2 Related work

The concept of content extraction was first proposed by

Rahman et al. (2001). They extracted the most important

content of HTML document by segmentation summary,

which can reduce the amount of the transmitted data and

provide a more intuitive and faster browsing experience for

small-screen handheld device users. Webpage content

extraction is different from ordinary text extraction because

the webpage itself conforms to the DOM standard formu-

lated by W3C. The introduction of HTML tags will

increase the difficulty of information extraction. In addi-

tion, due to the diversity of CSS styles, the structures of

webpages are not always the same and even change over

time, which will make it difficult to satisfy the universality

requirement of content extraction. Recently, many scien-

tific tools including machine learning, ontology, and nat-

ural language processing have been employed to extract

content from the webpage (Ferrara et al. 2014; Gan et al.

2023; Joe and Surendiran 2022; Wang et al. 2022; Yunis

et al. 2016). Currently, the content extraction methods can

be classified as wrapper-based, template-based, statistics-

based, and visualization-based methods.

2.1 Webpage content extraction via wrapper-
based method

One of the most important webpage content extraction

methods was the wrapper-based method. Wrapper refers to

any procedure that aims to extract structured data from

semi-structured or unstructured data sources in the litera-

ture (Ferrara et al. 2014). Hammer et al. (1997) proposed a

wrapper method for the first time in TSIMMIS, which

locates content information by manually compiling

extraction rules for each information source. Then a semi-

automatic XWRAP system (Liu et al. 2000) and a fully

automatic RoadRunner tool (Crescenzi et al. 2001) were

developed to improve extraction efficiency and to avoid

manual compiling. Although the wrapper-based methods

possess high accuracy, the wrapper is generally only suit-

able for one information source due to the complexity and

uncertainty of the webpage structure. Since there exists a

huge amount of multi-source information in the Internet

environment, it is a difficult task to build the corresponding

wrapper for each information source. In addition, once the

website is updated or revised, the wrapper may have to be

rebuilt, which will undoubtedly require a lot of labor costs.

2.2 Webpage content extraction via template-
based method

The template-based method has also been commonly used

for the content extraction of the webpage. Since the tem-

plate is widely used on the Internet, the webpage can be

denoised based on the similarity of the webpage. The

template-based method can perform well when the web-

page is composed of two parts: the template and the con-

tent. In such webpages, a similar part of the webpage often

belongs to the template, while the rest is the main content.

Up to date, many researches have been conducted on the

content extraction of webpage based on the template-based

method. For example, Tan et al. (2018) proposed a title-

based web content extracting model called TWCEM to

extract the webpage contents, which can effectively filter

the noises and accurately locate the content positions. Gu

et al. (2014) developed an algorithm based on template and

domain ontology to extract deep web information. It is

reported that the average accuracy rate and recall rate can

achieve above 95%. Sestito and Dillon (1993) used mul-

tilayer neural networks to form the extraction rule. It is

found that the neural network has a good ability to deal

with noise so that users can produce the correct rule in a

noisy domain. In general, the template-based method has a

high accuracy for webpages generated by the same tem-

plate. However, it is very difficult to construct the template.

As the styles of templates become more and more diverse,

the maintenance cost of the template is very high.

2.3 Webpage content extraction via statistics-
based method

For the versatility problem of multi-source webpages, the

statistics-based method has also been used to analyze the

design rule of the webpage and determine the location of

the main content. Arc90 Labs developed the Arc90 Read-

ability algorithm, which aimed at making webpage reading

more comfortable (such as on mobile devices). The Arc90

Readability algorithm uses a scoring function that rewards

elements related to the main content of a website. How-

ever, it may cause the partial main content to be lost and is

not suitable for multiple-content webpages. Gupta et al.

(2003) determined the location of the main content of a

webpage based on the proportion of hyperlink text to

normal text. Generally, the probability of normal text being

the main body is higher, and the probability of hyperlink

text being an advertisement is higher. Sun and Guan (2004)

proposed a universal webpage content extraction method

called CETD based on text density where the importance of

nodes was measured. Liang and Yang (2018) extracted tag

features of webpage with noise information and then
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obtained content based on support vector machine. Zhang

et al. (2023) first efficiently exploited the structural co-

occurrences over the surface form and DOM tree for

extracting structured web data. However, it should be noted

that most of the statistics-based methods depend on the

DOM tree structures of webpages and need to deal with

complex HTML tags. Moreover, the previous webpages

were designed according to the rules that the main content

exists in the bottom table tag (Sun et al. 2011; Yu et al.

2005), which are no longer applicable to the current rules

where div and CSS have become the mainstream of web

design. Chen (2011) proposed a universal web content

extraction method called Cx-Extractor, which is com-

pletely separated from HTML tags and converts the content

extraction problem into calculating the tag-line-block dis-

tribution function. Cx-Extractor has a high processing

efficiency since it only scans the untagged text once.

However, most of the statistics-based methods require

manual threshold setting. If the threshold is not set prop-

erly, the accuracy of content extraction will be significantly

reduced.

2.4 Webpage content extraction
via visualization-based method

The actual layout of a webpage is usually quite different

from the structure of HTML. Therefore, it is impossible to

accurately obtain the semantic information of a webpage

simply by analyzing the structure of the HTML document.

Cai et al. (2003) proposed the VIPS method, which divided

pages at the semantic level by making full use of the fea-

tures of page layout such as blank areas, text size, color,

and other visual elements. Zhang et al. (2019) proposed a

framework to model and visualize location-referenced web

text information. In the case of a large gap between the

HTML structure and the page layout, the visualization-

based method has a good extraction result. However, it

relies too much on the heuristic knowledge. The diversity

of webpage designs and the complexity of visual features

make it necessary to adjust the rules constantly. Therefore,

the construction and maintenance of webpages are very

difficult.

Table 1 summarizes the comparison of the four methods

for content extraction of webpages. In general, the wrap-

per-based method has great advantages in accuracy and

construction complexity (i.e., simplicity), while it has dis-

advantages in universality and scalability. Except for

accuracy, other performances of the template-based

method are nearly opposite to the wrapper-based. The

statistics-based method has great advantages in universal-

ity, construction complexity, and scalability. However, the

accuracy of the statistics-based method may be poorer than

that of the other methods. The visualization-based method

has higher accuracy than the statistics-based method due to

the introduction of semantic information in HTML tags.

However, the construction and maintenance of rule base

are difficult in the visualization-based method. In this

study, the improved method simultaneously considers the

character distribution function of tag-line-block in HTML

document (statistics-based) and the semantic information

of HTML tags (visualization-based) to achieve more

accurate and universal content extraction for different types

of webpages.

3 Proposed methods for webpage content
extraction

Although there exist lots of methods to extract content

from the webpage (Cardoso et al. 2011; Karthikeyan et al.

2019; Laber et al. 2009), the content extraction of webpage

has not yet been addressed well due to the complexity of

webpage structure. In this work, we followed the tradi-

tional tag-line-block approach and proposed an efficient

but simple algorithm for different types of webpages such

as single-content and multiple-content webpages displayed

in English and Chinese.

To extract the core contents of webpage as accurately as

possible, our method is developed based on the following

practical bases:

(1) The main content is commonly situated in the middle

zone of an HTML document, which includes a large

number of ordinary texts in long-text form but rarely

includes hyperlink texts.

(2) The noises are usually located at the top and bottom

zones of a webpage, which are mostly displayed in

short-text form. In addition, different noises are

usually distributed dispersedly within the webpage.

(3) HTML tags contain rich semantic information and

can contribute to a better understanding of the

webpage layout, which can provide an alternative

method for the main content extraction.

The proposed method includes four main steps: the first

step refers to the removal the replacement of HTML tags.

The second step is to calculate the distribution function of

characters in tag-line-block of webpage. Then the threshold

value of tag-line-block for the main content will be

determined in the third step. In the final step, the main

content can be extracted based on the distribution function

of characters in tag-line-block as well as the threshold

value. Detailed descriptions of all the steps and the related

algorithms are shown in the following sections.
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3.1 Removal and replacement of HTML tags

To improve extraction efficiency, preprocessing should be

done on the HTML tags. It is well known that the backbone

of an HTML document is tag. Each tag is an object of the

DOM which is the data representation of the object com-

prising the structure and content of a webpage document.

Figure 2 shows the DOM tree structure of a typical

HTML document. In general, an HTML document is

constituted of a\head[ element and a\body[ element.

All the header tag elements are contained in

the\head[ element, which include scripts, style files,

meta information, etc. Tags, e.g.,\script[ ,\ti-

tle[ ,\style[ ,\meta[ ,\link[ ,\noscript[ , and\
base[ , can be added to the header area. In the webpage,

the content of the header tag element is not visible.

The\body[ element contains the visible page contents.

Therefore, we only need to analyze the content in

the\body[ element to obtain the main content. And the

content in the\head[ element should be removed.

In HTML5, the newly defined elements include\
header[ and\footer[ . The header or part of a document

is defined by the\header[ element, which is usually used

to introduce content or to navigate the link bar. The footer

or part of a document is defined by the\footer[ element,

which is usually used to describe the name of the document

creator, the copyright information of the document, the

terms of use, and the contact information, etc. Since these

two elements are usually unrelated to the main content,

they should be removed during the first step of our pro-

posed method.

In addition, there are some tag elements where the

contents are not visible in the webpage, which are sum-

marized in Table 2. These tags should also be removed

from the webpage in the first step to ease the content

extraction in the following steps.

During the process of HTML coding, line breaks are

often added by programmers to make the code interface

more intuitive. However, it should keep in mind that these

line breaks will not be displayed in the front-end interface

of webpage according to the HTML rule conventions.

Therefore, such invalid line breaks used in the HTML

coding should be removed from the HTML document.

Similarly, some invalid blanks used for intuitive code

interfaces should also be removed.

It should be noted that there are also several types of

tags to realize the line break in the HTML document,

which are summarized in Table 3. These tags with line

break function will be replaced with ‘‘\n’’. The hyperlink

tags (e.g.,\a[) and multimedia tags

Table 1 Comparison of the four webpage content extraction methods

Method Accuracy Universality Simplicity Scalability References

Wrapper-

based

www wqq www wqq Crescenzi et al. (2001), Hammer et al. (1997) and Liu et al. (2000)

Template-

based

wwq wwq wqq wwq Gu et al. (2014), Sestito and Dillon (1993) and Tan et al. (2018)

Statistics-

based

wqq www www www Chen (2011), Gupta et al. (2003), Liang and Yang (2018), Sun and Guan

(2004), Sun et al. (2011), Yu et al. (2005) and Zhang et al. (2023)

Visual-

based

wwq www wqq wqq Cai et al. (2003) and Zhang et al. (2019)

<html>

<head> <body>

<meta> <title> …<link> <div> …<a>

<h1> … <p>
Text contents of webpage are 

located in this element

Fig. 2 Document object model

tree structure of a typical HTML

document
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(e.g.,\img[ ,\embedded[ ,\video[ ,\audio[) will

be preserved in this step. As for the escape characters (e.g.,

&lt;, &gt;, &amp;, &quot;, &nbsp;, etc.), they should be

replaced by their true form displayed in the front-end

interface of webpage. For example, ‘‘&lt;’’ should be

replaced by ‘‘[’’. After the above preprocessing, we can

obtain the main content of webpage without noise, which is

saved as Ctext for the next step.

3.2 Calculation of distribution function
of characters in tag-line-block

Due to the mix of main content and HTML tags, it is a

tough task to develop a universal content extraction method

for all types of HTML documents. In this study, we

develop an efficient content extraction method for webpage

based on the distribution features of characters in HTML

document, which is capable of dealing with the main

content extraction for both single-content and multiple-

content webpages in English and Chinses. The distribution

feature of characters in HTML document is characterized

by the distribution function of characters in tag-line-block.

Before showing the calculation steps of distribution func-

tion of characters in tag-line-block, four important widely

accepted definitions are given as followings:

Definition 1 Tag-line (TL) segment.

A tag-line segment is a sequence of characters that

contains valid tags in the preliminary denoised Ctext.

When there is no character in a tag-line, it is considered an

empty tag-line. The size of the j th TL can be expressed as

size (TLj).

Definition 2 Tag-line-block (TLB).

The tag-line-block segment is composed of k consecu-

tive tag-lines. k represents the thickness of TLB, which is

set as 3 in this study.

Definition 3 Size of tag-line-block (STLB).

The total number of characters in a TLB. The size of the

jth TLB can be expressed as size (TLBj).

Definition 4 Distribution function of characters in tag-

line-block (DFTLB).

The distribution function of characters in tag-line-block

denotes the relation between the number of tag-line-block

and the size of tag-line-block, which can be expressed as:

fTLBðiÞ ¼ sizeðTLBiÞ ¼
Xiþk�1

j¼i

sizeðTLjÞ ð1Þ

where i [ [1, m–k ? 1], m is the total number of tag-line in

a webpage.

Next, we will show how to calculate the distribution

function of characters in tag-line-block based on the Ctext

obtained from Sect. 3.1. The preliminary-denoised Ctext is

first divided into several lines by line breaks. It is noted that

the multimedia tags should also be removed when the users

don’t choose to retain multimedia information. Then, the

procedures can be done to obtain the distribution function

of characters in tag-line-block:

(1) Remove the hyperlink tags and the related contents

within the Ctext.

(2) If there exist stop words defined by the users in the

terminator lexicon, replace the row with a null

character.

Table 2 Summary of tags with invisible content in HTML document

Type Tags

Basics \!–…–[|\title[
Format \meter[|\progress[
Frame \frameset[|\iframe[
Form \datalist[|\select[…\option[
Program \script[|\noscript[|\object[
Style/Section \style[|\details[…\summary[

Table 3 Summary of tags with

line break function in HTML

document

Type Tags

Basics \h1[|\h2[|\h3[|\h4[|\h5[|\p[|\br[|\hr[
Format \address[|\blockquote[|\center[|\pre[
Form \form[|\fieldset[|\legend[
Image \figcaption[|\figure[
Link \nav[
Table \caption[|\th[|\td[
List \url[|\ol[|\li[|\dir[|\dl[|\dt[|\dd[|\menu[
Style/Section \div[|\header[|\footer[|\section[|\article[|\aside[|\dialog[
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(3) When the multimedia needs to be retained during the

content extraction, it would be converted to the

number of equivalent characters based on its size

attributes. The number of equivalent characters for

the multimedia (fmultimedia) can be expressed as:

fmultimedia ¼
L�W

300
ð2Þ

where L and W are the length and width of the multimedia,

respectively.

Figure 3 illustrates the distribution functions of char-

acters in tag-line-block for two specific webpages, i.e.,

single-content webpage and multiple-content webpage,

respectively. The x-axis denotes the number of tag-line-

block and the y-axis denotes the number of characters in

the corresponding tag-line-block. It can be seen that the

distribution function of characters in tag-line-block for the

single-content webpage is different from that for the mul-

tiple-content webpage. In general, the main content in the

single-content webpage is distributed more densely than

that in the multiple-content webpage.

3.3 Determination of threshold value of tag-line-
block for main content

In this study, the main content was extracted from the

webpage based on the feature of tag-line-block, i.e., the

distribution function of characters in tag-line-block. Since

the number of characters distributed in the noises is usually

less than that in the main content, the distribution function

of characters in tag-line-block through the whole webpage

will vary with the tag-line-block. The size of tag-line-block

located in the noise zone will usually be smaller than that

located in the main text zone. Therefore, there would exist

a threshold for the size of tag-line-block to distinguish the

noise and the main content, which can be used for webpage

content extraction based on the distribution function of

characters in tag-line-block. This section will show how to

(a) Single-content webpage: http://www.globaltimes.cn/content/1135986.shtml 

(b) Multiple-content webpage: http://www.mylot.com/post/3257034/out-for-lunch 
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Fig. 3 Distribution functions of
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a single-content webpage and

b multiple-content webpage
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determine the threshold value of tag-line-block for the

main content.

First, we will introduce an important terminology that

will be used during the determination of the threshold value

of tag-line-block for the main content, which is shown as

followings:

Definition 5 Maximum Global Consecutive Tag-Line-

Block Group (MGCTLBG).

The global tag-line-block group is composed of the

maximum number of consecutive tag-line-blocks with

nonzero size. It should be noted that the size of the two tag-

line-blocks adjacent to MGCTLBG is zero.

Based on Fig. 3, it can be seen that the size of tag-line-

block within the main content zone is usually larger than

that within the noise zone in the webpage. The maximum

global consecutive tag-line-block group usually belongs to

the main content part. However, it should be noted that the

size of tag-line-block within the main content zone is not

necessarily nonzero, which occurs commonly in the mul-

tiple-content webpage. In order to extract the main content

of webpage as exactly as possible, it is of importance to

determine the threshold value of the size of tag-line-block

for main content and noises. Unlike some previous studies

where the threshold value was set manually (Chen 2011),

an automatic setting method was proposed in this study to

determine the threshold value of the tag-line block for main

content. The main procedures are shown as follows:

(1) The starting and ending line numbers of the maxi-

mum global consecutive tag-line-block group are

Table 4 Proposed algorithm for web content extraction
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determined based on the distribution function of

characters in tag-line-block, which can be denoted as

s (starting point) and e (ending point), respectively.

(2) The average size of tag-line-block within the max-

imum global consecutive tag-line-block group is

calculated, which can be expressed as:

STLBave ¼
Pe

i¼s fTLBðiÞ
e� sþ 1

ð3Þ

(3) Then, the average size of other tag-lines except those

within the maximum global consecutive tag-line-

block group can be obtained by:

OSTLBave ¼
Ps�1

i¼1 fTLBðiÞ þ
Pm�k

j¼eþ1 fTLBðjÞ
m� k � eþ s� 1

ð4Þ

(4) The main contents were identified from the distribu-

tion function of characters in tag-line-block by using

the threshold value that depends on the character

distribution of the whole webpage. In this study, the

threshold can be expressed as:

threshold ¼ c� STLBave þ ð1� cÞ � OSTLBave

ð5Þ

where c is the weight for the average size of tag-line-
block within the maximum global consecutive tag-

line-block group, which depends on the webpage

type. For single-content webpages, c [ [0.5, 1]. A

greater c indicates a stronger contribution of the main

content to the threshold. The value of c was set as 0.7
for single-content webpages in this study based on

the results of experimental trials. However, c = 0 for

the multiple-content webpages where the maximum

global consecutive tag-line-block group usually

accounts for a small proportion of the webpage.

Therefore, c = 0 can reduce the influence of the

maximum global consecutive tag-line-block group

on the threshold value.

3.4 Content extraction of webpage

After the distribution function of characters in tag-line-

block and the threshold value are obtained, the extraction

of the main content can be conducted. Table 4 displays the

pseudo-code of the proposed algorithm. The main proce-

dures are shown as follows:

(1) Perform the search from the beginning of the

webpage for the first tag-line-block whose size is

greater than the threshold value. In addition, the size

of two adjacent tag-line-blocks after this tag-line-

block should be nonzero. The line number of this

tag-line-block is set as the starting point of the

webpage main content.

(2) Continue the search from the starting point part for

the tag-line-block that contains less than 3 charac-

ters. The information that contains less than 3

characters may be the noise. For example, the noise

texts in a Chinese webpage such as the share and

comment symbols are usually less than 3 characters.

For an English webpage, a complete sentence with

less than 3 characters in the main content part is also

apparently rare. Besides, the next tag-line-block

should also contain less than 3 characters. Then,

the line number of former tag-line-block containing

less than 3 characters is set as the ending point of the

main content. It should be noted that the ending point

of the main content that satisfies the above require-

ments may not exist for some types of webpages. For

this case, the last line number of the webpage would

be set as the ending point.

(3) The webpage contents from the starting and ending

points are stored in the content set Oline[starting,

ending]. Then, the empty lines and the lines

containing stop words in Oline[starting, ending] will

be removed. It should be noted that the ending line

Preprocessing Document preparation Content extraction Storage

Define the 
terminator lexicon

Select the type 
of webpage

Whether to 
retain

Local 
access

Online
access

Text 
transcoding

Database 

Removal and replacement 

of HTML tags

Calculation of distribution 

function of characters

Determination of threshold 

value of tag-line-block

Content extraction

Fig. 4 Framework of the tag-

line-block-based content

extraction system
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needs to be removed if the null character is the non-

terminator, such as colon, comma, and left bracket.

And the rest of Oline[starting, ending] will be

preserved in the new set text.

(4) Repeat the above three steps to search the other main

content until the last tag-line-block of the webpage.

4 Experiments

The quantitative evaluations of our method will be con-

ducted using real webpages. In the following, we will

introduce the framework of tag-line-block-based content

extraction system, the datasets, the evaluation metrics, and

the experimental settings. Finally, the performance of our

proposed method will be compared with those of other

content extraction methods based on the experimental

results.

4.1 Framework of tag-line-block-based content
extraction system

The performance of our method will be evaluated by using

the different types of webpages. The proposed method was

integrated into the tag-line-block-based content extraction

system whose framework is shown in Fig. 4. The tag-line-

block-based content extraction system is composed of four

modules, i.e., the preprocessing module, document prepa-

ration module, content extraction module, and storage

module.

The preprocessing module is used for personalization. In

this module, users can define the terminator lexicon.

Besides, users can select the webpage type (e.g., single-

content webpage or multiple-content webpage) and deter-

mine whether to retain multimedia in the webpage.

The document preparation module will help users to get

access to the HTML document. In this module, users can

choose local or online access. Then, the document will be

converted into an appropriate encoding format.

The content extraction module is the core component of

the system where our proposed method for webpage con-

tent extraction is implemented. The main body of the

HTML document can be finally obtained after conducting

the four steps shown in Sect. 3.

The storage module is used to save the extracted main

contents of webpages in the database, which can be used to

evaluate the performance of the proposed method.

4.2 Datasets

In this study, two datasets (i.e., CleanEval dataset and

CETRB dataset) were used for the performance evaluation

of the proposed web content extraction method.

The CleanEval dataset, whose topic is cleaning arbitrary

webpages, was established to prepare web data as a corpus

for research and development of linguistic and language

technology (Baroni et al. 2008). The webpages in the

CleanEval dataset come from different websites (English

and Chinese) with various page structures and design

styles, which can be divided into development sets and test

sets. The English dataset, i.e., Cleaneval-EN, contains 57

development samples and 684 test samples. And the Chi-

nese dataset, i.e., Cleaneval-ZH, contains 60 development

samples and 653 test samples. During the experimental

evaluation, the development sets of the CleanEval dataset

in both English and Chinese were used for the performance

evaluation. Some webpages from the test sets were also

selected to examine the performance. Finally, we collected

200 English webpages and 200 Chinese webpages from the

CleanEval dataset for the performance evaluation.

Since the CleanEval dataset was developed quite early,

which may not represent the features of the webpages with

new structures and design styles, a dataset called CETRB

was developed in this study. The webpages in the CETRB

dataset come from four representative websites of different

types, i.e., single-content English news website (Global

Times), multi-content English blog website (myLot), sin-

gle-content Chinese blog website (Sina blog), and multi-

Table 5 An example of single-content webpage markup

No Message

1 \i[With a computer and a big smile, Mike Alfi starts his work as early as 6 am. The … for three years

2 \i[Filipino English teachers started gaining popularity in China after several Chinese … and First Future

3 \i[These internet platforms mainly target kindergarteners to 12th graders (K-12) … before school hours

4 \i[ ‘‘I usually work 6–7 h a day. I get up at 5 am and start work at 6. The busiest … day,’’ said Alfi

5 \i[Like Alfi, there are more than 10,000 Filipinos working for internet-based teaching … is growing fast

…
25 \i[ ‘‘I’m learning Chinese now. I would love to work in China. If there is an opportunity, why not?’’
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content Chinese forum website (Tianya bbs). For each

website, 200 webpages were collected to evaluate the

performance of the proposed method.

During the experiments, the two datasets provide up to

1200 webpages for performance evaluation. For all the

webpages, we marked the main contents manually, which

will be used to verify the performance. In the single-

content webpage, a paragraph was treated as a message,

and the symbol\i[was added at the beginning of each

message, as shown in Table 5, while in the multiple-con-

tent webpage, a reply was treated as a message, and the

symbol\i[was added at the beginning of each message,

as shown in Table 6.

Table 6 An example of multi-content webpage markup

No Message

1 \i[By snowy @snowy22315 (61,836) United States MARCH 2, 2019 3:29PM CST

So we went to one of the local restaurants for lunch today. It is a pretty nice … lunch on occassion?

2 \i[Nevena Zivkovic @Nevena83 (16,753) � Serbia
I never go to lunch because I do not have money for restaurants

3 \i[ Judy Evans @JudyEv (155,709) � Bunbury, Australia
I quite like going to lunch. You usually have quite a different choice rather than going out for dinner

4 \i[Belle Starr (Iz) @BelleStarr (41,887) � United States

We usually go out to lunch not dinner, much less expensive for lunch

5 \i[ Jose Juan @quantum2020 (10,341) � Ciudad De Mexico, Mexico

I usually go out for luncj at about 2 or 3 in the afternoon

…
9 \i[SS @moonandstars (12,745) � Zagreb, Croatia (Hrvatska)

Not so much. A crabcake sandwich sounds fabolous!

Table 7 Calculated values of the three metrics by the proposed content extraction method on the CleanEval-ZH dataset

No te ti fi P R F1

1 24 0 0 100.00% 100.00% 100.00%

2 11 1 1 91.67% 91.67% 91.67%

3 33 0 2 100.00% 94.29% 97.06%

4 37 1 0 97.37% 100.00% 98.67%

5 12 1 0 92.31% 100.00% 96.00%

…
200 37 2 0 94.88% 100.00% 97.37%

Average 95.16% 93.63% 94.39%

Table 8 Comparison of

extraction accuracy of different

webpage content extraction

methods

Data set Readability Cx-extractor Proposed method

P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%)

CleanEval-EN 96.38 82.17 88.71 87.69 75.44 81.11 95.64 97.40 96.51

CleanEval-ZH 94.43 87.80 90.99 91.85 77.95 84.33 95.16 93.63 94.39

Global Times 96.09 99.99 98.00 99.38 13.00 22.99 99.99 99.77 99.88

myLot 99.90 3.68 7.10 96.32 9.07 16.58 98.83 98.02 98.42

Sina blog 97.28 96.47 96.87 98.73 74.33 84.81 99.19 95.20 97.15

Tianya bbs 99.76 22.37 36.55 99.88 17.89 30.34 97.56 90.96 93.61
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4.3 Evaluation metrics

We used three metrics, i.e., precision (P), recall (R), and

F1-measure (F1), to evaluate the performance of the web-

page content extraction methods, which have been widely

used in the previous literature (Gottron 2008; Sun et al.

2011; Weninger et al. 2010; Wu 2016).

The metric precision can be used to characterize the

accuracy of content extraction method, which can be

expressed as Eq. 6. The value of P lies between 0 and 1.

The greater P is, the more accurate the content extraction

method is.

P ¼ te
te þ ti

� 100% ð6Þ

where te denotes the number of valid messages that have

been extracted from the webpage, which can be determined

by counting the number of symbols\ i[ in the result of

the extraction; ti denotes the number of invalid messages

that have been extracted from the webpage.

The metric recall can be used to characterize the com-

pleteness of content extraction method, which can be

expressed as Eq. 7. The value of R lies between 0 and 1.

The greater R is, the more valid content can be extracted by

the evaluated method.

R ¼ te
te þ fi

� 100% ð7Þ

where fi denotes the number of valid messages that have

not been extracted from the webpage; the sum of te and fi is

equal to the total amount of symbol\i[ in each webpage.

The metric F1-measure represents the harmonic mean of

the precision and recall, which can be expressed as Eq. 8.

When F1 is closer to 1.0, the content extraction method will

show a better performance.

F1 ¼
2� P� R

Pþ R
ð8Þ

Table 7 summarizes the experimental results of the three

metrics by the proposed content extraction method in this

study. The evaluation was conducted on the CleanEval-ZH

dataset. It can be seen that all the values of the three

metrics are greater than 90%, which indicates that the

proposed content extraction in this study performs well for

Chinese webpages in the CleanEval dataset.

4.4 Settings

The proposed method was compared with the other two

content extraction algorithms: Readability and Cx-Extrac-

tor. Readability is a DOM-tree-based method for English

webpages, and the coding can be found in website: https://

github.com/buriy/python-readability. While Cx-Extractor

is an HTML-tag-based method for Chinese webpages, the

coding can be found in website: https://code.google.com/p/

cx-extractor.

All of the compared methods and our method were

complemented by Python3.7 programming language.

Pycharm 2018.3 was used as the compiler.
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F 1
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Fig. 5 Comparison of a precision, b recall, and c F1-measure of

different webpage content extraction methods

Table 9 Comparison of time complexity of different webpage content

extraction algorithms

Method Readability Cx-extractor Proposed method

Time complexity O(n2) O(n) O(mn)

n is the size of the webpage; m is the size of HTML tags
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4.5 Experimental results

4.5.1 Comparison of extraction accuracy

The extraction accuracy of the three methods is assessed in

precision, recall, and F1-measure, which are listed in

Table 8. It can be seen that the Readability method per-

forms well in terms of precision, which can give a preci-

sion of more than 90% for both single-content and

multiple-content webpages. However, the Readability

method has a poor recall rate when it is used for multiple-

content webpages. For example, the recall values of the

Readability method calculated based on the webpages from

myLot and Tianya bbs are 7.10% and 36.55%, respec-

tively. In other words, the Readability method cannot

extract the whole valid main content for multiple-content

webpages. The experimental results of the Cx-Extractor

method are similar to those of the Readability method.

Although the Cx-Extractor method works well in terms of

precision for both single-content and multiple-content

webpages, the recall value of the Cx-Extractor method is

relatively low (9.07–77.95%), i.e., a non-negligible amount

of valid main content of the webpage will be missed when

using the Cx-Extractor method. The main reason lies in

that the threshold set manually has a significant influence

on the extracted results of the Cx-Extractor method. As

shown in Table 8, both the precision and recall of our

method are up to 90%, which indicates that the method can

extract most of the main contents of webpages and only a

small amount of invalid information is included in the

extracted contents.

In order to further compare the three methods, Fig. 5

shows the estimated precision, recall, and F1-measure by

these different webpage content extraction methods. As

shown in Fig. 5a, the three methods exhibit a negligible

difference in the precisions, which are between 95.6 and

97.75%. Among the three methods, our proposed method

has the highest precision. It can be seen from Fig. 5b that

the recall rate values of the CX-Extraction method, the

Readability method, and our proposed method increase in

turn, indicating that our proposed method will extract the

least amount of invalid information from the webpages.

Figure 5c reveals that our proposed method possesses the

highest F1-measure value, which verifies again that our

proposed method outperforms these two methods. The

proposed content extraction method has a good perfor-

mance in extraction accuracy when dealing with different

types of webpages (e.g., English webpage and Chinese

webpage, single-content webpage and multiple-content

webpage). It is mainly attributed to the combination of the

character distribution function of tag-line-block and the

semantic information of HTML tag as well as the auto-

matic determination of threshold value of tag-line-block for

main content.

4.5.2 Comparison of extraction efficiency

The extraction efficiency of the three methods is evaluated

in this section. First, the runtime complexity was analyzed.

Table 9 summarizes the comparison of time complexity of

the three webpage content extraction methods. Since the

Readability method is a DOM-tree-based method, it will

take O(n2) to scan and count the number of words for each

tag-line. In the Cx-Extractor method, the input webpage

does not require constructing a DOM tree, and all tag lines

will be traversed only once. Therefore, the Cx-Extractor

method has a time complexity of O(n). Our proposed

method also does not need to construct the DOM tree, but it

needs to deal with tag-line-block. Consequently, the pro-

posed method has a time complexity of O(mn). In sum-

mary, the runtime complexity of the Cx-Extractor method,

our proposed method, and the Readability method will

decrease in turn.

To further illustrate the extraction efficiency of the three

methods, we compare the running time of different web-

page content extraction algorithms on the two datasets

shown in Sect. 4.2. The runtime for each dataset in

Table 10 is the average of the results by running 10,000

extraction experiments repeatedly. The average runtimes

for the Readability method, the Cx-Extractor method, and

our proposed method are 35.75 ms, 5.16 ms, and 16.22 ms,

respectively, which is consistent with the results shown in

Table 9. The runtime of our method is more efficient than

the Readability method based on the DOM tree, as can be

seen in Table 10. The reason is that our method is based on

the Cx-Extractor method that traverses all tag lines in

content extraction. However, it should be noted that it is

not as efficient as the Cx-Extractor method since our

method needs to deal with the HTML tags of the webpage.

Table 10 Comparison of running time of different webpage content

extraction algorithms

Data set Run time (ms)

Readability Cx-Extractor Proposed method

CleanEval-EN 18.27 5.11 16.22

CleanEval-ZH 8.53 1.59 5.07

Global Times 5.62 1.20 4.09

myLot 30.20 7.18 20.63

Sina blog 86.23 8.79 34.88

Tianya bbs 65.67 7.10 16.42

Average 35.75 5.16 16.22
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4.5.3 Comparison of display of extracted results

In this section, the display of the extracted results by the

three methods is analyzed. The Readability method does

not process the tags of HTML document during the

extraction of main content, and thus, the extracted results

are displayed in HTML document format. The Cx-

Extractor method displays the extracted results according

to the HTML coding rules. Therefore, a complete statement

may be divided into several separate lines. Besides, the Cx-

Extractor method is mainly developed for Chinese web-

pages. During the content extraction process, all the blank

spaces will be removed. When it is used for English

webpages, words are linked together, which increases the

difficulty of reading. However, our proposed method has an

obvious advantage in terms of the display of the extracted

content. Each paragraph is displayed as a single compo-

nent, which can ensure semantic coherence. Besides, the

blank spaces in the original text of webpage are retained

during the content extraction, which can avoid the problem

of connecting English words into pieces and improve the

readability of the extracted content.

5 Conclusions

This paper is intended to develop an efficient content

extraction method for webpage based on the character

distribution function of tag-line-block in HTML document

and the semantic information of HTML tags. Several

improvements have been made in our proposed method,

which are shown as followings: (1) The hyperlink tags are

not removed directly to avoid mistaking the dense hyper-

link groups for the main content. (2) The starting point of

the web main content is taken as the line number of tag-

line-block whose size exceeds the threshold to avoid

missing the first few short texts of the main content. (3)

The threshold value of tag-line-block for main content is

calculated automatically to avoid setting the threshold

value manually. (4) The blank spaces in the original text of

webpage are retained to avoid connecting English words

into pieces. (5) The multimedia information can be selec-

tively retained by users to allow for maximum flexibility

and usage in multiple industries. As a result, our proposed

method can increase the precision, recall rate, and read-

ability of the extracted webpage contents. Moreover, it can

be well used in different types of webpages.

To illustrate the performance of the proposed method, it

was compared with several popular content extraction

methods, i.e., the Chinese extraction method called Cx-

Extractor and the English extraction method called Read-

ability. The experiments were conducted on the CleanEval

and CETRB datasets. It is found that the proposed method

outperforms these compared methods in precision and

recall. In addition, the extraction efficiency of the proposed

method is superior to that of the Readability method.

Moreover, compared with the other two methods, our

method can ensure semantic coherence and enhance the

readability of the extracted content.

In practical engineering, extracting high-quality content

from the webpage is critical. For example, for information

retrieval, the accuracy of retrieval will be directly affected

by the quality of the extracted content. Since our method

has excellent performance in accuracy, universality, sim-

plicity, and scalability, it can be easily implemented and

well used in Internet services and applications, e.g.,

information search, automatic text classification, topic

tracking, machine translation, automatic summarization,

etc. In these applications, our proposed content extraction

method, as a necessary step, provides the basic data for

subsequent analysis and data mining. Therefore, it can

provide some technical references for governments, com-

panies, and other researchers to extract content more

accurately and more generally.

However, many scanning operations are required during

the replacement of HTML tags and escape characters in the

current version algorithm, which will reduce the efficiency

of the content extraction. Considering this limitation, an

improvement needs to be made for the proposed method in

the future so that it can complete all the replacing opera-

tions after scanning the HTML document once by match-

ing the angle brackets. In addition, the precision of the

main content extracted from multiple-content webpages

can be further improved in the future. For example, the

noises frequently occur in the form of short sentences

around the comment messages of forum websites, which

may usually be mistaken for the main content. If these

types of noises can be identified and removed, the precision

of our proposed method can be further improved, which is

the direction of further research.
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