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Abstract
Steganalysis is a known practice to detect hidden secrecy within covered e-media. Researches claimed obscured detection

attainability via features extraction, as for perceiving concealed data within images. This paper verifies practicality of the

claim by testing investigation of a steganalysis system that depicts the existence of hidden data focused on statistical

features of color images using artificial neural network techniques. The proposed system is built to work for blind image

steganalysis representing common security as looked for the most. The work experimentations adopted common

steganography techniques to create the stego images for our intended steganalysis challenging practicality evaluation. The

study involved machine learning radial basis function and naı̈ve bayes classifiers to sort the remarks improving discovery

accuracy. From the investigational results, the proposed system exemplified reliability and enhancements in the recognition

rate for most steganographic methods showing attractive annotations. Further, the correlation features displayed increased

correctness showing reliable convalescing practicality overcoming many previous steganalysis defects.

Keywords Image steganalysis � Stego image � Hidden data � RBF classifier � Features extraction � GLCM properties

1 Introduction

Steganography, cryptography, and watermarking are three

methods that correlate and differ in characteristics.

Steganography varies from cryptography as it relies on

concealing the presence of a secret in a document, whereas

cryptography focuses on scrambling the contents of a

secret in a message (Gutub and Almehmadi 2022). Both

steganography and cryptography are means of keeping

knowledge hidden from prying eyes, but none is impene-

trable (Zielińska et al. 2014). In the field of computer

security, steganography is known as the science of

embedding hidden data in a suitable cover item (Anderson

and Petitcolas 1989). Stego is derived from the Greek word

stegos which signifies ‘‘cover’’ and grafia represents

‘‘writing,’’ making term ‘‘covered writing’’ as used to

describe steganography (Duric et al. 2004). Generally,

stego file holds hidden information while ‘‘clean files’’ or

‘‘carrier files’’ do not, preserving original e-media (Huay-

ong et al. 2011), trying to avoid and traceability possibility

(Singh et al. 2023).

In other words, to avoid eavesdropper suspicion, a

steganographic system embeds secret content in unre-

markable cover media (Provos et al. 2003). For hiding files

in a cover object, researchers have implemented a number

of steganography methods and tools (Gutub 2022). Multi-

ple approaches and software support a variety of image

formats and integrate hidden files using a variety of stego

techniques (Gutub and Al-Qurashi 2020). On the other

hand, steganalysis is described as the art of finding secret

messages hidden by steganography and focuses on

detecting hidden data. Steganalysis is commonly used in

computer forensics and electronic security for internet

monitoring of illegal activity. Steganalysis also aids in
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improvement of steganographic protection by identifying

and remarking weaknesses (Johnson and Jajodia 1998).

For our security reasons, images are generally used as

carriers for sensitive data, as their modifications are likely

unnoticeable. This research focused on JPEG and BMP

color images with various steganographic algorithms cor-

related to variations of images forms (Morkel et al. 2005).

Any computer image file can be built as sequence of dots,

known as pixels, arranged in horizontal continuous rows.

Each pixel has a distinct hue which is revealed in the image

data as red, green, and blue (RGB) in a specific and sep-

arate manner. To hide secret data, steganography schemes

use variety of algorithms such as blin hide, hide seek, filter

first, battle Steg, jsteg, ouguess, F3, F4, and F5, to employ

least significant bit LSB steganography and to filter images,

as comparatively currently researched differently in Aljarf

et al. 2023. Interestingly, jsteg, F3, F4, and F5 algorithms

act by embedding hidden data in transform coefficients that

satisfy both imperceptibility and robustness requirements

(Umamaheswari et al. 2010). However, LSB-based

steganography is well-known for concealing huge hidden

files in cover images without causing noticeable distortions

as allowing high concealing capacity (Thangadurai and

Devi 2014). It functions by substituting the hidden data bits

for the LSBs of randomly chosen pixels in the cover image.

A hidden key, or password, can be used to decide which

pixels are selected for this obscurity (Gutub and Al-Roithy

2021).

This paper studies the effectiveness argument of utiliz-

ing features extraction for blind color image steganalysis

via advancements of machine learning technology bene-

fitting from Sufi et al. 2023. The main idea is to help

represent a detection system that can assist our usage of

blind steganalysis, i.e., not targeted to specific stego

methods or image formats. The suggested approach is

based on extracting statistical features integrated with

machine learning for proper classification. The image

processing and feature extraction were all implemented

using MATLAB 2021b and statistically analyzed via SPSS.

The work tested the detection system anticipation for its

ability to distinguish between many types of stego images

created by LSB stego algorithms. The investigation

involved radial basis function (RBF) technique and naı̈ve

bayes, known as major machine learning (ML) binary

classifiers, i.e., showing RBF to display high detection

accuracy, as stimulating research contribution.

The paper presentation started by Sect. 2 discussing

related work building our study background. Then, Sect. 3

covered the proposed steganalysis system divided into

three consecutive stages of preparation (clean and LSB

stego) images, extracting the features followed by ML

classifiers. Section 4 revealed the different experimentation

testing and implementation results followed by Sect. 5

representing all tryouts involving both machine learning

classifications of RBF and naı̈ve bayes. Finally, Sect. 6

concludes the research.

2 Related work

In order to study if feature-based classifications and

advanced ML can be effective in image steganalysis, sev-

eral related techniques and algorithms (as relevant image

processing) have been reviewed, ensuing stego revision in

Thabit et al. 2022. This related work section further pro-

vides some discussion of the benefits and drawbacks linked

to the previous steganalysis studies. For example, Zhang

and Ping (2003) presented techniques that illustrated

grayscale images based on the histogram of different

images. The substandard association between LSB plane

and the remaining bit planes was measured by using the

translation coefficient between different pictures his-

tograms. The aforementioned measurement was then uti-

lized to build a classifier that distinguishes stego images

from clean images, remarking embedding rates of 10%

increments with an average detection rate of 96.3% at the

top. The proposed technique performed better than RS

analysis in terms of performance and calculation speed for

both sequential and random LSB replacements (Zhang and

Xijian 2003). Various tests and outcomes were based on

the embedding ratio. The new technique illustrated similar

results to the RS analysis approach for images recorded in

JPEG format, as well as any image of small size, unlike

ML analysis work of Roy et al. 2023.

Similarly, Sun et al. (2008) proposed the co-occurrence

matrix-based steganalysis approach to create three-direc-

tional differential images for natural images. Authors

estimated the forward difference in three directions (hori-

zontal, vertical, and diagonal) toward adjacent pixels to

remove redundant data, the differential images are set to

threshold with pre-determined beginning. Furthermore, for

steganalysis, the co-occurrence matrices of thresholder

differential images were employed as features. Different

tests were performed depending on the payload (0.1–0.3

bpp) to distinguish between stego and cover images since

an SVM with RBF kernel was utilized as a classifier. This

approach works well with steganographic schemes in the

spatial domain (Sun et al. 2008). Additionally, as the

dimension of the suggested method feature vector was

fairly large, the BMP format supported by this method, and

all images were small in size.

Relatively, Kekre et al. (2011) suggested a steganalysis

technique for both grayscale and color images. In the

spatial domain, feature vectors obtained from the gray level

co-occurrence matrix GLCM, distance measurements, and

Euclidean distance, were used for classification. Presented
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steganalysis method used features extracted from an ima-

ge’s co-occurrence matrix as the results illustrated that

Euclidean distance noted high achievability. According to

the authors, color image detection accuracy was roughly

18% higher than grayscale image detection accuracy, and

low embedding rates are found to be superior (Kekre et al.

2011). It is worth mentioning that only BMP images were

supported in this study.

In another research, Verma (2014) utilized multilayer

perceptron with backpropagation for image classification.

The researcher also used PVDBPA (Pre-processed Vectors

Diagonal Back-Propagation Algorithm) to detect the pres-

ence of hidden data. Furthermore, BMP steganalysis uti-

lizing gray level co-occurrence matrix was investigated

using feature vectors and tested by Euclidean distance

measurement (Verma 2014).

In a similar study, Hemalatha et al. (2023) presented

how the gray level co-occurrence matrix can be used for

3D seismic data imaging. As for attribute analysis, GLCM

demonstrated valuable insight into the subsurface, different

than critical deep learning impact analysis (Gutub et al.

2022). Moreover, GLCM has been proven valuable for

describing seismic facies by number of authors. GLCM-

based qualities were implemented to determine directional

differences in seismic data, as it is calculated in multiple

directions. This allowed for the distinction of sedimentary

facies and fracturing patterns, as well as the delineation of

fractured zones strike and dip (Eichkitz et al. 2015).

According to Al-Taie (2017) study, steganalysis model

can be expanded via GLCM feature set. The results illus-

trated that a huge number of grayscale images from public

sources were evaluated and included showing discriminant

analysis of two-category classifier applicability, though

only BMP images were used (Al-Taie 2017). Rasool et al.

(2018) adopted statistical textural features based on aspects

of grayscale 8-bit pictures. The article runs steganalysis

model analysis to identify the existence of hidden data

inside uncompressed RGB color photographs, which can

be analyzed similar to engineering trust study of Khe-

shaifaty and Gutub (2021). The selected features were

retrieved from clean and stego picture datasets using sup-

port vector machine technique to classify them (Rasool

et al. 2018).

Lately, Shniperov (2019) developed an artificial

immune system for detecting hidden information in JPEG

images which detects hidden information with decent

image processing time and with adequate precision. The

proposed method detected existence of secret information

embedded by various common stego tools enjoying suffi-

cient efficiency revealing secrets from JPEG images.

However, the work timing consumed master artificial

immune system in defecting manner (Shniperov and Pro-

kofieva 2019).

Likewise, Jin et al. (2020) suggested an adaptive scale

adjustment-based feature extraction approach for JPEG

steganalysis, not like alignment threading technology pre-

sented in Abu-Hashem et al. 2022. Jin works that magni-

tude of feature extraction technique was modified

adaptively based on the quality of JPEG images primarily

using the Boss Base 1.01 database, which was based on the

MD-CFR feature. According to the results, the proposed

strategy increased the performance of the steganalysis as

reduced the dimensionality of retrieved features, allowing

it to be employed in other steganalysis methods based on

residual images but can be generalized for all (Jin et al.

2020). Therefore, Shankar (2021) illustrated JPEG format

steganalysis on pictures with 10% embedding and tenfold

cross-validation. The calibration approach was used to get

approximation of cover image matching LSB replacement,

pixel value differencing (PVD), and F5 approaches, as

different embedding testing strategies (Shankar 2021). In

fact, Shankar’s research work benefitted from vector

machine (SVM) and swarm optimization (SVM-PSO) as

smartly used classifiers igniting our work deep under-

standing and comparison investigations to be in state-of-

the-art condition.

3 Proposed system method

The proposed system studied practicality of blind image

steganalysis using feature-based classification as clarified

in three stages, as shown in Fig. 1, following principle

philosophy of Aljarf et al. 2023 in completely different

way than all discrepancies of remote techno-tolerance

categorizations presented in Abu-Hashem et al. 2023. The

work process stage one demonstrates image database which

includes clean and stego images created with LSB

steganography to train and test the proposed system

adopting same standard text stego works in Roslan et al.

2022. Stage two focuses on extracting the features for the

purpose of detection. Lastly, stage three classifies results

Fig. 1 Process of proposed steganalysis system
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using two classification methods: radial basis function

classification and naı̈ve bayes classifier for training and

testing, as elaborated benefitting from the IoT study of AI-

based computing (Singh et al. 2022).

The process testing dataset contains two image data-

bases, as listed in Table 1. First database includes 600

standard test JPEG images with stego versions. Second

database also included 600 test images with stego versions

but in BMP format. Due to the accessibility of raw photos

straight from cameras, this research preferred usage of

well-defined images from PhD Thesis (Aljarf 2016) whom

authors shared generously for this paper work. Figure 2

shows samples of the dataset material used in this testing

steganalysis investigation.

Steganography research has been traditionally employed

by LSB-based data hiding within the spatial domain. This

case is assumed because the lowest bit plane of bitmap

images is normally used to send/retrieve hidden data. The

reason behind all that is its undetectability by naked eye to

be noticed, as change is very little in negligible parts of an

image (Fridrich et al. 2001). Additionally, the LSB

steganography method is basic and well-known approach

for hiding bigger amounts of secret information in covers

pretending high practicality (Hussain et al. 2018). The

aforementioned method operates by substituting secret

message bits for the LSBs of randomly chosen or selected

pixels in the cover image. A stego key can determine the

order of embedding or the selection of pixels. Besides, LSB

approach is defined by leaving the fewest number of

indicators which is achieved by modifying the plain LSB of

a cover image, hiding the major significant bits, and leav-

ing the statistical features of the cover image mainly

unaffected. It is to be mentioned that the LSB-based

technique is effective when only a few of the cover image’s

LSB bits are changed, because it is impossible to notice the

difference between the cover image and the stego image

(Raja et al. 2005).

Replacement and matching are two types of LSB tech-

niques. The classified information in binary form is

considered in the LSB replacement. More specifically, this

approach replaces the image’s LSB bit plane with the

message’s equivalent bits. This can be applied to all of the

pixels in an image or only to a specific area of the image

that has been selected randomly. When the rate of

embedding is less than unity, and the image’s pixel count is

more than the concealed message’s length, and selective

replacement is used. This approach is stated to be asym-

metric in nature which can be used in several privacy

studies for feature evaluation (Shambour and Gutub 2021).

On the other hand, the quantity is lowered by one for odd

pixel measurements. This method has been called LSB

matching and has been demonstrated to be effective for

grayscale images (Shankar 2021). LSB matching can be

considered as a modified kind of LSB steganography. The

pixel value is maintained fixed if LSB of the cover pixel

matches the secret bit; otherwise, it is added or removed by

1 randomly. Each tool has its unique set of capabilities.

S-Tool, for instance, decreases the number of colors in an

image to 32. Hide and seek, on the other hand, operates by

dividing all palette elements by four (Ming and Ru 2006).

The process of feature extraction is extremely important

due to its diverse features of natural images and

steganography approaches. Feature extraction is a method

for extracting new features from an original dataset that is

highly useful to reduce the number of resources required

for processing. Moreover, feature extraction is used to

reduce the number of extra characteristics in a study and

transforms basic features into more significant features.

Additionally, as the high dimensionality of the feature

vector is reduced, new features that rely on the original

input feature set were constructed. The transformation is

carried through using algebraic transformation and opti-

mization criteria. In addition, while dealing with high-di-

mensional challenges, feature extraction is used to manage

critical information by preserving the original relative

distance between features and covering the original data

potential structure. Dimensionality reduction strategies are

utilized to avoid losing considerable amount of information

during the feature transformation process (Zebari 2020).

Therefore, selected features are extracted from each image

of clean and stego images to run our process. The features

used are mean, standard deviation, entropy, RMS (root-

mean-square), and variance, as formularized next.

Mean computes the average value of matrix elements:

Mean (f 1) =
PN�1

i;j¼0ipij

Standard deviation ri=
ffiffiffiffiffi
r2i

p
, rj=

ffiffiffiffiffi
r2j

q
. However, homo-

geneous scene has high entropy while inhomogeneous

scenes have a low first-order entropy. Maximum entropy is

reached when all probabilities are equal. Entropy

(f 2) =
P

i

P
jpði; jÞlogðp i; jð ÞÞ

Table 1 Steganography methods testing number of images and format

Analysis Database 1 Database 2

Format of images JPG BMP

Number of clean images 300 300

Number of stego images 300 300

Original images size range 201 KB–

1244 KB

126 KB–

1836 KB

Steganography algorithms F5 LSB

Size range after embedding 103 KB–

1754 KB

442 KB–

2563 KB
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RMS (root-mean-square) =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
n¼1 xnj j2

q
: Variance is

measure of how far a set of numbers is spread out. It is one

of several descriptors of probability distribution, describing

how far the numbers lie from the mean. Variance (f 3) =P
i

P
j ði� lÞ2 p i; jð Þ

The following pseudo-code shows the proposed ste-

ganalysis procedure flow main idea:

1. Load images from source file

2. Read image

3. Select specific color channel (red or blue or green)

4. Extract mean features

5. Extract standard deviation features

6. Extract entropy features

7. Extract RMS features

8. Extract variance features

Fig. 2 Sample of database set images
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9. Save the result in Excel sheet

10. End

The proposed organization used two different classifi-

cation methods to test, train, and validate the system. The

sample MATLAB code tuned to extract GLCM features is

represented as below:

This sample MATLAB routine extracts GLCM features:

energy, contrast, homogeneity, and correlation, as were

used in this experiment. The RBF binary classifier was

used in the classification process. A comparison was made

by using the naı̈ve bayes classifier, which is also used in

steganalysis experimental work. Implementation of the

proposed model used the RBF, and naı̈ve bayes classifiers

are utilized from available SPSS libraries, as interfaces

shown in Figs. 3 and 4, respectively.

Note that RBF is a mathematical concept that describes

both strong points of neural networks marking pattern

categorization and function fitting. Furthermore, three-

layer forward network and input layer with the same

number of nodes as the input dimension were used. The

concealed layer has the exact equivalent quantity of nodes

as the input dimension; and the transmission layer has the

identical number of nodes as the input dimension. The

dimension of output data is equal to the number of nodes in

the layer, as the roles of the various levels of the RBF

neural network were varied, and nonlinearity was in the

hidden layer. The RBF function was utilized as the basis

function to translate the input vector space into the hidden

layer space, resulting in a linear inseparable problem and a

linear output layer (Sun et al. 2019).

This classification strategy is based on bayes theorem

and the assumption of predictor independence. In simple

terms, a naı̈ve bayes classifier assumes that the existence of

one feature in a class has no bearing on the presence of

subsequent features. The naı̈ve bayes model is simple to

construct, particularly useful for huge datasets, and

renowned to outperform even the most advanced classifi-

cation systems. The naı̈ve bayes algorithm is a simple

probability classifier which determines a set of probabili-

ties by counting the frequency and combinations of values

in a dataset. When assessing the value of the class variable,

the algorithm employs bayes theorem and assumes that all

variables are independent. Although this conditional inde-

pendence assumption is rarely valid in practical applica-

tions, the algorithm learns swiftly in a variety of controlled

classification situations (Saritas and Yasar 2019).

4 Experimental results

The effectiveness of the suggested strategy and its out-

comes have been investigated via five experimentations

strategies shown in Fig. 5.

The effect of images format BMP/JPG was tested. The

consequence of features extraction has been confirmed

extensively, the merging of features also has been con-

sidered, the outcome of the color channel (red, green, and

blue), and adding new features to enhance our system

accuracy, all have been remarking the implementation

results contribution.

Note that the RGB channels turn the eight features into

24 predictors, as involved within the process graphically

shown in Fig. 6. The red, green, and blue channels are used

to separate the results. Furthermore, each of them is

1.  scrFile=dir(‘C:\Users\s4320\OneDrive\grayImages\jpg\stego1\*.jpg’);
2.  for i=1:length(scrFile) 
3.  x=(scrFile(i).name); 
4.           filename=strcat(‘C:\Users\s4320\OneDrive\grayImages\jpg\stego1’,x);
5.  I=imread(x) 
6. file=convertCharsToStrings(x); 
7.     gray=rgb2gray(I); 
8.  glcm=graycomatrix(gray); 
9.  F=graycoprops(glcm,{‘Energy’, ‘Contrast’, ‘Homogeneity’, ‘Correlation’,});
10. contrast=F.Contrast; 
11. homogeneity=F.Homogeneity; 
12. correlation=F. Correlation; 
13. energy=F.energy; 
14. data=[file,energy,contrast,homogeneity,correlation];
15. disp(data); 
16. writematrix(data, ‘new-jpg.xlsx’,‘WriteMode’,‘append’)
17. end 
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regarded as a separate predictor. The findings are then

collected and sorted into various Excel sheets. These sheets

are categorized based on the color channel, image type, and

whether they are clean or stego. The RBF and NB classes

are then implemented in IBM SPSS statistics version 28.0

to train and test the system. All Excel sheets are then

imported. Following the implementation of the two clas-

sifiers, the expected system’s accuracy is discovered.

To analyze the practicality philosophy of adopting fea-

ture-based classification for our blind image steganalysis,

this experiment tested 600 clean images with 600 stego

images (1200 in total) running different BMP/JPG format

considerations. The work analysis involved 15 features

(Variance_Blue, Variance_Green, Variance_Red,

RMS_Blue, RMS_Green, RMS_Red, Entropy_Blue,

Entropy_Green, Entropy_Red, Standard_Deviation_Blue,

Standard_Deviation_Green, Standard_Deviation_Red,

Mean_Blue, Mean_Green, and Mean_Red) to gain fair

investigation. The effect of features extraction has been

confirmed extensively, as the merging of features also has

been considered via adding new features, i.e., to enhance

our system accuracy.

To be specific, Table 2 lists the different testing effects

of images format BMP and JPG individually in all exper-

imentations. For example, experiment 1(a) BMP format

showed the overall percentage of testing as 91.7% sets for

RBF, which was greater than that of naive bayes classifier

representing 86.5% sets. Differently, experiment 1(b) JPG

format gave RBF and naı̈ve bayes classifiers performance

relatively equally predicted as an overall accuracy rate of

85.7% and 84.2%, respectively.

On the other hand, experiment 2 tests the effect of

features extraction individually, as experiment 2(a) re-

marks mean for all images with overall accuracy percent-

age of RBF classifier reached 100% while naı̈ve bayes

classifier reached an overall prediction rate of 88.9%.

Relatively, experiment 2(b) Standard_Deviation notation

for all images in the testing set gave the RBF classifier an

overall accuracy percentage approaching 100% while naı̈ve

bayes classifier reached 91.7% overall prediction rate.

Likewise, experiment 2(c) of entropy testing samples the

RBF classifier displaying an overall accuracy of 100%

while naı̈ve bayes classifier reached only 78.1%. In a dif-

ferent way, experiment 2(d) RMS estimation of running the

testing set indicates that the RBF classifier displayed a poor

Fig. 3 User interface of the

RBF in SPSS
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overall performance of 62.1% while naı̈ve bayes classifier

displayed an enhanced overall rate of 80.5%. However,

experiment 2(e) variance measured the RBF classifier

displaying an overall accuracy of 100% while naı̈ve bayes

classifier reached 85.9%, as matching feature to most other

testing representations.

Similarly, experiment 3 is testing the effect of color

channels of images (red, blue, and green) providing inter-

esting remarks. For example, experiment 3(a) tests the

effect of merging the red channel for all features showing

the overall accuracy percentage of RBF classifier around

100% while naı̈ve bayes classifier almost 82.2%.

Fig. 4 User interface of the

naı̈ve bayes in SPSS

Fig. 5 Research color images

different experimentations
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Experiment 3(b) tests the effect of merging the green

channel for all features exposing accuracy percentage of

RBF classifier reached 100% while naı̈ve bayes classifier

touched 81.6%. Experiment 3(c) tests the effect of merging

the blue channel for all features providing analogous RBF

classifier reaching 100% while naı̈ve bayes classifier rating

83.7%.

Differently, experiment 4 presents merging all features

of BMP/JPG format with RBG colors channels. Experi-

ment 4(a) merges entropy, standard deviation, mean, and

variance, representing the overall accuracy percentage of

RBF classifier as 93.3% while naı̈ve bayes classifier as

71.2%. Experiment 4(b) combines slightly different fea-

tures of mean, standard deviation, entropy, RMS, and

variance, presenting unlike overall accuracy percentage of

RBF classifier as 83.3% while naı̈ve bayes classifier rating

81.3%.

The work involved integrating new features: homo-

geneity, energy, and contrast, presented as experiment 5.

This experiment 5 noted the overall accuracy percentage of

RBF classifier almost 100% while naı̈ve bayes classifier

approaching 97.3%. To be focused in our observation, i.e.,

correlating the naive bayes classifier with the prediction

percentage of the RBF classifier, the RBF remarks were

noticeably showing the mostly higher performance.

5 Analysis and comparisons

As indicated before, Table 2 overall results of percentages

achieved by the RBF is commenting to be higher than

naive bayes classification methods for almost all experi-

mentations, i.e., during the training and testing phases. The

general results also showed that the BMP images format

performed frequently better than the JPG images format, as

for both classifications. In terms of features, the RMS

feature was found to achieve the lowest accuracy with the

RBF classifier, while entropy feature achieved the lowest

accuracy with the naive bayes classifier. Furthermore, the

study demonstrated that merging single color channel of

features does not influence any of the results for both

Fig. 6 The RGB channels predictors classification process

Table 2 Experimentations results

Experiment Radial basis

function

Naive bayes

Training (%) Testing

(%)

Training

(%)

Testing

(%)

Experiment 1(a): BMP format only 87.3 91.7 100 86.5

Experiment 1(b): JPG format only 85.7 85.7 100 84.2

Experiment 2(a): Mean—all images 100 100 100 88.9

Experiment 2(b): Standard_Deviation—all images 100 100 100 91.7

Experiment 2(c): Entropy—all images 100 100 100 78.1

Experiment 2(d): RMS—all images 58.7 62.1 97.9 80.5

Experiment 2(e): Variance—all images 100 100 100 85.9

Experiment 3(a): Test effect of merging red channel for all features 100.0 100.0 100 82.2

Experiment 3(b): Test effect of merging green channel for all features 100.0 100.0 100 81.6

Experiment 3(c): Test effect of merging blue channel for all features 100.0 100.0 100 83.7

Experiment 4(a): Merging (entropy, Standard_Deviation, mean, and variance) 100 93.3 100 71.2

Experiment 4(b): Merging all features (mean, standard deviation, entropy, RMS,

and variance)

84.2 83.3 100 81.3

Experiment 5: Adding new features (homogeneity, energy, and contrast) 81.5 100 100 97.3
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classifications. The results were all better accumulating

GLCM features of homogeneity, contrast, and energy,

rather preferred among merging the other features of mean,

standard deviation, entropy, RMS, and variance.

The proposed method is further compared to others in

order to assess its performance practicality. All other works

focused on one type of images to detect stego secrecy while

we run on multi-types of images. The extraction of texture

features is the main element of these image steganalysis

classification algorithms to be considered. Several works

did not report the classifiers adopted, such as Kunal (2010)

and Kumar (2016), but others mentioned some info though

not being very useful as ensemble classifiers (Kumar and

Vs 2016). The proposed approach is further compared with

existing methods relying on feature-based steganalysis as

presented in Table 3. The comparison shows that the pro-

posed method outperforms current state-of-the-art methods

in terms of classification rates.

Furthermore, our work classifier is evaluated via area

under the curve (AUC) performance approximation, as

listed in Table 4. The AUC is often used to quantify cat-

egorizers’ functions in binary classification. According to

Fawcett (2004), the AUC is calculated to quantify the

function of the network and classifies the operation opti-

mization to indicate the chance that an unsystematically

chosen advantageous event is assigned a higher value than

an unsystematically chosen unfavorable event. This strat-

egy has been shown to be very helpful for evaluating cat-

egorizers, especially when allocated categories are overly

unequal. In fact, as mentioned earlier, AUC is useful for

gaining access to categorizers’ functionality, and the AUC

is also resistant to category dispersion as our work is

showing interesting results worth remarking as promising

steganalysis approach.

6 Conclusions

This paper evaluated the steganalysis system based on gray

level co-occurrence matrix features extraction to verify its

practicality for blind image steganalysis. The research runs

four experiments conducted to test the effectiveness of

different stego images. During the examination, some

experiments showed that all features demonstrated

sophisticated performance using RBF classifier, except

RMS compared to the other classifier. Interestingly, stan-

dard deviation feature achieved higher results using naive

bayes classifier but still have not been highest significant.

However, after adding new features together with common

ones, the remarks analysis further experimentations

revealed dramatical increase in the accuracies of the pro-

posed steganalysis system making the work opening new

research path directions. Accordingly, the tryouts proved

that the extracted features were very sufficient in order to

distinguish between clean and stego images. It demon-

strated that the features extraction process is still one of the

appropriate effective methods for blind secrecy detection

within images.

Although the discussed results of the proposed method

displayed an improvement in the detection rate for some

steganographic methods, it is recommended for future

research to examine more stego images aiming to reveal

Table 3 Comparison with the previous works

Accuracy Dataset Texture features Classifier

Kunal (2010) 91% 105 images downloaded from various websites GLCM Not reported

Qin (2014) 83% public dataset of grayscale images GLCM Ensemble classifiers

Kumar (2016) – publicly available MRI images in grayscale GLCM and shape features Not reported

Lin (2016) 94% public dataset of grayscale images LBP Ensemble classifiers

Jyothy (2019) 93% not reported GLCM, DWT, and CT Ada-boost

Hammad (2022) 90% Public dataset of color images SFTA GDA

Our proposal 97% BMP and JPEG images format used for color images GLCM and RMS RBF with naı̈ve bayes

Table 4 Area under the curve

performance classification

evaluation

Image type Number of features Area under the curve

Lin (2016) Color 48 0.8022

Dong (2008) Gray 36 0.618

Aljarf (2016) Gray 70 0.916

Our proposal Color 24 0.961
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other features and to seek extra in depth steganalysis esti-

mations. In addition, testing other types of color images

with different classifiers may be usefully conducted to

show practical reliability and further advance stego secrecy

works. This current approach assessments are hard to

compare with others because of the used specialized ima-

ges dataset. Upcoming stirred practice can use public

datasets to help other scientists reproduce the research and

propose further improvement strategies. Also, the upcom-

ing analysis can be planned to incorporate different stego

methods besides the dissimilar image formats aiming to

seek its steganalysis validity against sophisticated hiding

methods. Lastly, the work can be further developed

involving the steganalysis timing and process delay espe-

cially as advanced image processing techniques are getting

more and more tangled to human lives.
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