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Abstract
Cloud computing provides web-based services for accessing, manipulating, and modifying data. Cloud computing is

unquestionably a breakthrough because it relies on physical infrastructure that is far more expensive than cloud computing

itself. End users can take advantage of various Cloud computing features, including self-service, limitless resources, quick

elasticity, and measurable services. These resources are available to anybody with an Internet connection. These resources

and services are available to users on a pay-per-use basis. Load balancing is a critical concern in cloud computing design. It

is possible to use a variety of techniques to allocate resources in cloud computing. Server efficiency necessitates the

development of algorithms and strategies that reduce energy usage and allocate data efficiently with minimum load on the

server groups. Unlike traditional computing, cloud computing offers a number of advantages. As a result, it provides

utility-based services to its customers on demand. Aside from providing IT services to its consumers, this computer

environment charges for each use. A growing number of jobs necessitate virtual machines in order to be completed in a

timely manner. Cloud computing’s huge user growth has made load balancing a top priority. This research concentrates on

load balancing, which distributes the load among numerous servers with minimum energy consumption to meet the

increasing demands of users. In this research, a method of allocating resources with optimised technique to a cloudlet while

simultaneously taking into account the estimated power consumption while servicing the cloudlet is considered. The cloud

user has the option of participating in energy-efficient resource allocation if they choose to match energy consumption as a

consideration when selecting a VM in the suggested technique. The selection criteria include not just the execution or

completion time but also an estimate of the data centres power consumption. This paper proposes an efficient normalised

load balancing optimised time triggered resource allocation (NLB-OTT-RA) model with minimum energy consumption in

the cloud environment to improve the performance. The proposed model is compared with the traditional models, and the

results show that the proposed model performance is better.

Keywords Resource allocation � Power consumption � Quality of service � Data centres � Load balancing �
Virtual Machine � Time Triggered Resource Scheduling

1 Introduction

Because of its dependability, cost-effectiveness, and scal-

ability, cloud computing is a popular choice among busi-

nesses and individuals alike for delivering secure and

trustworthy services. Cloud computing is the most popular

method of cutting computing costs for end users, especially

in the IT industry. IT processing, construction, and man-

agement are all influenced by this approach, as are the

methods and technologies used. There are four main

components to cloud computing: virtual machines (VMs),

physical machines (PMs), data processing with resource
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allocators, and users themselves. The cloud delivers the

services and resources to the users based on the service

level agreement (SLA) to accomplish the user’s work,

which includes control over resources such as CPU,

memory, and physical memory. VMs in the cloud are

typically allotted to PMs in order to provide services to

customers. In order to increase resource efficiency and

decrease costs, VMs require an accurate prediction of the

workloads and quality of service (QoS) requirements. The

vast amounts of power needed to run the data centres that

house the cloud services have an adverse effect on the

environment because of the high levels of carbon dioxide

emissions. Reducing cloud data centre energy usage is

therefore necessary to boost CSP profits, lower user costs,

and lessen the environment’s impact on CSP.

In order to improve cloud energy conservation, it is

critical to look into the power flow in traditional data

centres and understand how power is distributed. The

power consumption of cooling appliances is large, but it is

proportional to the power consumption of IT equipment.

An innovative technology for reducing cooling power

consumption is the use of free cooling by large corpora-

tions. Rather than relying on conventional refrigeration,

these solutions use naturally cold air or water to cool data

centres. A reduction in power consumption has been

achieved as a result. Zero-refrigeration systems, which are

feasible in many countries, can reduce power consumption

up to 100 per cent. Before beginning any work on power

and energy modelling or assessment, it is critical that users

have a firm grasp of the relationship between the two. The

paucity of power measuring equipment in modern data

centres means that models that forecast power require-

ments, as well as VM migration maintenance costs, are

becoming increasingly popular for power monitoring. In

order to effectively organise and schedule virtual machines

in a way that reduces data centre energy expenditure,

simulations that rely on knowledge such as resource con-

sumption or information provided by service management

are helpful.

Resource and service distributions must be carried out in

a methodical manner to ensure the same loads are applied

to all resources at any given moment and to increase

resource efficiency. The system’s performance will suffer

greatly if there is any sort of load imbalance. While

maintaining the load, it is important to consider the energy

consumption. The term green cloud computing refers to

cloud computing that makes optimal use of resources while

also consuming less energy. Both cooling and computa-

tional resources contribute to the data centre’s high energy

usage. Around 70% of total energy usage is accounted for

by computing resources, with the remaining 30% being

accounted for by cooling infrastructure.

There are two parts to the energy consumption problem:

server-side activities and networking communications. One

of the most important ideas is to reduce operational costs

while maximising resource allocation. In the platform as a

service segment, this can be achieved. Load balancers and

schedulers are used to balance the resources, predict the

load, and reduce energy consumption. Capabilities and

infrastructure are either allocated or de-allocated in cloud

computing because there is no need for a large up-front

expenditure, integrating into the cloud minimises overall

operation and maintenance costs. Figure 1 shows a cloud

infrastructure. With cloud computing’s scalability, cus-

tomers have the opportunity to scale up or down their

computing needs as they see fit. The objective of resource

allocation is to distribute resources in such a way that

environmental equilibrium is preserved while doing so.

Algorithms for scheduling resources are used to keep the

system in balance and to maximise performance. The cloud

computing infrastructure components are shown in Fig. 1.

Using the network’s processing resources to do complex

activities that require large-scale computation is the key

technology of cloud computing. Many aspects, such as load

balancing, make span, and energy usage, must be taken

into account while allocating resources. In cloud comput-

ing, selecting the best possible resource nodes for a task

must be taken into consideration, and they must be chosen

based on the work’s specific qualities. It is critical that

cloud resources be distributed not only to meet user-spec-

ified QoS criteria via service level agreements (SLAs) but

also to cut down on energy usage.

An application’s resources and run-time support are met

by virtual machines. Execution of a programme can be

made possible in two ways: by generating an instance of

the virtual machine required by the programme and

scheduling the request for physical resources, otherwise

known as resource provisioning. To represent the operating

system notion, the VM is used: a software abstraction of a

computer’s hardware. The underlying physical machine is

adequately resembled by a virtual machine, which runs

Fig. 1 Cloud computing infrastructure components

V Chandarapu, M. Kasa

123



existing software without modification. Server consolida-

tion, live migration, and security isolation are just a few of

the advantages that VM technology has gained in recent

years in data centres and cloud computing settings. In a

cloud computing environment, numerous services can be

encapsulated within a single virtual machine to satisfy the

needs of the user. Server-based VMs enable a multi-OS

environment with support for numerous software pro-

grammes. A physical machine can host one or more VMs,

depending on how many VMs are needed. Using visuali-

sation technologies, cloud computing environments can

perform dynamic load balancing between hosts.

Cloud data centres typically use optimisation strategies

to reduce energy consumption and SLA breaches. Ana-

lysing cloud parameters of mathematical models, optimi-

sation methods provide an efficient energy consumption

solution. Resources, energy consumption, and SLA viola-

tions are the exclusive emphasis of these optimisation

strategies. In order for the models to be effective, they must

include a variety of factors, including energy consumption

reduction, QoS enhancement, and SLA violations. Energy

models and numerous input factors such as VM migration

and resource allocation are used in optimisation approaches

to determine the best parameter settings for reducing

energy usage. Clustering, on the other hand, selects cluster

heads for similar tasks and nodes that consume the least

amount of energy. The input vector for cloud energy usage

is neither changed by the clustering methods, nor is a

search process performed. The cloud parameters can be

used to train machine learning models, which can then

forecast the likelihood of excessive energy usage in future.

There are three main types of optimisation methods: search

optimisation, clustering models, and machine learning

models.

2 Literature survey

The cloud data centre optimisation approaches are the most

often used techniques to reduce energy consumption and

SLA violations. Analysing cloud parameters of

mathematical models, optimisation methods provide an

efficient energy consumption solution. Numerous optimi-

sation techniques in resource allocation is analysed by

Zhou et al. (44). In the cloud, resource allocation, energy

consumption, VM migration, SLA, and QoS are addressed

using the firefly algorithm, the whale optimisation algo-

rithm, the heuristic technique, and the cat swarm optimi-

sation. Resources, energy consumption, and SLA

violations are the exclusive emphasis of these optimisation

strategies. In order for the models to be effective, they must

include a variety of factors, including energy consumption

reduction, QoS enhancement, and SLA violations.

On the basis of assigning cloud demands to the most

suitable cloud server, Zhang et al. (39) suggested an

energy-efficient task planning architecture for the cloud.

Noted, the process of organising cloud service requests

optimally so that the task may be completed in time

allotted with low consumption of energy resources is

known as green cloud scheduling. In addition, if the task is

not well scheduled, it will use more energy. Using specified

characteristics, this scheduling system divides arriving

cloud service requests into various categories before

assigning each request to the cluster that is most suited to

the corresponding category. Consolidation of VMs, correct

resource allocation, and modifying virtual machine con-

sumption were all investigated by Shojafar et al. (29).

Genetic algorithms and machine learning were used to

minimise cloud energy usage and to increase the fitness

function of the distributed cluster of a distributed server.

Using this energy model, the cloud configurations may be

evaluated with greater accuracy in the simulator or other

models. It does not, however, account for the additional

energy expenses of transferring live VMs.

There are two algorithms defined by Liu et al. (18):

distributed resource allocation (DRA) and energy saving.

Power distribution unit (PDU) connects to the system for

monitoring and recording energy consumption. VMs’ idle

resources can be better utilised by using the DRA algo-

rithm. It also minimises the amount of energy consumed by

the cloud cluster by using the energy conservation

approach. To be more precise, the reduction amounts to
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39.89 per cent of total energy usage. In order to reduce

energy usage in a data centre, Al-Dhuraibi et al. (2)

designed an architecture for managing VMs. This method

solely takes into account the energy consumption of the

CPU.

Rahimi et al. (25) devised a strategy for implementing a

computer infrastructure for information and communica-

tion technology centres (ICTs). Cloud computing, accord-

ing to recent studies, will become the norm in

technological advancements and will be tremendously

useful to businesses. Administrative, instructional,

research, and teacher education ICT systems and facilities

are provided by all educational institutions’ ICT units. For

the first time, a novel algorithm based on an agent-based

automated system structure has been presented by Sotiri-

adis et al. (31). This algorithm not only looks for integrated

solutions but it also recognises and lowers the cost of

virtual machines exclusively used by on-demand services.

In the classification of cloud computing systems, Yu et al.

(37) raised several concerns about power management.

Cloud data centres’ power consumption was also examined

through virtualisation, migrations, and work system archi-

tectures. The design and monitoring of matching process-

ing times between data centres and inbound jobs will

benefit from the implementation of a new management

paradigm.

It was found that the current infrastructure for assigning

resources and its potential significance to cloud computing,

which is projected to take centre stage on the future

Internet, was evaluated by Huanget al. (14). As a

researcher, the author is likewise concerned about network

consciousness and the constant optimisation of network

resource allocation, as well as highlighting issues that the

research group should investigate further. A strategy for

allocating network resources in cloud technology based on

dynamic observations was also proposed.

Based on the application of analytics processing mod-

elling methodologies and randomised evaluation metrics,

simulation studies were made by Gai et al. (8) to demon-

strate the strategy’s efficiency. In order to accommodate

both online and batch requests, consideration is given. A

cloud data centre planning issue has been identified within

the parameters of the service scalability technique by

Diallo et al. (6). As a result of using the suggested pro-

gramming style, less energy is consumed during the exe-

cution of jobs. Using this strategy, energy consumption can

be minimised significantly more than other strategies,

according to the data collected. To help with the estimation

problem, Ghanavati et al. (10) conducted in-depth study

and notations on a number of quality evaluation measures,

including context switching, processing duration, process-

ing periods, and reaction time.

Zhong et al. (40) devised a sleep-state selection algo-

rithm that can cut power usage at run time. The interval

lengths are predicted statistically. Using a hybrid approach,

Xu et al. (36) found a way to reduce energy consumption in

the cloud while also assuring quality of service (QoS). A

hybrid VM selection strategy and a low utilisation host

policy are employed to reduce energy consumption in this

method. In addition to reducing CO2 emissions and energy

consumption, this method has a substantial impact on

health-related issues. An optimisation approach developed

by Ghahramani et al. (9) aims to reduce the energy con-

sumption of data centres that are distributed area wise.

Dynamic requests between DCs and users can be handled

with an intelligent heuristic algorithm. Both a niche genetic

algorithm and a random depth-first search are used to

accomplish this. The hybrid technique developed by Zhou

et al. (42) optimises energy in a way that has both good

migration results and low energy consumption. ACO and a

gravitational search algorithm are two of the algorithms

incorporated into the suggested system. Gravitational

search is a local search method that exploits the law of

gravity, in which all agents try to gravitate towards the

agent with the most gravitational mass, which is regarded

the best agent. ACO aids in solving NP-hard problems and

is used for dynamic VM consolidation.
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3 Proposed model

In today’s world, cloud computing is a critical tool. It is

modelled to deliver services like as computation, software,

data access, and storage to users without any prior

knowledge of the server providing this service. Servers,

networking equipment, and cooling systems consume a

large amount of energy in large and virtualised data centres

in order to provide their clients with efficient and

dependable services. For both service providers and end

users, high energy usage increases operating expenses.

Additionally, a significant amount of carbon dioxide is

released into the atmosphere, endangering wildlife and the

ecosystem. In the last few years, a number of large-scale

studies have been conducted on the energy use of data

centres. Physical resources alone are not enough to produce

this difficulty; it is how they are utilised.

Managing many VMs on a single server is made pos-

sible with virtualisation, which is a very effective high

technology. It is in reality possible to dynamically shift

VMs from one server to another in real time using

migrations and server consolidation techniques. The server

will also be shut down if there are no virtual machines on

it. These VMs may be able to distribute the load more

evenly. To ensure compliance with SLAs and the overall

quality of virtual services (QoVS), it can be done without

disrupting the service. However, poorly managed VMs can

lead to a decrease in performance when the demand for

resources is increased. Cloud providers must establish a

middle ground in between energy performance of data

centres and SLA in order to deliver QoS described by SLA.

To reduce energy consumption and maintain a high level of

performance in cloud data centre environments, efficient

interventions to manage data centre resources are needed.

Dynamic power management policies can only be

implemented if a model of dynamic power consumption

can be developed. An accurate model must be able to

estimate how much power the system will use at any given

time based on the system’s operational characteristics.

Power monitoring capabilities built into modern computer

servers can be used to achieve this goal. A server’s power

consumption can be monitored in real time using this

device, and accurate power consumption statistics can be

collected. It is possible to derive a power consumption

model for a specific system using this information. In order

to implement this strategy, statistical data for each target

system must be gathered.

A multistage process is involved in allocating resources

to physical hosts and optimising the use of resources in the

data centre. It is allotted to the physical host that promises

to run it with the least amount of energy consumption. In

the next step, simulated annealing is used to optimise the

power consumption of all the hosts in the data centre, with

the goal of reducing it as much as possible. Load balancing

methods in cloud computing architectures are used to

reduce energy usage while distributing the workload

among servers. When it comes to load balancing and task

scheduling, the system’s primary goal is to help reduce

energy usage in a cloud environment by transferring loads

from overworked servers to underutilised servers. Despite

the fact that many of these systems have been built to

accomplish this goal, the amount of energy consumed can

be greatly reduced by combining algorithms.

The proposed model considers weather forecasting

streaming data that are provided to cloud. The data are

provided to the cloud as a set of tasks in which resources

are allocated for execution, and load balancing is per-

formed for improved efficiency. To reduce energy usage,

this work follows a specific technique for balancing effort

and resource allocation. An efficient normalised load bal-

ancing optimised time triggered resource allocation (NLB-

OTT-RA) model is proposed in this research for minimum

energy consumption in the cloud environment to improve

the system performance. The algorithm explains the pro-

cess of load balancing and reducing energy consumption.

Improved quality of service with fuzzy-based optimised resource allocation with energy…
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4 Results

Resource allocation in cloud computing refers to the pro-

cess of allocating available computing resources to the

various cloud applications. If the distribution of resources

is not carefully regulated, services will be starved. That

challenge is solved by resource provisioning, which allows

service providers to control the resource for each module.

There are a number of different strategies for distributing

resources to fulfil the needs of cloud applications, and one

of these is known as resource allocation strategy. There

must be an integrated approach to resource consumption

and allocation to maximise resource usage. The proposed

model considers weather forecasting streaming data that

are provided to cloud. The proposed model is developed

using python and implemented in google Colab. The pro-

posed efficient normalised load balancing optimised time

triggered resource allocation (NLB-OTT-RA) model is

compared with the existing profit-maximised collaborative

computation offloading and resource allocation (PMCCO-

RA model), and the results are represented.

In cloud systems, resource pooling is provided as a pool

of resources that may be dynamically assigned and reas-

signed to meet the needs of various customers. To support

consumer systems, it has the ability to rapidly scale out and

drastically release so that it can swiftly scale in automati-

cally. Faster and more cost-effective services are provided

through the cloud. However, cloud providers face a huge

problem with resource allocation. Overconsumption of

resources has necessitated greater resource management. In

addition, because demand and capacity fluctuate over time,

the resources needed may be more than those available in

the cloud. As a result, dynamic resource allocation strate-

gies enable more efficient utilisation of the available

resources. The resources are registered at the cloud service

provider, and the resource registration accuracy levels of

the existing and proposed models are shown in Fig. 2.

The resources are allocated to the tasks to complete their

operations without any delay. The tasks whose load is high

will be allocated with additional resources to balance the

load and to complete the allocated operations. The pro-

posed model resource allocation accuracy levels are con-

trasted with the existing ones, and the results are shown in

Fig. 3.

In a cloud computing environment, load prediction is a

crucial for cost-optimal allocation of resources and energy-

saving strategy. To improve prediction accuracy, load

classification is required prior to prediction. In this

research, a new method for predicting the future load of

cloud-oriented data centres is presented. The load predic-

tion of existing and proposed models is shown in Fig. 4.

To ensure that no node in a cloud computing system is

overcrowded or underutilised, load balancing is indeed the

procedure of redistribution of the workload. Load balanc-

ing aims to improve reaction time, execution time, and

system stability by distributing the workload. The proposed

model load balancing is effective and fast. The load bal-

ancing time levels of the proposed model and traditional

model are shown in Fig. 5.

The rise of cloud computing has resulted in excessive

energy use in data processing, storage, and communication.

The high carbon emissions of the data centres are

unfriendly to the environment due to the obvious massive

energy usage. The cloud energy consumption levels of

existing and proposed model are depicted in Fig. 6.

Fig. 2 Resource registration accuracy levels
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A cloud server ability to regulate traffic and assure the

performance of key nodes with low capacity is referred to

as quality of service. Organisations might prioritise select

high-performance applications to alter their overall traffic

and resource utilisation and task executions. The QoS

levels of the proposed and existing cloud environments are

shown in Fig. 7.

5 Conclusion

Modern cloud computing places a high value on reducing

both consumption and maintenance costs. In reality, data

centres require a lot of electricity, which reduces perfor-

mance and releases a lot of carbon dioxide into the atmo-

sphere. Server virtualisation, relocation, and consolidation

are just a few of the technologies that are utilised to opti-

mise network resources and reduce energy usage.

Scheduling resources is a critical function in cloud com-

puting environments. Each and every customer request

must be recognised and responded effectively without any

delay. Reduced energy consumption, cheaper prices, and so

on are examples of possible goals. According to ability to

discern such as resource use and monitoring, demand data,

and other parameters, the resource scheduler provides

alternatives for allocating available resources. According to

this plan, the number of active hosts would be reduced,

allowing idler machines to be put to sleep. To maximise the

number of cloud host servers that can be utilised post-

service exits, a quadratic mathematical optimisation tech-

nique was adopted. This migration strategy is combined

with an accurate allocation mechanism to reduce total data

centre energy consumption. The presented methods can be

used as an energy consumption aware virtual machine

scheduler to optimise physical infrastructure management

and operators. Performance and cost are directly affected

by resource scheduling, as well as indirectly by bad per-

formance, which makes it more expensive or less effective

to use extra cloud host servers in the cloud centre. This

paper proposed an efficient normalised load balancing

optimised time triggered resource allocation (NLB-OTT-

RA) model fuzzy with minimum energy consumption

based on fuzzy in the cloud environment to improve the

system performance. The proposed work is predicated on

making use of as much of each resource’s capabilities as

possible for a specific number of VMs. In future, more

number of virtual machine linking and live migrations can

be optimised to improve the cloud performance.

Fig. 3 Resource allocation

accuracy levels

Fig. 4 Load prediction accuracy levels

Fig. 5 Load balancing time levels
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