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Abstract

We study a multi-user multiple-input single-output downlink system aided by a reconfigurable intelligent surface (RIS). Users’
sum rate and transmit power are two important performance indicators in such systems. However, most existing works only
optimize one of them, resulting in severe performance degradation of the other. Motivated by this, in this paper, we formulate
a multi-objective optimization problem to maximize the sum rate of users and minimize the transmit power simultaneously.
According to our early work on fitness landscape analysis of sum rate maximization problems, the proposed problem is inferred
to be multi-modal. To solve this non-convex and multi-modal problem, we propose a novel multi-objective evolutionary hybrid
beamforming (MEHB) framework to find different trade-off solutions between the two conflicting objectives. In particular, we
employ different kinds of multi-objective evolutionary algorithms and multi-modal multi-objective evolutionary algorithms as
the baseline of MEHB framework, so as to design the passive beamforming. And the active beamforming at the base station is
optimized by the classical zero-forcing method. The simulation results have verified the effectiveness of the dominance-based

evolutionary algorithms in handling hybrid beamforming problems.

Keywords Reconfigurable intelligent surface (RIS) - Hybrid beamforming - multi-objective evolutionary algorithms -

Multi-objective multi-modal optimization

1 Introduction

The fifth-generation (5G) mobile communication standard
promises to provide enhanced mobile broadband, massive
connectivity and ultra-low latency through various techno-
logical advances (Wu and Zhang 2019a). In harsh wireless
propagation environments, however, guaranteed quality of
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service requirements may not be fully achieved with the
existing technologies. For example, the communication qual-
ity may be affected by the shadowing caused by fixed and
moving obstacles, e.g., trees, and buildings. And the net-
work energy consumption and hardware cost still remain vital
issues.

To solve the above issues, reconfigurable intelligent sur-
face (RIS), has emerged as a promising solution to achieve
a smart and programmable wireless propagation environ-
ment for 5G systems (Wu and Zhang 2019c). Specifically,
RIS is a two-dimensional artificial structure, consisting of
low-cost, passive, reconfigurable reflecting elements. The
passive beamforming of RIS, i.e., each RIS element can
induce a phase shift to the incident signal (Chen et al 2016),
makes it possible to change the wireless environment intel-
ligently. By densely deploying RISs in the wireless network
and smartly coordinating their phase shifts, the signal propa-
gation/wireless channels between transmitters and receivers
can be flexibly reconfigured to achieve desired realizations.
With proper passive beamforming, the RIS-assisted com-
munications system can realize expected properties, such as
extending signal coverage, improving energy efficiency, miti-
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gating interference, enhancing system security, and so on Wu
et al (2021). Thus, how to select the optimal passive beam-
forming is very important.

With this in mind, several works explore the potential of
RIS in multi-user (MU) communication scenarios by elab-
orately selecting the beamforming. In Guo et al (2020); Yu
etal (2019); Wu and Zhang (2019b), the active beamforming
(beamforming by active antennas) at the base station (BS)
and the passive beamforming at the RIS are jointly opti-
mized. Different optimization objectives are achieved, such
as maximizing the user rate (Guo et al 2020), maximizing the
spectral efficiency (Yu et al 2019), or minimizing the trans-
mit power (Wu and Zhang 2019b). These works consider the
continuous passive beamforming settings for the RIS, and
gradient-based iterative algorithms can achieve good sys-
tem performance. However, given the hardware limitations
of real-world implementations, systems only support discrete
passive beamforming. To achieve discrete passive beamform-
ing, several methods are proposed, such as the quantization
approach (Chenetal 2019), exhaustive search (Wu and Zhang
2019a), sequential algorithm (Di et al 2020), and the brand-
and-bound (BB)-based method (Di et al 2020). Among these
methods, exhaustive search and BB are able to locate the opti-
mal solutions but with very high computational complexity;
the quantization approach and sequential algorithm run fast
but degrade the performance significantly. A more efficient
method for passive beamforming design with lower com-
plexity is required.

In these works (Guo et al 2020; Yu et al 2019; Wu and
Zhang 2019b; Chen et al 2019; Wu and Zhang 2019a; Di
etal 2020, 2016), only a single objective is considered, either
maximizing the sum rate or minimizing transmit power.
However, multiple objectives or features of real-world prob-
lems often need to be considered at the same time (Bakkouri
and Afdel 2020, 2022). Integrating multiple features dramat-
ically improves the performance of the systems, while only
optimizing one of them would result in severe performance
degradation in the other objective. Thus, it is better to opti-
mize them simultaneously. A related close work is Khalili
et al (2021), where two objectives, i.e., the data sum rate and
the total harvested energy, are maximized simultaneously.
The problem is transformed into a single-objective optimiza-
tion problem by assigning a balancing parameter. However,
the performance is very sensitive to this parameter, which is
difficult to determine. Moreover, the proposed solver does
not have the decision-making flexibility due to incapable of
obtaining different trade-off solutions.

Inspired by the above analysis, we are motivated to
jointly design the hybrid beamforming to simultaneously
maximize the sum rate and minimize transmit power, in
a downlink RIS-aided multi-user multiple-input single-out
(MU-MISO) system. The hybrid beamforming includes the
active beamforming at BS and passive beamforming at RIS
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to be optimized. Here, we consider a practical case, i.e., the
passive beamforming takes discrete values. Different from
Khalili et al (2021), we formulate this hybrid beamform-
ing problem as a multi-objective optimization problem, with
the sum rate and transmit power being two objectives. This
problem is a mix-integer programming problem, which is
NP-hard and non-convex with highly coupled variables. To
design a solver, two challenges should be considered:

1. Existing methods (Chen et al 2019; Wu and Zhang 2019a;
Dietal 2020, 2016) ignore the high dependence between
the passive beamforming but decouple the passive beam-
forming problem and estimate them separately, degrading
the performance. Moreover, the methods cannot balance
the high computational complexity and performance.

2. The sum rate maximization problem shows a multi-modal
landscape, which has many scattered, uncorrelated local
peaks (Yan et al 2021). These local peaks are great obsta-
cles for hindering the solver to converge to the optima,
especially in the cases with a large-scale RIS. Since one
of our optimization objectives is maximizing the sum
rate, the proposed multi-objective problem should be also
multi-modal. The multi-modal property causes great dif-
ficulty to find the global optima.

To solve the proposed multi-objective hybrid beamform-
ing problem, we propose a novel multi-objective evolu-
tionary hybrid beamforming (MEHB) framework to find
all Pareto-optimal solutions between the two conflicting
objectives. In the MEHB framework, we employ different
kinds of multi-objective evolutionary algorithms (MOEAs)
and multi-modal multi-objective evolutionary algorithms
(MMOEAS5) for passive beamforming design, while the cor-
responding sub-optimal active beamforming is obtained by
the classical zero-forcing method (Di et al 2020).

The contributions of our work are summarized as follows:

1. We propose a multi-objective optimization model. This
model maximizes the sum rate and minimizes the trans-
mit power simultaneously with a conflicting relationship.
No balancing parameters are required to be set.

2. We propose a novel multi-objective evolutionary hybrid
beamforming framework to analyze and solve the pro-
posed model, which helps understand the problem better
and design hybrid beamforming. In this framework,
three MOEAs and two MMOEAs are employed to opti-
mize the passive beamforming, while the corresponding
sub-optimal active beamforming is obtained by the clas-
sical zero-forcing method. This framework is capable of
obtaining different trade-off solutions in one run and pro-
viding selection flexibility for decision-makers.

3. We conduct numerical experiments and the simulation
results validate that the effectiveness of the proposed
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algorithm. In general, we conclude that to solve the
passive beamforming, population-based algorithms are
more effective with a large-scale RIS. Remarkably, the
dominance-based evolutionary algorithms with/without
multi-modal strategies outperform other MOEAs and
MMOEAs under different numbers of RIS quantization
bits, different numbers of users and signal-noise ratios.

The remainder of the paper is organized as follows. In
Section II, we briefly review the background of the hybrid
beamforming approaches and multi-objective evolutionary
optimization. The system model is introduced in Section II1.
Section IV presents the novel multi-objective formulation
and the multi-objective evolutionary hybrid beamforming
framework. Section V gives the simulation results and dis-
cussions. Finally, section VI concludes the paper.

2 Background
2.1 Related works on hybrid beamforming

Most existing works regard RIS as a reflection-type device
in point-to-point communication or multi-user (MU) sys-
tems. In these works, several hybrid beamforming methods
were proposed to achieve different communication goals, for
example, maximizing the sum rate (Guo et al 2020), maxi-
mizing the network’s spectral or energy efficiency Yu et al
(2019), maximizing the secrecy capacity for physical layer
security, minimizing the transmit power (Wu and Zhang
2019b) or maximizing the harvested power (Nadeem et al
2019).

Hybrid beamforming design is very challenging due to
the high-dimension property of the passive beamforming as
well as the deep coupling between the active beamform-
ing at BS and the passive beamforming at RIS. To solve
hybrid beamforming problems efficiently, the original prob-
lem is generally decoupled into two sub-problems: active
beamforming sub-problem and passive beamforming sub-
problem. Then, the two sub-problems are solved alternatively
by alternating optimization (AO) based methods. To solve
the active and passive beamforming sub-problems, there are
a number of existing methods as shown below.

2.1.1 Active beamforming design

Given that the passive beamforming at RIS is fixed, the
sub-problem to optimize active beamforming is reduced to
a traditional beamforming problem in wireless communi-
cation systems. For such beamforming problems, several
methods such as the maximum-ratio transmission, the mini-
mum mean square error criterion, the semi-definite relaxation
(SDR) technique and the zero-forcing method are usually

used. Among the methods, the maximum-ratio transmission
method is suitable for the single-user case, and the others
are usually used to cope with the multi-user interference.
The optimization objectives of current RIS beamforming
designs are divided into two categories, namely the sum rate
maximization problems and the transmit power minimiza-
tion problems. For the sum rate maximization problems,
the minimum mean-square error method is a good option
(Guo et al 2020). For the transmit power minimization prob-
lems, the SDR technique is a commonly-used method, but
the computation complexity is extremely high for large-scale
RISs (Wu and Zhang 2019b). Comparably, the zero-forcing
method is an efficient method with low complexity (Di et al
2020)(Huang et al 2018).

2.1.2 Passive beamforming design

Keeping the active beamforming at BS fixed, existing works
consider continuous or discrete passive beamforming. The
passive beamforming is parameterized by phase shifts, hence
the passive beamforming design is equivalent to optimizing
the phase shifts. When the phase shifts take continuous val-
ues, that is, each phase shift can be independently adjusted
between 0 and 2. In this case, the optimal phase shifts can
be estimated by phase alignment method (Ma et al 2021)
or SDR technique (Wu and Zhang 2019b). The phase align-
ment method converges fast but can only work in single-user
situation. The SDR technique is suitable for a wider range
of scenarios, but the time complexity is higher. However,
the continuous phase shifts are difficult to realize in practice
because of the high cost of hardware implementations.
Such discrete settings of phase shifts at RIS lead to an inte-
ger programming problem, which complicates the passive
beamforming design compared with continuous settings. To
achieve discrete phase shifts, several methods are proposed,
such as exhaustive search (Wu and Zhang 2019a), the quanti-
zation approach (Chen et al 2019), sequential algorithms (Di
et al 2020), and the brand-and-bound (BB) based method
(Di et al 2020). Exhaustive search incurs prohibitively high
complexity with a large number of RIS elements, thus seri-
ously limiting its applications. In the quantization approach,
the optimal continuous phase shifts are obtained at first, then
they are quantized to their nearest values in the correspond-
ing discrete sets. Despite the low computational complexity,
this approach suffers from great quantization errors, espe-
cially when fewer quantization bits are used. In the sequential
algorithm, each phase shift is optimized in sequence while
keeping the others fixed. The main drawback is that the per-
formance is easy to be trapped into local optima due to
variable decoupling. The computational complexity of the
BB method is exponential over the number of RIS elements;
hence, this method is incapable of handling large-scale RISs.

@ Springer



8094

M. Lietal.

In general, due to the nature of such problems, it is dif-
ficult to achieve good results while maintaining low time
complexity. Such problems become especially complicated
when the numbers of RIS elements and quantization bits
increase. Therefore, a more efficient method with a good
balance between convergence and complexity is required for
passive beamforming design.

2.2 Multi-objective evolutionary optimization

A multi-objective optimization problem (MOP) with con-
straints can be formulated as follows:

min F) = (fi ®), 2, ... fu (%))

and x € RP

ey

subjectto g; (x) <0,i € {1,2,...,J},

where x and f;, are the decision variables and the m-th objec-
tive, RP is the feasible space, g; denote the i-th constraint,
and M, D and J are the numbers of objectives, decision
variables and constraints, respectively (Mohseni-Bonab et al
2015).

Compared with single-objective optimization problems,
MOPs are supposed to obtain different trade-off solutions
simultaneously in a single run. To compare the qualities of
two solutions of a MOP, the Pareto dominance relationship
is employed (Zhang et al 2018). Solution x; is better than
another solution X3, i.e., x| Pareto dominates x; (X; < X2),
if the following inequations are satisfied (Zhang et al 2015;
Cheng et al 2016; Li et al 2015):
{Vi el,2,... M, fi(x1) < fi (x2) @)

djel,2, ..M, fi(x1) < fj(x2).

If x Pareto dominates all the other solutions in R, x is said to
a Pareto-optimal solution. All Pareto-optimal solutions, i.e.,
{x eRP|AyeRP, y< x}, form the Pareto-optimal set
(PS), and the corresponding performances of PS in the objec-
tive space, i.e., {F (x)|x € PS}, form the Pareto-optimal
front (PF). It is incapable to compare any two Pareto-optimal
solutions if there is no additional information.

To solve a MOP, the beginning idea is to transform it into
a single-objective optimization problem, by aggregating all
objectives with a sensitive weighting parameter. These meth-
ods perform poorly on the Pareto-optimality since only a
single optimal solution can be found in each simulation run.
To obtain different trade-off solutions and provide flexibility
in decision making, many multi-objective optimization evo-
lutionary algorithms (MOEAs) have been proposed (Schaffer
1985). Collectively, there are about three kinds of MOEAs,
namely the Pareto-based MOEAs, the decomposition-based
MOEAs, and the performance indicator-based MOEAs (He
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et al 2017). The main feature of the Pareto-based MOEAs is
adopting the Pareto dominance relationship to the selection
mechanism. A typical algorithm is the elitist non-dominated
sorting genetic algorithm (NSGA-II) (Deb et al 2002).
NSGA-II proposes the fast non-dominated sorting and the
crowding distance. The former is employed to divide solu-
tions into different layers, thus guiding the choice of solutions
to guarantee convergence. The latter is used to compare solu-
tions in the same layer and guarantee diversity. Based on
NSGA-II, the reference vector guided evolutionary algorithm
(RVEA) (Cheng et al 2016) propose an adaptive strategy
to handle unnormalized objective functions and can handle
high-dimensional MOPs. The decomposition-based MOEAs
decompose a MOP into multiple sub-problems and employ
the neighbor relationship to aggregate all sub-problems.
The multi-objective evolutionary algorithm based on decom-
position (MOEA/D) is proposed in Zhang and Li (2007).
MOEA/D defines the neighbor relationship between sub-
problems through the distance between the weight vectors.
Information is shared among adjacent sub-problems through
the evolution process. Apart from genetic algorithms, par-
ticle swarm optimization (PSO) can also be extended to
handle MOPs. The multi-objective particle swarm optimiza-
tion (MOPSO) (Coello and Lechuga 2002) is based on PSO
and is applied to optimize multiple conflicting objectives.

In some problems such as space mission design (Schutze
et al 2011), path-planning (Yue et al 2017) and traveling
salesman problems, the MOEAs may fail to find any opti-
mum when the problem size increases. This is because the
MOPs contain multiple global and local peaks, i.e., the multi-
modal optimization problems (MMOPs). In order to handle
the multi-modal property, a number of multi-modal MOEAs
(MMOEASs) are proposed (Ray et al 2022). They attempt to
locate as many as possible (almost) equivalent Pareto-optimal
solutions, so as to catch all the global optima. The MMOEAs
mainly include three categories (Lin et al 2020):

e Fareto-Based MMOEAs: Based on NSGA-II, two algo-
rithms are developed for solving MMOPs. The authors
propose Omni-optimizer (Deb and Tiwari 2005), pre-
senting and employing the concept of crowding distance
in decision space. Another MMOEAs is double-niched
NSGA-II (DN-NSGA-II) (Liu et al 2018). DN-NSGA-II
employs a niche sharing method to maintain diversity not
only in the objective spaces, but also in decision spaces.
The niche sharing method degrades the fitness of indi-
viduals in the same neighborhood (usually near a local
peak) according to its scale. Thus, outside individuals are
discouraged to occupy the same niche. Both methods are
able to find multiple global PSs for the same PF.

e Decomposition-Based MMOEAs: There exist specially
designed MMOEAs based on MOEA/D to cope with
MMOPs. Among them, one representative algorithm is
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Fig.1 RIS-aided MU-MISO system

MOEA/D-AD (Tanabe and Ishibuchi 2018). The most
notable difference between MOEA/D and MOEA/D-
AD is that MOEA/D-AD proposes the perpendicular
distance. Based on this, each solution is assigned to a
sub-problem with the closest weight vector and a relative
neighborhood size L was set in its decision space. After
that, each offspring only updates the original solutions
associated with the same sub-problem from its L near-
est individuals in the decision space. The strategies are
crucial to preserving multiple PSs.

e Others: There are also some extensions from other
MMOEAs to solve MMOPs, such as MOPSO using
ring topology and special crowding distance (MO_Ring_
PSO_SCD) Yueetal (2017). InMO_Ring_PSO_SCD, an
index-based ring topology (Ring) is introduced to induce
some stable niches, encouraging identifying a number of
PSs. Note that the designed crowding distance (SCD) is
adopted to measure the density of solutions.

3 System model

A RIS-aided downlink MU-MISO system is considered, as
shown in Fig. 1. The system includes a BS equipped with N,
antennas, a RIS equipped with R passive elements, and K
single-antenna users. There exist some obstacles between the
BS and users, causing a very weak signal on the direct path
(Guo et al 2020). In this case, deploying the RIS becomes
particularly important to provide a new path. In this work,
we neglect the direct path due to its severe signal degradation
and only consider signals reflected by the RIS.

Denote the channel vector from BS to user k as hg x €
CN*1 the channel vector from RIS to user k as h ;€ CRx1,
and the channel vector from BS to RIS as G € CE*M where
k =1,2,..., K. Owing to the severe signal degradation of
the direct path from BS to users, we ignore the channel hq
for brevity. Existing systems only support discrete passive
beamforming of the RIS due to hardware limitations. Hence,
we consider a RIS of b-bit controllable, that is, 2° possi-

ble configuration modes. Then the passive beamforming is
expressed as a diagonal matrix

0 = diag(B1e’?, ..., Bre!%%), (€)

where B = [B1, ..., Brs ..., Br] (0 < B, < 1) indicates the
reflection efficiency of RIS. For simplicity, we set all 8, to

1.0 = 1[04, ..., Oy, ..., Or] denotes the phase shift vector with
m, 7
0 = Spomr € {0,120 =1}, @)

wherer =1, 2, ..., R.

We assume the channel state information of all channels
is perfectly known at the BS and RIS and the mobility of the
users is very limited, which is the same as Guo et al (2020).
The transmitted signal at the BS is

K
X = Zwksk, (5)
k=1

where w; € CN*! represents the active beamforming vector

at the BS. s denotes the transmit data to user &, an indepen-

dent random variable with zero mean and unit variance.
Then, the signal received by user k can be expressed as

vk = hfl, @"Gx + ny, (6)

where (-)1 is the conjugate transpose, n; denotes the white

Gaussian noise at user k with zero mean and power o 2.

The user k treats all the signals from the other users as
interference. Hence, the rate at user & is defined as:

S = logy (1 + k)
Ih", @1 Gw,|? (7
— 10g2(1 + X . o H 2 3 .
Yi1izk [ @ GWil* + o

where y; indicates the signal-noise ratio (SNR) of user
k, |(hfk€~)HG)wk|2 is the received signal of the k-th user.
Zl-K:l’i;,&k|(hf’lk®HG)w,‘|2 is the sum of interference from
other users.

4 Proposed multi-objective formulation and
multi-objective evolutionary hybrid
beamforming framework

4.1 Multi-objective formulation for hybrid
beamforming

For the downlink RIS-aided MU-MISO system under con-

sideration, we focus on two objectives, i.e., the sum rate of
all users and the transmit power at BS, defined as

@ Springer
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K
[IW,0) =35,

o ®)
AW, 0) =" llwl*.

k=1

Both of the objectives are crucial. However, either maximiz-
ing the sum rate or minimizing transmit power would result
in severe performance degradation in the other objective.

Therefore, we aim at the hybrid beamforming design to
maximize the sum rate of all users and minimize the trans-
mit power at the BS simultaneously. It is expected to achieve
different trade-off solutions between the conflicting sum rate
and transmit power. As the decision maker, the BS or RIS
would have the flexibility to decide whether it needs to opti-
mize one of the objectives or to strike a good balance between
them. To implement this, we formulate a multi-objective opti-
mization model

min F(W’ 9) = min (_fl (W’ 9)7 f2(w, 9)) 5
K ©

subject to (3), (4), Z Iwll> < Pr,

k=1

where the active beamforming matrix W at the BS and pas-
sive beamforming matrix ® at the RIS are decision variables,
where W = [wi, wo, ..., wg] € CV*K _ £(W, ®) and
(W, ©), represent the minus sum rate and the transmit
power, respectively. w,% < Pr means that the transmit power
is constrained below Pr.

4.2 Multi-objective evolutionary hybrid
beamforming framework

The problem (9) is a mix-integer programming problem,
which is NP-hard and non-convex with highly coupled vari-
ables. Many approaches can be adopted to deal with the
MOP problem, such as weighted sum maximization (Schat-
fer 1985), e-constraint (Cheng et al 2016) and MOEAs (Zhou
et al 2011). The weighted sum maximization introduces a
weighting parameter to combine all optimization objectives
together. Consequently, the performance highly depends on
the weighting parameter. Moreover, the method only out-
puts a single solution in each run. The e-constraint method
reserves one objective and transforms the others into con-
straints. It can characterize the entire Pareto boundary of the
target region and is more effective than the weighted sum
maximization methods (Miettinen 2012). MOEAs deal with
the MOP directly so that a series of Pareto solutions can be
obtained. In other words, MOEAs are more likely to provide
multiple options for the decision maker, without assigning
weighting parameters. Therefore, MOEAs are more advan-
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tageous in handling our proposed MOP (9) in the RIS-aided
MU-MISO system.

It is found that the sum rate maximization problem shows
a multi-modal landscape, i.e., it has many scattered, uncorre-
lated local peaks (Yan et al 2021). These local peaks are great
obstacles for hindering the solver to converge to the optima,
especially in the cases with a large-scale RIS (Yan et al
2021). Since one objective of the proposed multi-objective
formulation (9) is maximizing the sum rate, the proposed
multi-objective problem is inferred to be multi-modal, too.
The multi-modal property causes great difficulty to find the
global optima. Fortunately, MMOEAs show great advantages
in handling multi-modal multi-objective optimization prob-
lems (Ray et al 2022). They attempt to locate as many as
possible equivalent Pareto-optimal solutions, so as to catch
all the global optima.

Therefore, based on the superiority of MOEAs and
MMOEASs, we propose a multi-objective evolutionary hybrid
beamforming (MEHB) framework to solve the proposed
MOP (9). In contrast to Guo et al (2020); Yu et al (2019);
Wu and Zhang (2019b); Chen et al (2019); Wu and Zhang
(2019a); Di et al (2020, 2016), the proposed framework
fundamentally characterizes their trade-off, even though
the proposed MOP is probably multi-modal. Remarkably,
the MEHB framework is suitable for dealing with discrete
passive beamforming. It solves discrete variables directly
without quantization and decoupling, and is thus able to
locate optimal solutions and guarantee convergence with
acceptable computational complexity. Furthermore, differ-
ent from Khalili et al (2021), no balancing parameters are
needed and a series of non-dominated solutions are obtained
simultaneously. Specifically, the MEHB needs to accom-
plish two tasks, that is, the active beamforming and passive
beamforming design. The main idea is to first optimize the
discrete passive beamforming of the RIS by some MOEAs
or MMOEAs. Then, with each obtained passive beamform-
ing, the multi-objective problem (9) is reduced to the active
beamforming sub-problem

max f1(W),
K
(10)
subject to Z Iwell? < Pr,
k=1

To simplify this sub-problem, we preset the transmit power
randomly with Pr as being the upper bound. This sub-
problem (10) is reduced to a well-known digital beamforming
problem with preset transmit power P,:

max f1(W),

. S (11)
subject to Z [[well© = Py,

k=1
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where P, < Pr.For different passive beamforming, different
P,s will be used, so as to maintain a good diversity of solu-
tions. It is well-known knowledge that the sub-problem (11)
can be well solved by the classical zero-forcing method (Di
et al 2020). After that, the solutions are evaluated according
to equation (9) and selected based on the specific selection
criterion of the employed MOEA or MMOEA. These steps
are repeated until the stopping criterion is satisfied.

Based on the above idea, the workflow of the proposed
MEHB framework is shown in Algorithm 1. The popula-
tion is represented by S = {(W, ©y), ..., (W;, 9;), ...,
(Wx, ®pn)}, where N is the population size, (W;, ©;) is the
i-th solution with W and @ being the active beamforming at
the BS and the passive beamforming at the RIS, respectively.
The MEHB framework starts with initialization. A number
of N passive beamformings {G)?}f.\’: | are randomly gener-
ated. For each ©;, the corresponding active beamforming
matrix W; is estimated by the function “zero-forcing” (will
be detailed next). {(@?, W?)}f\’: | compose the initial popu-
lation S°. The fitness F° of the population S is calculated
by the proposed bi-objective model (9). In each generation,
the following steps are executed:

1. Offspring generation (Lines 5-6 of Algorithm 1). If not
stated, we employ uniform crossover (Semenkin and
Semenkina 2012) and random mutation (Kramer 2017)
operators to produce offspring’s passive beamforming
©! . (Line 5 of Algorithm 1). The corresponding active
bea{mforming matrix W’ . is obtained by the function
“zero-forcing.” W! and’®’0’l- constitute a new popula-
tion S, We calculate the fitness F' of S/, according to the
proposed bi-objective model (9).

2. Elite solutions selection (Lines 8—12 of Algorithm 1).
Considering solutions’ performance, use the fitness to
select elite solutions into the next population 8’1, If less
than N non-dominated solutions are found, we select N
solutions with the highest fitness. Otherwise, we disre-
gard the dominated solutions prior to applying selection.
Thus, the first N non-dominated solutions with the high-
est fitness are retained, forming the Pareto front.

If the stopping criterion is satisfied, return the non-dominated
solutions. Otherwise, repeat the above steps.

In the MEHB framework, for given ®, we calculate the
active beamforming at the BS via the “zero-forcing” func-
tion. Common choices for the active beamforming design
at the BS include the zero-forcing method, SDR method and
minimum mean square error criterion (Guo et al 2020). Here,
we choose the classical zero-forcing method (Di et al 2020),
since it has much lower computation complexity. Thus, given
RIS passive beamforming @, the BS active beamforming is
estimated by

Algorithm 1 The MEHB overall process

Require: Channel vectors hfk, G, population size N;

Ensure: BS active beamforming W, RIS passive beamforming ®;

1: t =0;

2: Initialize solutions S° randomly;

3: FO eFitness_Calculation(SO);

4: while “the stopping criterion is not met” do

5 Generate offspring S/, by crossover and mutation;

6:  F' <Fimess_Calculation(S!);

7:  Find non-dominated solutions from S/ U S’ to form a non-
dominated solution set Q;

8:  if the size of Q is smaller than N then

9: Select N solutions with the highest fitness from
S! U’ and put into S'*1;

10:  else

11: Select N solutions with the highest fitness from
Q and put into 8'*1;

12:  endif

13: t=t+1;

14: end while
15: W, © <« find elite solutions Q from S’.

_1 ~
W= FH (FFH) P: = WPZ, (12)

where F = [f1, ... fi. ... fx], fi = hi}, ©"G denote the

reflection-channel matrix and W = FH (FF™) ~! Pisadiag-
onal matrix whose k-th element represents the power py for
user k. The zero-forcing needs to satisfy two constraints:
if'wi| = /Px and |f,f1w;<| =0,k # k . Problem (12) is cast
as a power allocation problem (Tse and Viswanath 2005)

Pk
tog, (1+25).
max D log (145
1<k<K (13)
s.t.Tr (P%V\A’HVAVP%> < Pr,

where T'r (-) represents the trace of a matrix. By applying
the water-filling algorithm, the optimal solution is obtained
as pr = % max {% — w02, 0}, where vy denotes the k-th

element of WHW and § is a normalized factor satisfying
> ikek max {5 — 0%, 0} = Pr.

5 Simulation results

In this paper, we have formulated a bi-objective optimiza-
tion problem to simultaneously maximize the sum rate and
minimize the transmit power. To solve this bi-objective
optimization problem and investigate its properties, we con-
duct experiments by integrating three MOEAs and two
MMOEAs into our proposed MEHB framework. We select
these MOEAs/MMOEAs for passive beamforming design
because they have employed various genetic search and
selection operators as well as represented different kinds of
multi-objective evolutionary algorithms.

@ Springer
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Three MOEAs: Three multi-objective evolutionary algo-
rithms are employed, i.e., NSGA-II (Deb et al 2002), RVEA
(Cheng et al 2016) and MOPSO (Coello and Lechuga 2002).
NSGA-II is a popular fast sorting and elite multi-objective
genetic algorithm. It reduces the complexity of the non-
inferior sorting genetic algorithm and is a benchmark for
the performance of other multi-objective optimization algo-
rithms. RVEA is the reference vector guided evolutionary
algorithm, in which an adaptive strategy is proposed to adjust
the reference vectors to deal with objective functions that are
not well normalized. MOPSO is based on PSO, which can be
applied to multi-objective optimization. The algorithm saves
the knowledge of good solutions for all particles, so the con-
vergence speed is fast.

Two MMOEAs: For handling the multi-modal prop-
erty (explained in Sect. 2.2), two MMOEAs are adopted
for comparison, i.e., DN-NSGA-II (Liu et al 2018) and
MO_Ring_PSO_SCD (Yue et al 2017). DN-NSGA-II is
based on NSGA-II, considering the solution distance and
employing a niche sharing method to maintain diversity not
only in the objective spaces, but also in decision spaces.
MO_Ring_PSO_SCD adopts the key idea of MOPSO,
proposing an index-based ring topology and special crowding
distance to maintain the diversity of solutions. By comparing
the results of DN-NSGA-II and NSGA-II, MO_Ring_PSO_
SCD and MOPSO, we can compare the effect of the presence
or absence of multi-modal strategies on the results convinc-
ingly.

Two benchmark algorithms: Except for the above MOEAs
and MMOEAs, we also consider the random method (Guo
et al 2020) and the gradient descent method (Di et al 2020)
for performance comparison. In the random method, the pas-
sive beamforming of the RIS is randomly designed from the
feasible set. In the gradient descent approach, the contin-
uous passive beamforming is firstly optimized by gradient
information, then quantized to their nearest values in the
corresponding discrete sets. Note that these two benchmark
algorithms cannot deal with MOP directly; therefore, we
obtain a series of solutions under different transmit power
settings, forming the Pareto-front. Thus, it is possible to com-

@ Springer

pare benchmark algorithms with the above population-based
algorithms in terms of Pareto-front quality.

We construct a test suite for the bi-objective hybrid beam-
forming problem, which involves a scalable number of
decision variables. This test suite would promote the analysis
and understanding of the variable interactions and scalabil-
ity of variables. The test suite is listed in Table 1. For each
test problem, the numbers of decision variables include, i.e.,
number of RIS elements (R), number of RIS quantization
bits (b), number of users (K) and SNR, and the maximum
number of function evaluations (FEs).

5.1 Experimental settings
5.1.1 System settings

We consider a downlink RIS-aided MU-MISO system, as
shown in Fig. 1. The BS and RIS are located at (0, 0) and
(200m, 50m). There are four users (K = 4) randomly dis-
tributed in a circle with radius 30m centering at (200m, Om).
The BS is equipped with five antennas (N; = 5), the
maximum transmit power is 20dBm, and the transmission
bandwidth is 200kHz. The path-loss for BS-RIS and RIS-
user link is set as 27 +201g d (d is the distance of channels),
and the noise power spectral density is -170 dBm/Hz.

5.1.2 Algorithm settings

The population size is set to 100 for all population-based
algorithms. The uniform crossover (Semenkin and Semenk-
ina 2012) and random mutation (Kramer 2017) are adopted
for offspring generation in RVEA, NSGA-II and DN-NSGA-
II. As for the parameters of reproduction, the probabili-
ties of crossover and mutation are p. = 0.5 and p, =
1/D, respectively, where D denotes the scale of decision
variables (Justesen 2009). And the distribution indices of
crossover and mutation are set to n. = 20 and n, = 20,
respectively. The standard PSO is adopted in MOPSO and
MO_Ring_PSO_SCD (Coello and Lechuga 2002).
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5.1.3 Termination condition

For all the test instances, the total number of FEs is different
according to specific parameters of the experiment scenario,
and detailed values are shown in Table 1. For each test ques-
tion, each algorithm is run 20 times, and statistical results are
obtained after significance tests. Wilcoxon’s rank sum test at
a significance level of 0.05 is performed on all algorithms
(Zhou et al 2011).

5.1.4 Performance metrics

To evaluate the performance of MOEAs, there are mainly two
evaluation criteria: convergence and diversity. For avoiding
the possible limitations of a single performance indicator and
reflecting the two evaluation criteria at the same time, we
adopt two widely used performance indicators to measure
the performance of all adopted algorithms. The two perfor-
mance indicators are hypervolume (HV) indicator (While
et al 2006) and inverted generational distance (IGD) indi-
cator (Zhou et al 2006). HV is a quantitative indicator of
the quality of a multi-objective trade-off surface, measuring
the amount of objective space dominated by the obtained
non-dominated front. IGD is used to calculate the average
Euclidean distance between all solutions in the true Pareto
front and the non-dominated solution obtained by the algo-
rithm. A higher HV value and a lower IGD value indicate
a higher solution quality. A reference point/set is needed to
calculate the two indicators. This is usually a set of solutions
that are evenly distributed in true PF. Since there are no true
PFs of the test questions, we collect all the non-dominated
solutions yielded over 20 runs into a set, termed P, as the
reference points. Then, the reference point is set to 1.01 x n
(n is the nadir point of set P) for HV calculation, and the
reference point set is set to 0.99 x P for IGD calculation (He
et al 2020).

5.2 Simulation results
5.2.1 Convergence behavior analysis

We utilize the HV to observe the convergence behavior.
Figure?2 shows a typical convergence behavior of NSGA-II
under different numbers of RIS elements R with b = 2. We
can observe that when R value takes 36, 64 and 100, it takes
about 100, 200 and 300 iterations for NSGA-II to converge.
The fewer RIS elements, the faster the algorithm converges.
Moreover, the hypervolume value increases with more RIS
elements. This implies that NSGA-II achieves much better
performance on the two objectives with more RIS elements.
Considering the parallel nature of evolutionary algorithms
(Gong et al 2015), we suggest accelerating MOEAs by par-
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Fig.2 The convergence behavior under different numbers of RIS ele-
ments R

allel implementation if there is a high demand for running
time.

5.2.2 Comparison of different MEHB algorithms

The statistical results of the HV and IGD values achieved
by the two benchmark algorithms and five MOEAs on four
series of problems are summarized in Tables 2 and 3, respec-
tively. It can be observed from these two tables that all
population-based algorithms perform better than benchmark
algorithms, i.e., random and gradient descent algorithms.
The results confirm the potential of MOEAs to deal with
hybrid beamforming problems. Moreover, DN-NSGA-II has
achieved most of the best results, especially on problems with
varying R and SNR. Meanwhile, NSGA-II and RVEA have
achieved similar optimization results. Nevertheless, due to
the complex variable interactions and correlations to differ-
ent objectives in hybrid beamforming problems, MOPSO and
MO_Ring_PSO_SCD have obtained worse results in com-
parison with other algorithms. To be specific, we discuss the
simulation results based on four different test cases as fol-
lows.

Scalability over different numbers of RIS elements R:
The first part of Tables 2 and 3 (Lines 2-7) investigates
the scalability of the sum rate and transmit power trade-
off over the number of RIS elements R with b=2, K=4
and SNR=2dB. Including the baseline methods (random and
gradient descent algorithms), all methods obtain higher HV
and IGD results with more RIS elements equipped. As the
number of R increases, the gap between these population-
based methods and the two benchmark algorithms gradually
increases. RVEA, NSGA-II and DN-NSGA-II retain the
highest HV and IGD with all Rs. The performance of
MO_Ring_PSO_SCD is a little worse than the above three

@ Springer



M. Lietal.

8100

PAYSIYSIY ST MOI YOora UI J[NSAI 159q Y[,

(£0-908°$)00+d60'T
(€0-40T°L)10-dCS'8
(20-921°'1)10-98¢°9
(£0-400°9)10-490't
(€£0-906'$)10-dCt'T
(€0-90T #)10-d¥9'T
(20-9€0'1)00+H90'T
(€0-960'7)00+H00'T
(20-900'1)10-996'8
(€£0-400°9)10-A¢8°9
(Zo-AIT DI0-A9L Y
(#0-900°6)10-H09't
(20-9€T' D10-9729
(T0-A1L'0)10-902°9
(€0-90S ) 10-A71°9
(Z0-90T D10-d71°9
(€0-d0%'9)10-H90'9
(20-900'1)10-98T'S
(€0-900°L)00+dCE T
(€0-90€'9)00+d+0'T
(€0-90L'€)10-H0T°6
(€0-90L 110-920°L
(€0-908' D10-ACI'S
(#0-408'T)10-H91 "V

(€0-900°6)10-986'6
(€0-901°L)10-d81°8
(€0-90L'9)10-9+T9
(€0-708°L)10-d20't
(€0-309'%)10-920°C
(€0-308°'6)10-ACH T
(20-A€6'7)10-989'8
(20-AL0°€)10-H9C'8
(T0-H6€ DI10-AVL'L
(20-709°0)10-92C°9
(€0-H0€ 10-AdCH
(€0-H00°'T)10-H00'+
(€0-H0T"L)10-9TT'S
(€0-H0T'#)10-d78'+
(€0-H0T" L)10-AVL'Y
(€0-H00' T)10-H0V ¥
(€0-H0S°S)T0-H9S°€
(€0-H00°8)10-H06'C
(€0-H00"€)00+H80'T
(€0-H0T°S)10-H96°6
(€0-H01°9)10-A¥0°8
(€0-H09'%)10-d20"9
(€0-H0T T 10-A9% '+
(Y0-H00°0)10-A8%"€

(€0-HOF"10O+AOT'T
(€0-HOT'¥)10-AT9'8
(€0-901'+)10-90%"9
(€0-HOTY)T0-ATTY
(20-98L'D10-902°C
(€0-401°9)10-HO0E" 1
(€0-9ST1D00+A10'1
(€0-H0S T)00+AH0'T
(€0-40T'9)10-486'8
(€0-406'D10-496'9
(€0-406°€)10-980°S
(P0-H00'DTO-AIL'Y
(Z0-9€1'D10-406°S
(20-gSL D10-9¥6°S
(€0-90€°L)10-9¥0'9
(20-9L9'D10-901°9
(£0-H06°S)10-AZE"9
(T0-dLE DT0-A8ES
(€0-H06°€)00+T9IE"T
(€0-H06'¥)00+AH0°1
(€0-40T'9)10-9TT'6
(€0-HOT D T0-APT'L
(€0-90¥'9)10-991°S
(€0-406'L)10-H90°¥

(€0-905°9)00+d60°T
(€0-401°6)10-9+S'8
(€0-40L°6)10-49T°9
(€0-407°$)10-40C 1
(€0-A0Y"S)10-USY"C
(€0-A0Y"S)10-HS9°'T
(€0-07°6)00+H90°T
(€£0-9407°$)00+d20'T
(€0-09'Y)10-UP1"6
(€0-H09°'D10-486'9
(€0-HOL L)TO-HOL'S
(#0-400°$)T0-H9L ¥
(€0-H0S"8)10-AH"9
(€0-T0E"8)T0-UTH"9
(€0-T0L L)T0-HUSY"9
(€0-H0E"L)T0-HPY"9
(€0-906'L)10-HCE9
(€0-90%'L)10-A8E°S
(€0-90L'€)00+dSE'T
(€0-90T°$)00+d+0'T
(€0-AOL'€)T0-HIT 6
(€0-90T°€)10-H90"L
(€0-A0E"S)T0-UST'S
(20-920'D10-990'

(€0-90L+)00+d60°T
(€0-901°L)10-d++'8
(T0-AY0°T)T0-HI"9
(€0-H00'6)10-AC1+
(€0-307°9)10-48%"C
(€0-d0%'9)10-AS9'T
(20-A6¥ 1)00+AS0'T
(€0-H0E +)00+ATO'T
(20-H00°€)10-920°6
(€0-H00°0)10-A¥6°9
(20-460'1)10-a78'+
(¥0-H00'9)10-AVL '+
(€0-H0%"L)10-H8E"9
(€0-H01°8)10-HA8E9
(Z0-H0T° T)10-H0E"9
(€0-H00°$)10-A8€"9
(€0-H0S27)10-H90'9
(£0-08'8)T0-U8Y"S
(€0-H0S"9)00+aFE'T
(€0-H08°€)00+HE0'T
(€0-H0%'9)10-H91°6
(€0-H0€°€)10-H00°L
(€0-H06'9)10-A¥1°S
(€0-H08'P)T0-HTT'

(€0-401°6)10-98L'6
(€£0-90S"L)10-d86'L
(€0-40€°8)10-40T°9
(€0-908°'$)10-d20't
(£0-906'9)10-901°C
(£0-908'6)10-H6S'T
(20-9401°$)10-a76'L
(20-949L°0)10-d8¢°L
(20-9426'7)10-99C°L
(20-90€0)10-99¢°9
(€0-906'1)10-H09't
(€0-90S T)10-H98°€
(€0-90L #)10-H90°S
(€0-90S"€)10-d70°S
(€0-90¥' L)10-a76't
(€0-90€ 10-H9S ¥
(€0-90S°$)10-H99°¢€
(€0-908'6)10-d¥1'C
(€0-70%'0)00+4S0'T
(€0-908'0)10-92S 6
(€0-90T°€)10-H96'L
(€0-90T°%)10-9+C°9
(€0-901"L)10-dCt
(20-909°€)10-995°€

(T0-AE€E D10-99€'9
(20-481°'D10-d+0'+
(€0-40T'6)10-40%'C
(€0-90T"L)T0-dS0'T
(€0-0€'0)20-d8T ¥
(#0-400'6)20-d¥1'T
(20-dLE T)T0-A8L'S
(TO-A1T°€)10-9¢S°€
(€0-d0¥'6)10-90%'S
(T0-d17°D10-999°S
(€0-906'€)10-99¢ "
(€0-40S T)10-HC0°€
(20-991' D10-d¥€'C
(20-90T' D10-98€'C
(€0-90¥'$)10-H0€°T
(€0-40T'#)10-98C°C
(20-96T° D10-90%¥'T
(20-96S D10-9Cr'T
(T0-991" D 10-d¥¥'9
(20-960'1)10-H0S°9
(€0-90¥ #)10-90€°S
(T0-d17°D10-920°S
(€0-90T°9)10-H9C°C
(2091 DI0-a¥C'C

S AN T O ®©

@

— N N < v O — A n < n O

00¢
0s1
001
¥9
9¢
91

ANS

q

ads 0Sd 3urd O

OSdON

II"'VOSN-Nd

II"VOSN

VAAd

JuaIpRID)

wopuey

wiq

wo[qoId

SOOUBISUI 1S9 7 UO SWILIOT [ UdAJS Aq paurelqo s}nsar AH ¢ d|qel

pringer

Qs



8101

Evolutionary multi-objective optimization

PAYSIYSIY ST MOI YOora UI J[NSAI 159q Y[,

(10-9L0"D)10+909°€
(10-av¢ 0 10+dee v
(T0-90T°#)10+48S "t
(10-968' D10+dCI'S
(10-9459°0)10+d+0°9
(T0-9ST"O10+d¥S9
(T0-9480°€)10+d96°'C
(To-ds¥' D10+dCT e
(T0-410'D10+d29°€
(20-a8¥'$)10+d0% ¥
(To-AST 6)10+dCE’S
(T0-99%°€)10+d8€’S
(10-980°0)10+aA¥S ¥
(T0-90T"#)10+H9S
(10-968°€)10+d¥S
(10-94¢1° 0 10+d9%
(10-a%9'1)10+48S
(10-996 T)10+H96 't
(10-9€0°0)10+d8€C
(10-968 D10+d¥9°¢
(10-g%0' 0 10+d01 "
(10-991°€)10+4d80°S
(10-981°0)10+d20°9
(10-9€7°€)10+d89°9

(10-9€€ 7)) 10+H00" Y
(10-9dT1°€)10+48S
(104990 10+d89'1
(10-9469°0)10+d¥6'S
(10-d%9°€)10+d91°9
(T0-9.8'T)10+d99°9
(10-90€£'9)10+d80°¢
(10-906'L)10+d¥S ¢
(10-980°9)10+H08°¢
(T0-d81°9)10+d¥S
(T0-9£0°$)T0+I9E’S
(T0-949%" ) 10+d0¥'S
(10-9%7°$)10+d08
(10-921°9)10+a¥8 1
(10-99¢ ¥)10+d¥8 1
(10-966 1)10+dC6
(T0-96T1°#)10+d99°S
(10-990°€)10+d00°9
(10-900' %) 10+99%°C
(T0-91T%)10+d86'¢
(10-9€T°9)10+d0V ¥
(10-916'$)10+dCE'S
(10-910°$)10+992°9
(20-99¢ %)10+409°9

(20-AEE ) 10+AIS"E
(T0-ASS DTO+HAOT Y
(T0-ALO'DTO+HOS¥
(T0-ATL'DTO+HC0'S
(10-9€L°8)10+HT09
(10-49L°€)10+H09'9
(10-9ST° L10+816'C
(20-468°9)10+U¥6°C
(10-49S" D10+A8Y'€
(20-ATE 6)10+UAVEY
(10-92T D10+30T°S
(T0-AEL DIO+ACE'S
(10-989°9)10+H0L ¥
(10-910° L 10+8+9'¥
(10-H01'D10+H09'
(10-9426'9)10+H09'
(T0-H69 DT0+HACS'¥
(10-9STv)10+816'Y
(10-48+" D10+A0TT
(10-HTT D T10+AIY"E
(10-49S ) 10+H00"Y
(T0-AEE' D TO+H00'S
(T0-HOL'E)T0+A86'S
(10-466')10+H09°9

(10-4L9"D10+dT9'€
(10-d¥1" ) 10+d91 ¥
(T0-99T #)10+d8S ¥
(T0-96S$2)10+d90°S
(T0-H9S"€)10+U86°S
(T0-APLT)TO+HES™9
(10-A8Y"€)10+H08°T
(TO-A1€°€)10+d00°€
(TO-ALT€)T0+HIP'E
(T0-dEL DT0+I8E ¥
(T0-AEL'€)10+HT6'S
(20-d19'D10+d9¢°S
(T0-AEL€)TO+HOS b
(T0-A8Y"€)TO+ATS b
(T0-ATE€)TO+ASH'Y
(T0-ALT€)TO+HOS b
(10-99€°€)10+d9S ¥
(10-AF1°€)10+486'+
(10-99€ D10+dCT'T
(10-9¥€'0)10+90S €
(10-9€9' D10+d20'¥
(10-dS¥ D10+d91°S
(10-46L D10+d¥09
(10-49L'9)10+499°9

(10-9L8 1)10+d0L'E
(10-d€6 0 10+avT v
(10-9€0°$)10+309't
(10-A88°€)10+d0T°S
(10-d%€°€)10+d20°9
(T0-ALT"©)10+d¥S9
(10-AS9'7)10+d98°C
(T10-AL¥' D10+H0T '€
(T0-AEE TT0+H9S €
(20-ar8)10+art
(00-A00'DT0+A80°S
(T0-ALT'9)10+d0Y'S
(T10-ALT 9 10+AFS T
(10-ASE ) 10+aFS
(10-H66'7)10+48S
(10-AEF"T10+H9S'S
(T0-A1T 1 10+d89 1
(T0-AY8 €)T0+AV6'
(10-H0€ 0 10+d9% T
(T0-HCL T)10+d79°€
(10-HL6'0)10+H80' 1
(10-AL0"T)10+0T°S
(10-9€T°€)10+d80°9
(T0-AYE €)T0+APS9

(10-960 ) 10+dC1
(10-996° 1) 10+99S
(10-901°9)10+406't
(10-90T° ) 10+dCL’S
(10-4S0°0)10+997°9
(10-4L9'1)10+d28°9
(10-40€'0)10+H98°¢
(10-706' 10+ACT
(10-A87°'9)10+dCT ¥
(10-497°0)10+d¥9 't
(20-d€L'R)10+HTE'S
(10-94ST'D10+d8L’S
(10-a¥1°0)10+990°S
(10-9€7'010+d90°S
(10-A8L°©)10+a¥1'S
(10-949$0)10+dCE’S
(T10-9S¥ #)10+99L’S
(10-94950)10+d%T9
(10-90€"#)10+906°C
(10-dL6'T)10+HC0' 1
(10-996°S)10+d¥9'1
(T0-9LS #)10+H9S°S
(10-9412°9)10+997°9
(10-9L9%)10+d89°9

(00-9ELD10+dH09
(10-9S€#)10+d28°S
(10-94¢T'L)10+4d21°9
(10-94S¥'L)10+d2L'9
(T0-9L8'€)TO+H9T 'L
(10-9490°0)10+d8% 'L
(10-98$'9)10+A¥C ¥
(00-AS€ 10+aF8
(10-9$€°$)10+H09' 1
(10-9€T°€)10+309' 1
(T0-9LT ©)10+d¥E’S
(10-980°€)10+d20°9
(10-996'$)10+d80°9
(10-9461°9)10+401°9
(10-a¥T10+d¥1°9
(10-9$€°€)10+d80°9
(10-94$8'%)10+dT6'S
(10-9%9°9)10+d%0°9
(10-909°L)10+d¥0"
(10-9$T°9)10+H9S
(T0-9LL'9)10+dTT'S
(10-98€°©)10+d+0°9
(10-988°€)10+d0S9
(10-96¥°9)10+d26'9

S A < o

@

— NN < n O — A n < n O

00T
0s1
001
¥9
9¢
91

ANS

q

ads 0Sd 3urd O

OSdON

II-VOSN-Nd

II-VOSN

VAAd

JuaIpRID)

wopuey

wra

wo[qoId

SOOUBISUI JS) ¢ UO SWILIOF[B UdAS Aq paureiqo sinsar O] € d|qel

pringer

As



8102 M. Lietal.
Random Gradient RVEA NSGA-II
20 20 20
~N Approximate PF ~N ~ ~
z O Non-dominated solutions z z <
2 15 2 a a2
2 2 2 2
s s 3 s
L 10 2 2 L
© a$ c i S
£ SR £ £ £
3 5 M‘D 2 5 yv— 2 5 - 3 5§ -
< < pproximate PF < Approximate PF < Approximate PF
N od) N O Non-dominated solutions N O Non-dominated solutions N O Non-dominated solutions
0 0 0 0
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
f1 (transmit power (dBm)) f1 (transmit power (dBm)) f1 (transmit power (dBm)) f1 (transmit power (dBm))
DN-NSGA-II 20 MOPSO 2 MO_Ring_PSO_SCD
¥ ¥ ¥
B 2 15 55008 ¢ >
2 2 ° 2
s s o s
L L 10 2
[ [ o
€ £ €
a2 518 a 5 2 5
2 3 Approximate PF 2 Approximate PF 2 Approximate PF
P 3 O Non-dominated solutions P O Non-dominated solutions P O Non-dominated solutions
0 0% 0
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20

f1 (transmit power (dBm))

f1 (transmit power (dBm))

f1 (transmit power (dBm))

Fig. 3 Non-dominated solutions obtained by seven algorithms on R=16 (b=2, K=4 and SNR=2dB) in the run associated with the median fitness

value

algorithms, but it achieves significant gain compared with
MOPSO.

Figure3 shows the convergence and diversity of solu-
tions on all seven algorithms with R=16, b=2, K=4 and
SNR=2dB. The red dots indicate the convergence approx-
imate PF, and the blue dots are used to show the distribution
of obtained non-dominated solutions of different algorithms.
We can see that the sum rate grows rapidly with lower trans-
mit power (less than 5dBm) and increases slowly as the
transmit power continues to increase in all algorithms, includ-
ing the two benchmark algorithms. This is because under
this setting, the number of RIS elements is rather small, and
even the benchmark algorithms can work well. In terms of
Pareto-front quality, RVEA, NSGA-II and DN-NSGA-II per-
form best, followed by MOPSO and MO_Ring_PSO_SCD,
and the two benchmark algorithms worst. RVEA, NSGA-
II and DN-NSGA-II perform slightly better than MOPSO
and MO_Ring_PSO_SCD, since the PSO-based algorithms
only find a small number of feasible solutions clustered
in several regions, and their poor performance could be
attributed to their poor capabilities in diversity maintenance.
All five population-based algorithms outperform the other
two benchmark algorithms. This is because their global
search ability can maintain good diversity and encourage
solutions to communicate with each other, thereby finding
high-quality solutions.

Figure 4 depicts the trade-off with R=200, b=2, K=4 and
SNR=2dB. By contrast, R=200 is difficult as it involves 200
elements of RIS, which is more large-scale and has complex
variable interactions. It can be observed that the performance
of all seven algorithms is almost the same ranking as with
R=16 in terms of Pareto-front quality. RVEA, NSGA-II and
DN-NSGA-II obtain the best converged and diverse solu-

@ Springer

tions again, followed by MOPSO and MO_Ring_PSO_SCD,
and the two benchmark algorithms worst. In addition, we
observe some differences with R=200 since the increase
of RIS elements brings more challenges to this problem.
In the first echelon, RVEA performs slightly worse than
NSGA-based algorithms since it cannot maintain the diver-
sity well. The performance gap between the first echelon and
the second echelon has further widened; that is, the conver-
gence and diversity of MOPSO and MO_Ring_PSO_SCD
further decrease with R=200. And MO_Ring_PSO_SCD can
only get a few uneven solutions. As for the two benchmark
algorithms, the sum rate obtained is less than half of that
of all population-based algorithms under the same transmit
power. In this case, there is little difference between the
two benchmark algorithms, which means that the gradient
descent method fails to find good solutions with R=200. As
our early work (Yan et al 2021), the multi-modal property
becomes more obvious when the number of RIS elements
grows, resulting in a more difficult problem. In such a dif-
ficult case, the performance of random and gradient descent
algorithms is very limited.

Performance versus the number of quantization bits b
for RIS: The second part of Table 2 and Table 3 (Lines 8§—13)
shows the performance of the sum rate and transmit power
trade-off versus the number of RIS quantization bits b with
R=64, K=4 and SNR=2dB. Except for the random method,
all the other six methods obtain higher HV and IGD results
with more RIS quantization bits. For the random method,
even if b increases, the random passive beamforming still
leads to poor results. RVEA, NSGA-II and DN-NSGA-II
achieve the highest HV and IGD under all numbers of quan-
tization bits. As b increases from 1 to 2, the HV obtained
by gradient descent and population-based algorithms grow
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Fig.4 Non-dominated solutions obtained by seven algorithms on R=200 (b=2, K=4 and SNR=2dB) in the run associated with the median fitness

value

dramatically, since the RIS provides more accurate passive
beamforming. This trend stops when b exceeds 2; that is,
the gap of Pareto-front quality under b = 3,4,5 is very small.
Hence, in practical implementation, b =2 is enough to obtain
satisfying solutions.

Scalability over different numbers of users K: The third
part of Table 2 and Table 3 (Lines 14-19) depicts the scal-
ability of the sum rate and transmit power trade-off over
the number of users K with R=64, b=2 and SNR=2dB.
As can be observed, when K increases, all methods per-
form better on both the transmit power and sum rate except
the random method. This is due to the fact that both the
gradient descent and population-based methods are able to
exploit multi-user diversity. However, the random method
fails to mitigate multi-user interference, which quickly leads
to uncertainty of the performance.

Performance versus SNR: The fourth part of Table 2 and
Table 3 (Lines 20-25) displays the performance of the sum
rate and transmit power trade-off versus the SNR with R=64,
b=2 and K=4. Including the baseline methods, all methods
obtain higher HV and IGD results with higher SNR. It can
be inferred that the sum rate increases with SNR since more
power resources are allocated by the BS. RVEA, NSGA-
II and DN-NSGA-II outperform all comparison methods,
demonstrating the efficacy of population-based algorithms
in hybrid beamforming design.

5.3 Computational complexity analysis

Below we analyze the computational complexity of the
population-based algorithms in the case of the bi-objective
optimization:

1. RVEA: The REVA consists of four important procedures,
namely objective value translation, population parti-
tion, angle-penalized distance calculation, and elitism
selection. The computational complexity of these four
procedures is O (2N), O (2N2), (0] (Nz) and O (2N2),
respectively (N is the population size). The dominant
operator determines that the computational complexity
of RVEA is O (N?).

2. NSGA-II: The NSGA-II consists of three important
procedures, namely objective non-dominated sorting,
crowding-distance assignment and sorting on the
crowded-comparison operator. The computational com-
plexity of the procedures is O (2 (2N)2), O (2(@2N)log
(2N)) and O (2N log (2N)), respectively. Therefore, the
total computational complexity of NSGA-II is O (N 2),
which is governed by the non-dominated sorting part of
the algorithm (Deb et al 2002).

3. DN-NSGA-1I: Compared with NSGA-II, the proposed
double-niched strategy (Liu et al 2018) does not affect
the whole computational complexity of the algorithm and
thus is O (N?).

4. MOPSO: The MOPSO consists of three important pro-
cedures, namely objective function computation, local
search, crowding distance computation and non-
dominated comparison in the population and external
archive. P, B and S are the numbers of particles, neigh-
bors and size of the external archive, respectively. The
computational complexity of the operators is O (2P),
O (B), O (2SlogS) and O (2P?). Collectively, the
whole computational complexity of MOPSO within one
generation is O (P2) (Coello and Lechuga 2002).

@ Springer
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5. MO_Ring_PSO_SCD: The computational complexity of
MO_Ring PSO_SCD is same as that of MOPSO, i.e.,
O (P?) (Yue et al 2017).

It can be seen from the above analysis that the computa-
tional complexity of the three MOEAs and the two MMOEAs
is roughly equivalent and acceptable, which mainly depends
on the size of the population and the size of particles. There-
fore, to avoid the problem of slow convergence that may
be caused by particle size, algorithms that do not require
grouping, namely RVEA, NSGA-II and DN-NSGA-II, can
be preferentially selected, especially when the problem size
is small.

5.4 Discussions

In summary, the three MOEAs and two MMOEAs exhibit
good performance over benchmark algorithms in dealing
with the challenges in our proposed hybrid beamform-
ing. It indicates the promising potential of evolutionary
multi-objective optimization algorithms in solving hybrid
beamforming problems. We notice many interesting phe-
nomena, according to which we discussed as follows:

1. Comparing the results of the seven algorithms, MMOEAs
perform best, followed by MOEAs, then the gradi-
ent descent method, and the random method worst.
MMOEAs outperform MOEAs since they incorporate
strategies to handle multi-modal property, thus jump-
ing out of the local optima and approaching the global
optima. The performances of MOEAs are better than
that of the gradient descent method. This is because the
MOEAs are population-based and possess global search
ability, encouraging communication between solutions.
Therefore, the obtained solutions perform better in
terms of convergence and diversity. The gradient descent
method outperforms randomly choosing the passive
beamforming since the search ability becomes stronger
after considering the gradient information.

2. Comparing the results of three MOEAs (RVEA, NSGA-
II and MOPSO) and two MMOEAs (DN-NSGA-II
and MO_Ring_PSO_SCD), RVEA, NSGA-II and DN-
NSGA-II perform best in most cases, followed by
MO_Ring_PSO_SCD, and MOPSO worst. RVEA,
NSGA-II and DN-NSGA-II outperform PSO-based and
decomposition-based algorithms. This is due to the PSO-
based and decomposition-based algorithms only finding
a small number of feasible solutions clustered in several
regions, and their poor performance could be attributed
to their poor capabilities in diversity maintenance.

3. No matter how the parameters of the system change, the
performances of NSGA-II and DN-NSGA-II are rela-
tively satisfactory. If the algorithm precision is pursued,

@ Springer

it is recommended to use NSGA-II. When the system is
not sensitive to the computational complexity, it is rec-
ommended to use the DN-NSGA-II algorithm to obtain
better solutions in terms of convergence and diversity.

6 Conclusion

In this work, we investigate the hybrid beamforming design
in a RIS-aided downlink MU-MISO system. We formu-
late a bi-objective optimization problem, i.e., to maximize
the sum rate and minimize the transmit power simultane-
ously. To solve this tricky problem, we propose a novel
MEHB framework to strike multiple trade-offs between the
two conflicting objectives. To be specific, active beamform-
ing at the base station (BS) and passive beamforming at
the RIS are jointly optimized in the framework. We adopt
three multi-objective evolutionary algorithms and two multi-
modal multi-objective evolutionary algorithms for passive
beamforming design, while the sub-optimal active beam-
forming is obtained by the zero-forcing method. According
to our simulation results, we demonstrate the potential that
NSGA-II and DN-NSGA-II handle the discrete passive
beamforming well compared with state-of-the-art methods.

For future works, we intend to investigate the potential
problems below to make up for the limitations of existing
studies.

1. Considering the parallel nature of evolutionary algo-
rithms, we suggest accelerating MOEAs by parallel
implementation if there is a high demand for running
time.

2. We will further handle the deployment of RIS and
improve the proposed method with a given suitable RIS
location.
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