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Abstract
One-class classification is an important branch of machine learning. Feature extraction is an important means to improve

the performance of one-class classifiers, but there is no generalized method yet reported to solve this problem. In this paper,

a framework is proposed for one-class feature extraction. The proposed framework divides the original feature space into

two orthogonal spaces, namely the principal space and the complementary space. The principal space is used to learn the

features of the target class, and the complementary space is used to learn the features of the abnormal class. The features

extracted from the two spaces are fused as the final one-class feature vector of the original feature space. Furthermore, a

specific implementation method, complete principal component analysis (CPCA), is proposed. First, CPCA conducts

principal component analysis to calculate the projection scores of the target class samples in the principal space. Then,

according to the projection vectors of the principal components (obtained in the principal space), the corresponding

complementary space is constructed. The projection of the sample in the complementary space is calculated and trans-

formed into the first-order norm as the extracted feature in the complementary space. Several datasets are used to verify the

effect of this proposed method. The experimental results show that the proposed CPCA has good universality for one-class

feature extraction problems.

Keywords One-class classification � Feature extraction � Principal space � Complementary space � Principal component

analysis

1 Introduction

The one-class classification (OCC) is a fundamental

problem in the field of machine learning (Kemmler et al.

2013; Xu et al. 2013; Xiao et al. 2015; 2014; Burnaev and

Smolyakov 2017; Huang et al. 2017; De Santana et al.

2019). For the OCC problem, only positive samples exist,

while negative samples do not exist or are very less in

number when training the classifier. This situation is

common in practice, such as in fault diagnosis (FernáNdez-

Francos et al. 2013; Bing et al. 2018) or target recognition

(Fei et al. 2018; Yu and Xiao 2018). For fault diagnosis,

normal samples are easily obtained, while fault samples are

often rare or unavailable. For the target recognition prob-

lem, many non-target samples exist, which results in neg-

ative samples that are available for learning not being

representative. Since there are no suitable negative class

samples for learning, the classifier can only learn from the

positive class samples. Such problems are collectively

referred to as OCC problems and are also known as con-

cept learning, single-class classification, data description,

and anomaly detection.

For the OCC problem, feature dimensionality reduction

(feature selection or extraction) (Liu et al. 2017; Jia et al.

2018; Kim 2018) has a significant impact on the perfor-

mance of a one-class classifier. Especially for high-di-

mensional data, the distribution of samples in the feature

space is sparse. Some conventional one-class classifier

design methods cannot be directly applied to high-dimen-

sional data. For example, the one-class classifier design

methods that are based on probability density estimations

require the samples to be densely distributed in the feature

space. Compared with the supervised classification prob-

lem, the OCC problem lacks the information of negative

samples. Moreover, compared with the unsupervised
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classification problem, the OCC problem has additional

information that the training samples belong to the same

class. So, the problem of one-class feature reduction has

unique characteristics and is difficult to solve.

Some feature dimension reduction methods for OCC

problems have been proposed. For instance, Lorena et al.

(2014) considered that the discriminative features should

be structured, and put forward some indexes (information

score, Pearson correlation, intra-class distance, and

interquartile range) for filtering one-class features. Jeong

et al. (2012) supposed that the features which have less

influence on the volume of one-class data are more dis-

criminatory and proposed a feature recursive elimination

method based on the support vector data description for

OCC problems. Tax (2003) proposed that the compression

direction of the target class data with less variance often

contains more discriminative feature information for OCC

problems. Lian (2012) pointed out that selecting some

principal components with less information is often more

useful for distinguishing between target samples and

abnormal samples when using the principal component

analysis (PCA) method to extract one-class features.

However, compared with traditional multi-classification

problems, there are few studies on the feature dimension-

ality reduction of one-class classification problems.

Moreover, these studies mainly focus on feature selection,

rather than feature extraction. At present, the feature

extraction methods of one-class classification problems are

mainly based on traditional unsupervised methods, such as

PCA. However, such practices cannot well match the one-

class classification problems as they ignore the fact that

one-class classification problems are between supervised

and unsupervised.

In this paper, the information that the ‘‘training data

belong to the same class’’ is integrated into unsupervised

learning to propose a suitable feature extraction strategy for

OCC problems. The proposed strategy divides the original

feature space into two parts, the main space, and the

complementary space, which are used to extract the feature

information of the target class and the abnormal class,

respectively. According to this strategy, this paper puts

forward a specific implementation method, which is named

complete principal component analysis (CPCA). CPCA

extracts the information of the target class using PCA in the

main space, extracts the information of the abnormal class

using the first-order norm in the complement space, and

finally combines the two as the extracted one-class feature

vector of the original feature space.

The rest of this paper is organized as follows. Section 2

introduces the proposed one-class feature extraction

method. The experiment is demonstrated in Sect. 3. Sec-

tion 4 describes the applications and results. Section 5

presents the discussion. Section 6 addresses the paper

conclusion and future work.

2 The proposed feature extraction method
for one-class classification

How to extract discriminative features using only the target

class samples is the primary problem that needs to be

solved. The following one-class feature extraction strategy

is designed. First, the target class samples are used to find a

projection space called the main space, which can describe

the distribution characteristics of the target class. The

projection score in the main space can be used to measure

the similarity between an unknown sample and the target

class samples. Then, the remaining space is used to con-

struct the complement space. The intensity of the projec-

tion vector of a sample in the complement space can

indicate its difference from the target class. The main space

and complement space are orthogonal. If the main space

cannot fully reflect the characteristics of the target class,

then the remaining characteristic information of the target

class leak into the complement space, which decreases the

recognition effect of abnormal samples.

Figure 1 demonstrates the basic idea of the proposed

one-class feature extraction strategy. The abnormal class

samples green circle, green square and green pentagon can

be identified in the main space and complement space,

respectively. Therefore, when using the ordinary PCA

method to extract one-class features, some abnormal

samples fail to be detected. Therefore, it is necessary to

retain the features that are extracted in the complement

space because there is no prior knowledge to distinguish

the discriminative information of abnormal samples (either

in the main space or in the complement space).

Fig. 1 Red triangle indicates the target class sample, and green cicle,

green pentagon and green square indicate the abnormal class samples
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The following implementation according to the above

OCC feature extraction strategy was proposed. First, the

PCA (Wold et al. 1987; Koltchinskii and Lounici 2016) is

performed on the target class samples to find a suit-

able principal component projection space as the main

space that can describe the principal distribution charac-

teristics of the target class. Then, according to the obtained

main space, the corresponding complement space is con-

structed. The projection score in the main space and the

first-order norm of the projection in the complement space

are combined as the final extracted one-class features. The

specific implementation steps are as follows.

Suppose the training target class data are Xn�p, where n

is the number of samples and p is the feature dimension.

First, PCA is performed on Xn�p and v% of the variation

information of the training target class data is retained to

construct the principal component projection spaceWp�l as

the main space S, where l is the number of retained prin-

cipal components. The projection score t of an unknown

sample x1�p in the main space S is

t ¼ xW ð1Þ

Then, the complement space S? is

S? ¼ I�WTþWT ð2Þ

where I is the identity matrix and symbols T and ? indicate

the transpose and Pseudo-inverse. The projection vector x?

in the complement space S? is

x? ¼ xS? ð3Þ

Finally, t and x?k k are combined as the final extracted

one-class feature vector.

3 Experiments

3.1 Evaluation of the proposed method by using
one-class classifiers

A one-class classifier measures the similarity of a sample to

the target class. In this paper, the Mahalanobis distance

(Galeano et al. 2013; Washizawa and Hotta 2017) and one-

class support vector machine (OC-SVM) (Schölkopf et al.

2000; Guerbai et al. 2018) were used to verify the effect of

the proposed one-class feature extraction method.

The Mahalanobis distance is a generalized distance that

fully considers the covariance between variables. Com-

pared with the common Euclidean distance, the Maha-

lanobis distance can eliminate the influence of the

dimension and the correlation between variables. The

Mahalanobis distance is calculated as

x�mk kM¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x�mð Þ
X

�1

x�mð ÞT
r

ð4Þ

where m is the center vector of the sample set and
P

is the

estimated covariance matrix. By using the Mahalanobis

distance, it is considered that the distribution of the target

class obeys the following multi-dimensional Gaussian

distribution:

P xð Þ ¼ 1

2pð Þn=2
ffiffiffiffi

R
p e�

1
2
x�mð Þ

P�1
x�mð ÞT ð5Þ

where n is the number of samples. Therefore, the Maha-

lanobis distance can be used as a simple one-class classifier

based on the probability density estimation. However,

Mahalanobis distance would not be better for high-di-

mensional data because R�1 does not exist. Therefore,

using Mahalanobis distance to classify high-dimensional

data, feature dimensionality reduction is a necessary pre-

processing means.

The OC-SVM is a derivative of the traditional two-class

support vector machine in the OCC field. The abnormal

class is set as the origin. The basic idea of the OC-SVM is

to locate most of the target class samples on one side of the

hyperplane when maximizing the distance between the

hyperplane and the origin. The hyperplane can be obtained

by solving the following objective function:

min
1

2
wk k2þc

X

n

i¼1

fi � q

s:t:
wT/ xið Þ� q� fi
fi [ 0

�

ð6Þ

where / �ð Þ is a feature projection function that maps an

input vector into a higher dimensional feature space, w is a

decision hyperplane normal vector which is perpendicular

to the hyperplane, q is an intercept term, and fi are nonzero
slack variables for penalizing the outliers.

By using Lagrangian techniques and a kernel function

for the dot-product calculations, the output function

becomes:

f xð Þ ¼
X

n

i¼1

aiK xi; xð Þ � q ð7Þ

where ai is a Lagrange multiplier and k xi; xð Þ ¼
/ xið ÞT/ xð Þ is a kernel function. A radial basic function

(RBF) kernel is employed in our experiment:

k xi; xð Þ ¼ e�c xi�xk k2 ; c[ 0 ð8Þ

The OC-SVM has been widely used in OCC problems

because of its advantages of not requiring prior knowledge

and minimal structural risk.
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3.2 Experimental datasets

The effectiveness of the proposed CPCA was verified with

30 datasets, the characteristics of which are shown in

Table 1. Due to the limited space of the paper, the relevant

tables in the main text only contain the information and

experimental results of some datasets, and the others are in

Appendix. According to the feature dimension, these

datasets were divided into two types: low-dimensional data

(UCI machine learning repository) and high-dimensional

data.1 There were a total of 12 low-dimensional datasets,

and the rest were high-dimensional datasets, including

handwritten digital data, face recognition data, gene

expression data, etc. These data are usually used for multi-

class experiments and need to be reorganized for one-class

problems. The first class in the data was used as the target

class, and the remaining classes were used as the abnormal

class. Two-thirds of the target class samples were randomly

selected as training set data, and the remaining samples

made the test set. It should be noted that the milk powder

data are infrared spectral data, which was specifically used

for rapid adulteration detection of milk powder with one-

class classification experiments (Huang et al. 2022).

Infrared spectroscopy is a fast and nondestructive testing

technology, which is necessary to construct an appropriate

recognition model. For milk powder adulteration detection,

the adulteration information is uncertain, which makes it

difficult for traditional discriminant models to deal with it.

However, the one-class classification method is suitable for

this problem because it only needs to learn from target

samples (pure milk powder) to identify abnormal samples

(different forms of adulterated milk powder). All the code

ran on MATLAB 2012.

4 Applications and results

First, a low-dimensional dataset (iris) and a high-dimen-

sional dataset (warpPIE10p) were used to visually

demonstrate the performance of CPCA and PCA in one

random experiment. Figure 2 shows that the target class

and abnormal class in the iris dataset were well separated

with the second principal component (PC2). Figure 4

shows that the different classes in the warpPIE10p dataset

seriously overlap in the PC1 9 PC2 space. To visually

display the discriminant effect of the features extracted

from the main space and the complementary space, the

Mahalanobis distance of the PCA scores in the main space

was applied as the abscissa and the feature value in the

complementary space as the ordinate to show the distri-

bution effect of different classes in the constructed low-

dimensional space. The left subgraphs in Figs. 3 and 5

correspond to iris dataset and warpPIE10p dataset,

respectively (Fig. 4).

Figure 3 demonstrates the influence of the number of

principal components that are extracted. CPCA worked

well when extracting 1, 2, 3, and 4 principal components

while the traditional PCA method only worked well when

extracting 2, 3, and 4 components. Figure 5 shows that the

target class and the abnormal class were well distinguished

in the complement space when the number of extracted

components was greater than 1, but they were completely

inseparable in the main space. Therefore, the features that

were extracted from the complement space well reflected

the characteristics of the anomaly class and completed the

Table 1 Summary of the experimental datasets

Dataset No. of classes No. of target class samples/Total sample size Feature dimension

Low dimension Iris 3 50/150 4

Wine 3 59/178 13

bupa 2 139/345 6

spectheart 2 55/264 44

thyroid 3 166/7200 21

segment 7 330/2310 19

High dimension USPS 10 1553/ 9298 256

Alphadigits 36 39/1404 320

warpAR10P 13 13/130 2400

warpPIE10p 10 21/210 2420

milk powder 2 90/360 1762

pixraw10P 10 10/100 10,000

1 http://featureselection.asu.edu/datasets.php.
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deficiency of the features that were extracted in the main

space.

Next, the effect of the proposed method using statistical

analysis was analyzed. The dimension of the main space

was determined by retaining v% of the variation informa-

tion of the target class samples. The raw features and one-

class features (extracted by PCA) were used for compara-

tive analysis. Each dataset was randomly tested 50 times,

and the average area under curve (AUC) was used as the

evaluation indicator.

Table 2 shows the dimensions of the main space when

70%, 85%, 95%, and 99% of the variation information of

the target classes samples are retained, respectively. One

can see that the main information of the target class data

often exists in a low-dimensional space, especially for

some high-dimensional small sample data. For example,

for face recognition datasets, such as warpAR10P,

warpPIE10p, and pixraw10P, the dimension of the main

space was less than 2% of the original feature dimension.

For high-dimensional data, the dimension of the main

space was much smaller than the dimension of the original

feature space. Therefore, the discriminative information

that was useful to detect the abnormal class more easily

appeared in the complement space.

The classification results using the Mahalanobis distance

are shown in Table 3. For some low-dimensional datasets

such as iris, wine, and bupa, CPCA is generally equivalent

to using raw features and PCA. And for thyroid and seg-

ment, CPCA is better than PCA while using raw features

fails. For the spectheart data, CPCA is comparable to the

PCA method. For high-dimensional data such as

Alphadigits, warpAR10P and milk powder, using raw

features fails and CPCA is significantly better than PCA.

Therefore, CPCA is significantly better than using raw

Fig. 2 Score plots of the iris dataset in the PC1 9 PC2 space

Fig. 3 The feature extraction effects of CPCA and PCA on the iris dataset. The subgraphs from top to bottom correspond to the cases where the

number of principal components is 1, 2, 3, and 4, respectively

Fig. 4 Score plots of the warpPIE10p dataset in the PC1 9 PC2 space
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features and PCA when the Mahalanobis distance is used

as a one-class classifier.

The one-class classifier with Mahalanobis distance is

based on probability density estimation, which is sensi-

tivity to data dimension. To further verify the universality

of the proposed method and the support vector machine-

based one-class classifier, OC-SVM was applied to these

datasets and the results are shown in Table 4. The OC-

SVM can work for all the datasets because it introduces

kernel functions to avoid ill-posed problems that are caused

by high dimensions. For low-dimensional datasets, CPCA,

PCA, and using raw features worked well. For most of the

high-dimensional datasets, CPCA and using raw features

were closer and better than PCA. For some datasets, such

as warpAR10P, pixraw10P, and milk powder, CPCA was

significantly better than using raw features. In general,

CPCA improved the classification effect of the OC-SVM

on high-dimensional data to a certain extent.

5 Discussion

CPCA compresses all the feature information of the com-

plement space into one dimension to achieve feature

reduction. For the OCC problem, feature reduction has two

effects. First, feature reduction leads to the lack of some

information, which reduces the recognition effect of some

abnormal class samples. Second, feature reduction can

Fig. 5 The feature extraction effect of CPCA and PCA on the warpPIE10p dataset. The subgraphs from top to bottom correspond to the cases

where the number of principal components is 1, 2, 3, and 4, respectively

Table 2 Average no. of

extracted principal components
Dataset 70% var 85% var 95% var 99% var

Low dimension Iris 1.00 2.00 3.02 4.00

Wine 1.00 1.00 1.00 1.00

bupa 1.86 2.18 3.00 5.00

spectheart 7.28 12.00 19.18 27.18

thyroid 3.86 5.92 8.38 11.08

segment 1.00 2.00 2.00 3.00

High dimension USPS 4.76 9.82 22.64 48.44

Alphadigits 8.22 13.82 20.06 23.50

warpAR10P 2.38 3.42 5.06 7.22

warpPIE10p 1.92 2.04 4.18 9.52

milk powder 2.30 3.21 3.43 4.20

pixraw10P 2.82 4.00 5.14 6.00
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avoid the influence of over-fitting caused by high-dimen-

sional features, which improves the recognition effect of

some abnormal class samples. CPCA extracts feature

information that is different from the target class in the

complement space. If the feature information of the target

class that is extracted in the main space is too little, then

the remaining target class feature information will leak into

the complement space, thereby reducing the recognition

effect of the abnormal class. This is also the principle by

which the main space and the complementary space are

constructed. To avoid over-fitting, it is necessary to opti-

mize the number of extracted principal components for the

proposed CPCA. According to the experimental results

shown in Tables 3 and 4, the CPCA is robust to the number

of extracted principal components. When the number of

extracted principal components can retain 85–95% varia-

tion information, the CPCA can meet the needs of practical

problems. In summary, CPCA introduces a new feature

compression method in the complement space to success-

fully extend the ordinary PCA to the one-class feature

extraction field. The CPCA method has a good general-

ization effect in extracting features for OCC problems and

can be used in practical problems, especially for high-di-

mensional small sample data.

Table 3 AUC of classification with Mahalanobis distance (/ indicates modeling failure)

Dataset Raw features PCA CPCA

70% var 85% var 95% var 99% var 70% var 85% var 95% var 99% var

Low dimension Iris 1.00 0.78 0.98 1.00 1.00 1.00 1.00 1.00 1.00

Wine 0.98 0.95 0.96 0.96 0.96 0.95 0.96 0.95 0.95

bupa 0.59 0.56 0.57 0.59 0.58 0.55 0.57 0.60 0.59

spectheart / 0.80 0.82 0.84 0.82 0.82 0.81 0.80 0.77

thyroid / 0.51 0.51 0.53 0.57 0.52 0.55 0.60 0.89

segment / 0.60 0.76 0.76 0.92 0.87 0.96 0.96 1.00

High dimension USPS 0.97 0.78 0.91 0.98 0.99 0.96 0.97 0.98 0.99

Alphadigits / 0.67 0.74 0.85 0.86 0.97 0.96 0.96 0.96

warpAR10P / 0.53 0.48 0.43 0.44 0.88 0.93 0.94 0.95

warpPIE10p / 0.45 0.43 0.44 0.40 0.91 0.95 0.99 0.98

milk powder / 0.61 0.68 0.64 0.69 0.93 0.95 0.97 0.92

ORL / 0.30 0.37 0.38 0.47 0.96 0.96 0.96 0.98

Table 4 AUC of classification with OC-SVM

Dataset Raw features PCA CPCA

70% var 85% var 95% var 99% var 70% var 85% var 95% var 99% var

Low dimension Iris 1.00 0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Wine 1.00 0.92 0.93 0.92 0.92 0.96 0.95 0.95 0.96

bupa 0.58 0.56 0.57 0.59 0.58 0.56 0.58 0.60 0.58

spectheart 0.84 0.80 0.82 0.83 0.81 0.82 0.81 0.80 0.78

thyroid 0.94 0.60 0.58 0.65 0.67 0.63 0.75 0.79 0.90

segment 1.00 0.62 0.80 0.80 0.95 0.91 0.98 0.98 1.00

High dimension USPS 0.97 0.76 0.91 0.98 0.99 0.96 0.97 0.98 0.99

Alphadigits 0.95 0.50 0.63 0.79 0.86 0.97 0.97 0.96 0.96

warpAR10P 0.83 0.51 0.53 0.48 0.49 0.89 0.92 0.97 0.89

warpPIE10p 1.00 0.49 0.47 0.43 0.44 0.95 0.94 0.99 0.97

milk powder 0.90 0.62 0.63 0.68 0.72 0.95 0.97 0.97 0.99

pixraw10P 0.71 0.43 0.21 0.29 0.36 1.00 1.00 0.93 0.50

A one-class feature extraction method based on space decomposition 5559

123



6 Conclusion and future work

This paper proposed a new feature extraction strategy for

OCC problems. The strategy divided the original feature

space into two parts: the main space and the complement

space. The main space was used to learn the feature

information of the target class, and the complement space

was used to learn the feature information of the exception

class. By extracting the features of the main space and the

complement space separately, the one-class features of the

whole space were obtained. According to the proposed

one-class feature extraction strategy, a specific implemen-

tation, CPCA, was also provided. In CPCA, the features of

the main space were compressed by PCA, and the features

of the complement space were compressed by the first-

order norm. Then, the two types of features were combined

as the extracted one-class features of the original space.

Several different types of actual datasets were used to

verify the effect of the proposed method. The experimental

results show that CPCA has good generalization for one-

class data, especially for the high-dimensional small sam-

ple data. In summary, the proposed method is a feature

extraction method that is truly oriented to OCC problems.

It also provides a good reference for how to transform other

unsupervised feature extraction methods for one-class

classification problems. In the following research, we will

study the feature space decomposition in the nonlinear

space, such as kernel mapping space. The feature com-

pression of manifold learning, deep learning on the main

space and subspace will also be explored to further

improve the feature extraction effect of OCC problems.
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