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Abstract
A modified Artificial Bee Colony (ABC) metaheuristics optimization technique is applied for cancer classification, that

reduces the classifier’s prediction errors and allows for faster convergence by selecting informative genes. Cuckoo search

(CS) algorithm was used in the onlooker bee phase (exploitation phase) of ABC to boost performance by maintaining the

balance between exploration and exploitation of ABC. Tuned the modified ABC algorithm by using Naı̈ve Bayes (NB)

classifiers to improve the further accuracy of the model. Independent Component Analysis (ICA) is used for dimensionality

reduction. In the first step, the reduced dataset is optimized by using Modified ABC and after that, in the second step, the

optimized dataset is used to train the NB classifier. Extensive experiments were performed for comprehensive comparative

analysis of the proposed algorithm with well-known metaheuristic algorithms, namely Genetic Algorithm (GA) when used

with the same framework for the classification of six high-dimensional cancer datasets. The comparison results showed that

the proposed model with the CS algorithm achieves the highest performance as maximum classification accuracy with less

count of selected genes. This shows the effectiveness of the proposed algorithm which is validated using ANOVA for

cancer classification.

Keywords Artificial bee colony (ABC) � Cuckoo search (CS) � Genetic algorithm (GA) � Independent component analysis

(ICA) � Naı̈ve bayes (NB)

1 Introduction

The expression levels of the gene in an organism play a

discriminant role in clinical studies and the management of

several diseases. Microarray technology is a powerful

approach for genomic research that creates many analytical

challenges for data scientists. Microarray technology uses

sophisticated techniques of biomarkers to identify the

expressed informative gene. The experimentation with

reliable cancer biomarkers plays an important in the field of

clinical diagnosis (Ong 2020). Classification and analysis

of various genetically linked diseases are possible through

Microarray technology, which is the most widely used tool

in the prognosis of different types of cancer. Accurate

prediction of cancer is significant in contributing to effec-

tive treatment for the patients. The cancer classification

based on gene expression profiles has provided better

transparency for the possible treatment strategies.

Recently, because of the increase in data generation and

storage, various big data applications gain attention, which

also increased interest in applying them to a wide range of

biological problems (Li et al. 2017; Dwivedi 2018). The

identification of genes plays an important role in detecting

cancer diseases and has an essential impact for microarray

cancer prediction (Selaru et al. 2002; Elek et al. 1999).

Therefore dimension reduction followed by the classifica-

tion acts as the major process for further analysis. How-

ever, there are difficulties in detecting cancer from

microarray due to the presents of a large amount of gene

expression levels in the human body (Salem et al. 2017;

Garro et al. 2016). The input sets of features (genes) are the

main factor that influences the quality of the performance

of classification algorithms. If the features are relevant to

the class labels, the classifier will be able to create a strong
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relationship between them. However, in most scenarios, the

relevancy of features is often unknown and usually, the

input data sets have issues such as irrelevancy and redun-

dancy that are not useful during the knowledge discovery

process. Thus, this can hinder the process of producing a

positive classification. Machine learning techniques for

data reduction require knowledge about relevant features

and can substantially reduce the size of data for learning

algorithms by reducing unnecessary and redundant fea-

tures. In general, high-dimensional microarray data sets are

difficult to interpret and data interpretation is very essential

for the treatment of cancer patients. The initial studies of

dimensionalities reduction problem, found that the best test

error can be attained through a limited number of features

(genes) that directly affect the accuracy rates (Aziz et al.

2017a; Lv et al. 2016). In a large feature space, it is

common to have irrelevant and redundant genes concern-

ing the class labels. Integrality constraints such as irrele-

vant and redundant features have the capacity to affect the

classification performances. Therefore, this research study

developed an approach for genes selection to counter all

the mentioned drawbacks.

Defining an optimal decision framework for gene

selection is an essential but difficult task in the field of

machine learning and medical science from microarray

data because the characteristic of each data is different.

Recently hybrid machine learning techniques gain popu-

larity and by using suitable ccombinations effectively

obtain a few relevant and informative genes (features)

(Aziz et al. 2017a). Various researches applied varieties of

different data mining techniques with different combina-

tions for the problem of identification of significant genes.

Motivated by previous researchersnature-inspireded algo-

rithms are more suitable to find optimal set of features from

large and complex data of different domains. Techniques

comprised of metaheuristic optimization have a broad

range from the process of a local search to learning pro-

cesses (Turgut et al. 2018). Nature inspired algorithm by

conducting them over the search space there by bringing

out its best capabilities able to obtain the best of best

solutions.

Othman et al., proposed a hybrid multi-objective cuckoo

search with evolutionary operators for gene selection. The

evolutionary operators used in this study were double

mutation and single crossover operators. Proposed

approach was tested on seven publicly available, high-di-

mensional cancer microarray data sets. The experimental

results concluded that the proposed work outperformed

cuckoo search and multi-objective cuckoo search algo-

rithms with a smaller number of selected significant genes

(Othman et al. 2020).

Dash et al., proposed hybridized harmony search opti-

mization approach for feature selection in high-

dimensional data classification problem. Proposed tech-

nique select optimal minimum number of top ranked genes

that provided good classification. The experental results on

four well known microarray datasets showed that perfor-

mance of proposed algorithms was better than other pub-

lished algorithm for the same problem (Dash et al. 2021).

Hybrid approach is used to reduce the computational

time and to take the benefits of the different dimension

reduction method (Mafarja et al. 2020; Venkatesh and

Anuradha 2019). Hybrid approaches combine different

feature selection and extraction method to reduce the

dimension of the data. Different researchers applied dif-

ferent combination of algorithm according to the require-

ment of different data sets.

Hameed et al., compared the performance of three well-

known nature-inspired metaheuristic algorithms, namely

binary particle swarm optimization (BPSO), genetic algo-

rithm (GA) and cuckoo search algorithm (CS) with tewelve

cancer data sets for gene selection and classification. In

terms of accuracy, BPSO outscored GA and CS, according

to the study. In comparison with GA and BPSO, CS was

able to pick fewer attributable genes and was less com-

putationally complex (Hameed 2021).

Some researchers created a classification framework and

utilized it to categorise cancer gene expression patterns

using various hybrid gene selection algorithms based on

various nature-inspired metaheuristic methodologies, with

better outcomes than single approaches. The work not only

selected very few features but also reduced computational

cost by using the collection of new techniques that pro-

duced good performance in classification. A comparison

result expresses that the proposed hybrid approach have

been successfully applied and excels with other existing

methods in terms of accuracy (Baburaj 2022; Alomari

2021; Kumar and Bharti 2021). Therefore in this paper,

hybrid approach based on Nature Inspired Metaheuristics

technique is proposed that can produce an optimal feature

space with significant genes to improve the classification

performance.

Independent component analysis (ICA) method is used

for finding underlying components (features) from multi-

dimensional statistical data. The extracted components of

ICA are statistically independent, this property distin-

guishes ICA from other methods (Hyvarinen et al. 2001).

Recently, ICA feature extraction method gain attention as

effective genes reduction technique of microarray data for

NB classifier (Hasan et al. 2021; Li 2021). The embedded

algorithm of the NB classifier based on conditional inde-

pendence hypothesis, ICA technique resolved successfully

this condition as the ICA extracted components (features)

are statistically independent. The major problem of ICA

technique is how to obtained best subsets of features from

the extracted genes that enhance the classification accuracy
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of NB classifier. One of the author of Fan et al. (2009a)

used ICA extraction method with stepwise regression for

feature selection on five benchmark microarray datasets

and proposed approach demonstrated in improving the

classification performance of NB classifier. In Mollaee

et al. (2016) proposed a three level ensemble approach for

cancer prediction and classification. For gene selection

firstly ensemble Fisher ratio and T test after that optimize

the gene with PSO-dICA method then classified five cancer

microarray data sets and found satisfactory results compare

to other published results. In Mahdavi et al. (2019) selected

the feature subset by using ICA that extracted essential

information and at the same time separated the noise as

extracted features were an independent component. The

results of data sets have shown the effectiveness and

improvement of the proposed approach. In Aziz et al.

(2017b; c) the author used nature inspired metaheuristic

techniques-based wrapper methods with ICA and found

ICA increase the classification accuracy of different clas-

sification algorithm for cancer microarray profile.

Other than above nature inspired algorithm, cuckoo

search algorithm is the most popular swarm intelligence

algorithm, that is motivated by the egg-laying behavior of

cuckoo birds. Recently, CS algorithm gain more popularity

in feature selection (Pandey et al. 2020), multi-objective-

tive optimization problem (Cui et al. 2019; Peng 2021),

data clustering (Pandey and Rajpoot 2019), disease detec-

tion (Cristin 2020), path planning (Song et al. 2020) and

soon. The literature have shown that the CS is an effective

approach to solve numerous optimization problems of

different domain. For different research problems CS

algorithm has been widely used, but at the same time for

complexity optimization problems CS still need some

improvement on exploration face. On the other hand, ABC

is widely used approach for finding best number of features

for continuous optimization problems of microarray data

(Musheer et al. 2019; Coleto-Alcudia and Vega-Rodrı́guez

2020; Wang 2020). ABC approach work with the help of

three bees for finding best solution (food source) and gives

more accurate results comparison to the other swarm-based

meta-heuristic algorithm. In ABC technique, three types of

bees manage the global search and local search procedure

for finding best solution. The global search of ABC algo-

rithm for finding a new solution is better in contrast to the

other nature-inspired algorithms. Some authors, to main-

tain the balance between local search and global search

procedures, some improvements with different algorithms

in the onlooker bee phase (local search) of ABC are pro-

posed that improved the performance of ABC (Alshamlan

et al. 2015).

A. The objective of the paper

• To improved the performance of feature

extraction technique (independent component

analysis) by using hybrid approach.

• Proposed nature inspired hybrid algorithm for

solving the existing gene selection process of

microarray data based on a soft computing

technique.

• Proposed novel framework of classification to

increse the perfomance of the NB classifier

algorithm by utilizing ICA with improved

ABC algorithm.

1.1 Paper organization

Thus, this article would like to focus on the nature inspired

metaheuristic hybrid algorithm in solving the existing gene

selection process of microarray data for accurate classifi-

cation of cancer. The improved ABC algorithm is used to

extract the optimal features from ICA feature vectors of

microarray data in this research, after that compared the

obtained results of proposed framework with others

recently published model of NB classifier. The remainder

of this research paper is structured as follows, Section two,

described the details of feature selection algorithm,

Experimental setup is provided in Section three. While

Section fourth discussed the experimental results and

Section fifth presented the conclusion. Figure 1 shows the

proposed framework.

2 Proposed algorithm

2.1 ICA gene extraction method

ICA helps in obtaining hidden features from multi-di-

mensional information by decomposing multivariate indi-

cations into independent nongaussian sections for the

components to be statistically independent (Hyvarinen

et al. 2001; Mollaee and Moattar 2016). ICA finds corre-

lation between data by decorrelating the data by exploiting

or diminishing the distinct in formation. In ICA algorithm

all features X treated as a independent components S. If A

signify the opposite matrix of a weighted matrix W, and

columns of A characterize the source feature vectors of

comment X.

S ¼ W � X;X ¼ A � S

ICA has been extensively utilized for biological infor-

mation, recognitions and also applicable for other domain.

More detailed of ICA extraction method can be found

elsewhere (Aziz et al. 2016; Hsu et al. 2010).
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2.2 ABC optimization method

Recently nature inspired optimization algorithm ABC is

popular for genes selection problem of the microarray. The

step of ABC approach is based on bees behavior for finding

best food source (gene subset). Most of the researchers for

the problem of different domain used ABC approach for

optimization of the solution. ABC technique work with

three classes of bees i.e. employed bees, onlooker bees and

scouts bees by using local search and global search tech-

niques (Garro et al. 2016). These three classes of bees

convergence the problem and find the optimal solution with

different effort in the different steps of algorithm. Details

information about ABC can be seen in reference (Musheer

et al. 2019; Coleto-Alcudia and Vega-Rodrı́guez 2020;

Wang 2020).

2.3 Cuckoo search algorithm(CS)

CS optimization algorithms is based on the reproduction

behavior of cuckoo birds. It is developed by using Levy

flight rather than the isotropic random walks with infinite

variance and mean which cause much longer step from its

current position (Cristin 2020). Basically, the cuckoo lay

one or several eggs in other birds nests which aim to ensure

the continuity of their generation by directing the host birds

to their natural instinct of breed, hatch, and provide food to

the baby cuckoos. Three idealized steps of CS are given

below (Cui et al. 2019; Peng 2021):

I. A cuckoo lays one egg at a time and placed its egg

randomly chosen nest of other birds.

II. The best nest with the high quality of (solutions)

eggs will carry over to the next generations.

III. The availability number of host nests is secured and

the egg laid by the cuckoo is detected with the

probability, Pa e [1, 0]. While, the host bird either

abandon the nest or throw the egg and form a new

nest. The final assumption can be estimated by the

fraction Pa of n nests are exchanged with new nests

with randomized results. This might increase the

survival and reproductive capacity of cuckoo birds,

so compare to other algorithm exploitation process of

CS algorithm is more efficient (Shehab et al. 2017).

2.4 Proposed algorithm

The searching process of the optimal solution in original

ABC approach based on cycle that contains three phases

(Garro et al. 2016).

• Employed bees phase: employed bees search the food

sources and estimate their nectar amounts then sending

the all information regarding the food sources to the

onlookers.

• Onlookers phase: the behavior of onlookers is different

of employers, on the basis of received information

onlooker make a decision by estimating the nectar

amount of all food sources.

• Scouts bee phase: determining the scout because the

employed bee of an abandoned food source becomes a

scout. Therefore, the employed and onlookers bees

manage the exploitation process, on the otherhand

scouts bees manage the exploration process in the

searchspace.

For finding the optimal subset with ABC algorithm,

appropriate equilibrium amongst exploration and

exploitation is essential (Garro et al. 2016). The explo-

ration process of ABC algorithm for finding a new solution

compare to the other nature expired algorithm is good, but

the exploitation process required more computational time

for converge to the optimal solution (Aziz et al. 2017b;

Garro et al. 2015). Therefore to decrease the computational

time of exploitation process of ABC, the proposed

Fig. 1 The proposed framework
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algorithm used CS (Zhu and Wang 2019). The CS algo-

rithm has good exploitation process but it ability for

searching optimal novel solution in search space is not

good compare to ABC algorithm (Kıran et al. 2012; Jatoth

and Rajasekhar 2010). That is why the CS obtained the

local optima too quickly and suffers from the preconver-

gence problem which is the main issue with CS algorithm

(Chen and Yu 2019). Therefore, to maintain the balanced

between exploitation and exploration process, CSABC

algorithm uses combination of ABC and CS algorithms. In

proposed algorithm, CS algorithm is adopted in the

onlooker bee phase as an exploitation process to find the

best optimal solution with less computational time by

improving the formation sharing between onlooker and

employee bees. Furthermore, the idea of using ABC for

gene selection with a CS algorithm based on researches

(Ding et al. 2018). Therefore, the proposed approach uses a

combination of nature-inspired metaheuristic algorithms, to

reduced disadvantages of the ABC approach such as

preconvergence and computational time by maintaining

balanced between exploration and exploitation. Figure 2

shows how CSABC works. The code of the CSABC

approach is shown in below.

Algorithm for dimensionality reduction

Feature extraction by ICA extraction method

1. Firstly reduced the size of microarray dataset with ICA

algorithm.

Optimizition of ICA feature vector with (CSABC)

algorithm.

Next CSABC algorithm is applied for finding the best

genes set from the ICA feature vector for NB classification.

A main issue related with ICA is, it normally extracted

number of features are equal to the sample size (m),

therefore again 2 m genes sets exist (Zheng et al. 2008).

Fig. 2 Illustration of the (CSABC) algorithm works
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• Return a best solution (important and relevant genes for

prediction).

• Train the NB algorithm with best obtained features.

• Classify test set with selected features by using NB

classifier.

• Return the classification accuracy.

2.5 NB classifier

NB is famous supervised learning technique in the field of

machine learning; it is widely used by many researchers to

classify the objects into two or more classes by means of

using Bayes theorem (Friedman et al. 1997; Hall 2007). It

is used widely, when the input variable is continuous and

independent then the parameters are estimated by the

Bayes rule, so that the probability of output variable is

exactly predicted. If E1, E2,..., En. are the selected genes

from any sample of H, Naı̈ve Bayes classifier classified the

samples by using below formula with Bayes theorem as a

Naı̈ve Bayes classifier(Aziz et al. 2016; Fan et al. 2009b):

H0 ¼ argmax
H2x

PðHÞ
Yn

i¼1

f ðEijHÞ

Because features of microarray are continuous so for the

calculation of class-conditional probability, f ð .jHÞ, proba-
bility density function with nonparametric kernel density

estimation method, for each attributes is used and Pð HÞ is
the prior probability of the particular class.

3 Experimental setup

To evaluate the performance of the proposed approach in

this research used six benchmark microarray cancer data-

sets. In this paper, used six cancer benchmark data sets of

gene expression, namely; Colon cancer (Alon et al. 1999),

Acute leukemia (Golub et al. 1999), Prostate cancer (Singh

et al. 2002), Lung cancer-II (Gordon et al. 2002), High-

grade Glioma data (Nutt et al., 2003) of binary classifica-

tion and Leukemia 2 (Armstrong et al., 2002) of multi

classification. These datasets, downloaded from Kent ridge;

an online repository of high-dimensional biomedical data-

sets (http://datam.i2r.astar.edu.sg/datasets/krbd/index.

html). Table 1 shows the full detail and properties of these

six datasets.

NB classifier uses either kernel density estimation or

Gaussian distribution estimation for data classification

according to the nature of the data. Since microarray data

contain continuous feature, in this paper kernel density

approximation is applied with NB classifier (Rabia et al.

2015; Campos, et al. 2011). The performance of the pro-

posed approach was examined with two parameters clas-

sification accuracy of NB classifier and smallest number of

obtained genes and the for all six datatsets. Classification

accuracy of the NB classifier is evaluated by the below

formula:

Classification accuracy =
CC

N
� 100
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where, CC means correct classified samplesand N is the

total number of samples in the respective class. For finiding

unbiased results, In this paper implemented Leave One Out

Cross-Validation (LOOCV) method. To facilitates exami-

nation of proposed approach, repeated these experiments

with LOOCV at several time. Three other features selection

method are also consider for comparing the results of

proposed algorithm with the same parameter. The param-

eters of CS and ABC are adopted with the help of several

research paper. For purpose of fair comparison, the same

top-ranked genes were chosen for all gene selection

method. Experiments were performed for ICA extracted

genes in each datasets. To evaluate the performance of the

proposed approach in this research, all experimental work

on preprocessing the datasets has been done using

MATLAB 2016b. Moreover, we used python-based tool

for feature selection and classification. The experiments

were conducted on a desktop computer running 64-bit

Windows 10 with an Intel (R) Core (TM) i7-3770 CPU at

3.40 GHz and 8 GB of RAM. The code of ICA algorithm

as the FastICA package, ABC algorithm and CS algorithm

are freely available on internet.

3.1 Parameter setting and fitness function
of proposed algorithm

Recently some of the researchers used Genetic Bee Colony

(GBC) approach for selection of features and found better

result compared to original ABC (Alshamlan et al. 2015).

Genetic Bee Colony (GBC) technique is a combination

ABC and Genetic Algorithm (GA) algorithm. GBC is a

novel technique, purpose of GBC techniques is to find best

subsets of gene for improving the accuracy of different

classification algorithm. Therefore, for the sake of a fair

comparison, the result of the proposed approach compared

with the GBC-based hybrid algorithm called (ICA ?

GBC) with the same classifier. The parameters of proposed

approach (ICA ? CSABC) and (ICA ? GBC) approach

that was used in our experiments are given in below tables.

For purpose of fair comparison, the same top-ranked genes

were chosen for all gene selection method. Experiments

were performed for ICA extracted genes in each datasets.

Parameter setting of proposed algorithm

Parameter Value

Colony size 50

Max cycle 100

Number of runs 30 runs

Levy s;kð Þ s�k,1\k < � 3

aStepsize 1.0

Pamin
0.3

Pamax
0.5

Limit 5 iterations

Parameter setting of (ICA ? GBC) algorithm

Parameter Value

Colony size 50

Max cycle 100

Table 1 Detail of six cancer microarray data

Data set No. of

classes

No. of

genes

Class

balance ±

No. of

samples

Short description

Colon cancer (Alon

et al. 1999)

2 2000 (22\40) 62 Colon cancer data obtained from patients with colon cancer tumor biopsies

indicating negative tumors and regular positive biopsies come from healthy

areas of the colon of the same patients

Acute leukemia

(Golub, et al.

1999)

2 7129 (47\25) 72 Acute Lukemia conation two classes class 1 is the Acute Myeloid Leukemia

(AML) with 47 samples and class 2 is Lymphoblastic Leukemia (ALL) with

25

Prostate tumor

(Singh et al. 2002)

2 12,600 (50\52) 102 Prostate tumor data collected two class of samples, non-tumor (normal)

prostate samples and tumor samples (cancer)

High-grade Glioma

(Nutt et al. 2003)

2 12,625 (28\22) 50 Glioblastomas and anaplastic oligodendrogliomas of brain tumor samples are

contain in High-grade Glioma

Lung cancer II

(Gordon et al.

2002)

2 12,533 (31\150) 181 Tissue samples of Malignant Pleural Mesothelioma (MPM) and

Adenocarcinoma (ADCA) of the lung collected in Lung cancer II

Leukemia 2

(Armstrong et al.

2002)

3 7129 (28\24\20) 72 Lukemia 2 data set contain three class 28 AML samples, 24 ALL samples,

and 20 MLL samples
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Parameter Value

Number of runs 30 runs

MutationProbability 0.02

CrossoverProbability o.75

Limit 5 iterations

3.1.1 Evaluating new solutions and levy flight

CSABC-based feature selection approach find the new

optimal solutions with random cuckoo by modifying the

parameters using Lévy flight with below equation.

xtþ1
i ¼ xti þ C � Levyðs; kÞ

Levy walk generates some new solutions around the

obtained best solutions, will accelerate the local search

functionality. Here, C has been set to 0.85 from experience.

Next evaluate its quality with fitness function of algorithm.

3.1.2 Fitness function

Fitness function of proposed approach is evaluated by

classification accuracy of NB classifier. If the current fit-

ness value is better than the previous one, then skip the

previous result, and moves to the current; else it retains the

previous solution. Finally, the fitness solution with highest

value is returned for best predictive gene subset. The fitness

function (fit) is defined as follows:

Fitness fð Þ ¼ Accuracy fð Þ

Where, Accuracy (fit) is Testing data (f) classifier accuracy.

3.1.3 Parameter Pa

It represents the probability of discovery of an egg. The Pa

value is modified dynamically in modified cuckoo search

using below equation.

Pa ¼ Pamax
�
Pamax

� Pamin

itermax

� iter

Pamax
and Pamin

is set 0.5 and 0.3, respectively.

4 Experimental results and discussions

Tables 2, 3, 4, 5, 6, 7 shows the LOOCV classification

accuracy of NB classifiers with different (ICA ? CSABC)

and (ICA ? GBC) approached for above-explained six

microarray datasets. The best results of all data sets

(smallest selected gene size and highest classification

accuracy) are highlighted using bold font. Figures 3a–d, 4,

5a–d, illustrates the output of the proposed work in the

term of AUC curve on six datasets with different threshold,

for best subsets genes found by (ICA ? CSABC) and

(ICA ? GBC) approach. From Figs. 3a–d, 4, 5a–d and

Tables 2, 3, 4, 5, 6, 7 give following results.

Regarding colon dataset classification accuracy of test

data with the proposed approach achieved 99.13%, 92.31%

and 88.07%, best mean and worst, respectively, which

defeated (ICA ? GBC) with best mean and worst by

2.62%, 0.46% and 1.14%, respectively. The best ROC with

proposed approach was obtained 96.36 with 12 gene where

as ROC value with ICA ? GBC was 95.66 with 16 genes

for Colon data, which shows that the proposed approach

has a discrimination capability between two classes.

Based on the results of test data of Lekumia, the pro-

posed approach obtained 95.24% on an average classifi-

cation accuracy which is best compared to ICA ? GBC

and the other hybrid method that used in this experiment.

On the other hand the proposed approach obtained 9

important and predictive gene from 72 extracted genes of

ICA, which is smallest number of gene compare to

obtained genes by the other competitor approaches.

The experimental Tables 4 and 8 for prostate data

depicted that proposed approach provides 100% best

classification accuracy that showed improvement over

ICA ? GBC, ICA ? ABC, ICA ? GA, and ICA ? PSO,

respectively, for the NB classifier. The AUC value of

prostate data found 98.96 with proposed approach for 12

genes.

For the High-grade Glioma dataset, the best training and

testing classification accuracy with all ICA features was

87.88% and 70.55%, while with the CSABC wrapper

method with NB classifier increases training and testing

accuracy 98.11% and 96.82%, respectively. Therefore,

CSABC become a commanding optimization technique for

obtaining best feature with ICA for Naı̈ve Bayes classifier.

With respect to the test dataset of Lung cancer II dataset,

proposed approach obtained best classification accuracy

93.45%, that indicates proposed approach applicable to

classify all most all samples in their defined classes. Sec-

ondly, proposed approach obtained 24 features from 181

extracted features of ICA, which is low compare to other

applied approaches.

In the case of multiclass classification of Lukemia 2

dataset, the proposed approach obtained slightly lower

classification accuracy compare to ICA ? GBC but better

classification accuracy compare to other three method

(Table 8). But it gives an advantage for obtaining the

smallest number of informative and predictive genes, for

the NB classifier its obtained 15 genes for the highest

classification accuracy which is low compared with 18

obtained genes by the ICA ? GBC method.
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The proposed technique had effectively performance. It

is proved from the experimental results, these outputs were

stable and improved compared to the output acquired from

the previous experiment. In summary, the proposed tech-

nique reached on average 93% for all datasets in terms of

classification accuracy which highlight the strength of the

proposed technique. Therefore, the experimental result

proved, compare to ICA ? GBC and other three hybrid

methods, the proposed approach has a more significant

Table 2 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm for Colon dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

4 93.56 85.44 79.6 85.71 79.74 75.07

8 95.71 89.15 83.76 87.61 81.85 79.86

12 99.13 92.31 88.07 93.95 83.93 83.9

16 97.35 90.07 84.96 96.51 91.85 86.93

20 96.41 88.96 82.71 93.63 88.11 84.93

24 95.17 86.33 79.56 91.98 85.52 82.06

28 93.63 82.45 74.75 90.06 82.08 79.18

Table 3 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm Acute Leukemia

dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

3 90.71 81.03 77.21 89.36 80 71.51

6 94.01 86.06 80.02 91.26 83.54 74.21

9 98.97 95.24 89.14 92.52 86.16 79.88

12 97.27 93.84 87.34 98.41 93.11 87.65

15 95.05 90.75 81.53 95.51 89.51 84.45

18 92.66 86.74 79.15 91.63 86.5 80.05

21 88.45 82.71 75.07 89.8 81.56 76.3

24 86.77 80.35 73.22 86.22 79.47 71.21

27 84.71 78.83 71.38 81.42 76.65 69.11

Table 4 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm for Prostate tumor

dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

4 87.26 79.93 73.97 81.55 73.2 63.65

8 94.62 85.85 75.88 86.34 76.64 65.75

12 100 89.25 80.92 91.43 80.53 68.43

16 98.39 87.65 79.52 98.44 89.03 78.43

20 94.53 86.07 78.97 95.33 86.64 76.76

24 92.67 82.93 75.96 93.44 83.22 71.8

28 91.15 81.77 74.22 91.56 81.07 69.38

32 90.83 80.57 72.34 89.28 79.34 68.2

36 88.76 78.37 71.35 86.75 77.21 66.47

40 86.95 76.96 69.16 85.05 75.01 63.77

44 85.14 74.98 67.3 82.34 72.36 61.19

48 84.28 73.11 65.75 81.64 71.57 60.3
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ability for classifying different samples in their correct

classes with NB classifier.

Table 9 displays the ICA ? CSABC comparative

results with five papular features selection approach over

six cancer datasets with the same framework. In order to

Table 5 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm for High-grade

Glioma dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

3 91.82 85.13 77.24 88.94 80.84 71.55

6 93.11 86.91 79.51 92.11 85.67 78.04

9 97.20 90.70 83.71 96.41 89.10 80.60

12 94.15 88.68 82.02 90.27 85.28 79.09

15 90.42 85.77 79.93 88.70 82.86 75.83

18 88.56 83.14 76.52 86.55 80.88 74.01

21 87.64 81.39 73.94 85.12 79.40 72.49

24 86.44 79.69 71.74 82.72 78.04 72.16

Table 6 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm for Lung cancer II

dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

4 82.38 77.87 72.17 80.52 75.24 68.76

8 85.17 79.71 73.06 82.38 77.59 71.6

12 86.16 80.49 73.63 86.37 80.53 73.49

16 86.95 81.94 75.73 88.84 82.88 75.73

20 91.33 85.9 79.28 92.99 86.42 78.69

24 93.45 88.22 81.28 89.64 83.83 76.82

28 91.54 85.74 78.74 87.89 82.12 75.16

32 90.06 84.16 77.06 86.62 80.61 73.4

36 88.64 82.21 74.58 85.73 79.16 71.39

40 88.2 80.78 72.17 84.2 77.87 70.34

44 87.58 80.1 71.42 81.98 75.95 68.73

48 86.73 79.22 70.52 81.39 74.43 66.27

Table 7 Classification results of

ICA-CSABC and

(ICA ? GBC) algorithms NB

algorithm for Leukemia 2

dataset

No. of genes Classification accuracy (CA)

(ICA ? CSABC) algorithm (ICA ? GBC) algorithm

Best Mean Worst Best Mean Worst

3 88.38 85.47 81.36 88.33 83.17 76.48

6 90.07 87.93 84.6 89.05 84.64 79.03

9 93.92 90.24 85.37 90.05 87.61 83.98

12 95.03 91.19 86.15 94.92 91.08 86.04

15 97.64 93.38 87.93 98.42 94.57 89.53

18 95.93 92.45 87.69 96.72 91.8 85.69

21 92.92 89.52 84.92 94.92 89.9 83.69

24 88.92 88.08 86.05 93.49 88.31 81.93

27 87.05 85.2 82.15 90.68 86.06 80.25

30 86.04 83.09 78.94 89.76 84.99 79.03
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make fair evaluation and comparison, we applied same

control parameters that have been used for our proposed

algorithms when combined with ICA. Table 8 lists the

parameters of several comparison algorithms as determined

by a study of numerous related research papers. Such

parameter setting was optimized by literatures moreover,

we conducted many trials to test such parameter setting

which shows the best objective value. We first extract gene

by using ICA next optimized the extracted gene by using

GA, PSO, ABC and GBC and evaluated its performance in

terms of two evaluation criteria: classification accuracy

number of selected genes Then we compared the results of

algorithms named ICA ? PSO, ICA ? GA, ICA ? CS,

ICA ? ABC, ICA ? GBC with ICA ? CSABC by using

the same model for the sake of a fair comparison. The NB

classifier served as a fitness function of these gene selection

methods. In order to avoid selection bias, the LOOCV was

used.

Experimental results revealed that the ICA ? CSABC

approach obtained the highest best classification accuracy

(97.70 percent) of the six cancer datasets, on the other hand

best classification accuracy of the other methods was 96.73

percent, 95.98 percent, 94.42 percent and 92.94 percent for

ICA ? GBC, ICA ? ABC, ICA ? GA, and ICA ? PSO,

respectively. This means that the ICA ? CSABC algo-

rithm has made the NB classification output more reliable

and accurate. The ICA ? CSABC algorithm also obtained

the smallest number of optimal genes set that contain

average (13.50) genes and smallest number of optimal

genes set was 14.67, 15.83, 23.67 and 29.17 for ICA ?

Fig. 3 a–d Obtained ROC of (ICA?CSABC) and (ICA?GBC) approach with best number of genes of NB classifier of Colon (a, b) and Acute

Lukemia (c, d) dataset
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GBC, ICA ? ABC, ICA ? GA and ICA ? PSO. Such

findings of the assessment indicate that ICA ? CSABC is a

promising technique for resolving the problems of dimen-

sion reduction and microarray data classification.

From Fig. 6, the positive outcome with the highest

classification accuracy of NB classifier with features

obtained by CSABC from ICA feature vectors is clearly

visible. This is not surprising because the ICA technique

has the ability to resolve the classification criteria of NB

classifier.

For the comparision of above five feature selection

techniques, a statistical hypothesis test ANOVA was

applied with a = 0.05 to determine whether there exists a

significant difference between them or not. The different

approach shown in Fig. 7 by the name ICA ? PSO,

ICA ? GA, ICA ? GBC, ICA ? ABC and ICA ?

CSABC, are selected as group 1 to 5, respectively, in the

study. ANOVA tests the hypothesis with H0 and H1.

H0: a1 = a2 = a5 (all group means are equal).

H1: not all group means are equal.

In Fig. 7, the blue-shaded line shows the comparison

interval for (ICA ? CSABC) group mean. Gray line shows

the comparison intervals for (ICA ? GBC) and (ICA ?

ABC) and the red line shows the comparison interval of

(ICA ? PSO) and (ICA ? GA). The comparison interval

(ICA ? GBC) and (ICA ? ABC) overlap and comparison

interval (ICA ? GA) and (ICA ? PSO) does not overlaps

with the comparison interval (ICA ? CSABC) group

mean. Therefore, the group means (ICA ? GBC) and

(ICA ? ABC) are not significantly different but the group

Fig. 4 a–d Obtained ROC of (ICA?CSABC) and (ICA?GBC) approach with best number of genes of NB classifier of Prostate cancer (a, b) and
High-grade Glioma (c, d) dataset
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means (ICA ? GA) and (ICA ? PSO) are significantly

different from (ICA ? CSABC) group mean.

For further comparisons, the proposed algorithm

employed with SVM classifier, because SVM is the best

and widely used classifier for data classification as it is less

sensitive over the high dimension(Aziz et al. 2022a; Desai

et al. 2022). Since microarray data are a type of nonlinear

classification problem, therefore employed SVM with

polynomial kernel, all other parameter of SVM are used on

the basis of the research with LOOCV process (Aziz et al.

2022b; Xi, et al. 2016). Firstly applied ICA technique for

feature extraction in the second improved ABC (CSABC)

applied to optimize ICA extracted feature with SVM

classifier and lastly analyze the classification accuracy.

Table 10 and Fig. 8 summarize the classification accu-

racy and error rate of NB and SVM with proposed

approach by using LOOCV iterations for the same

parameter settings (CSABC) algorithms. We can easily see

from Table 9 SVM with proposed approach aslo produced

good classification accuracy which is little bit less or equal

to the classification accuracy of NB classifier for Colon,

Acute, Prostate, High grate Glioma data and Leukemia 2

datasets. For Colon data set both the classifiers gives same

classification accuracy with different number of selected

genes. On the other hand for Acute, Prostate and High grate

Glioma datasets SVM achived less bit more error rate

compare to NB classifier (Fig. 8). While for Lung cancer II

data, SVM achived mean accuracy rate 90.34% with 20

genes which is greater than NB classification rate. The

Fig. 5 a–d. Obtained ROC of (ICA?CSABC) and (ICA?GBC) approach with best number of genesof NB classifier of Lung cancer II dataset (a,
b) and ROC of (ICA?CSABC) and (ICA?GBC) approach with best genes sets of NB classifier of Leukemia 2 dataset (c, d)
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error rate of the SVM and NB in classifying Lekumia 2

data was 7.67% with 12 genes and 6.33% with 15 genes,

respectively, so in the term of classification accuracy NB

classifier is best but the SVM classifier is the best in the

term of selected genes for Lekumia 2 data.

Figure 9 shows smallest number of genes that give best

performance of NB classifier; blue and red line show the

best number of genes for SVM and NB classifier, respec-

tively, with all six datasets. The number of obtained genes

able to show that the number of important and relevant

genes in the cancer microarray data are lesser than 50% of

the ICA extracted genes. It is seen from Fig. 9, for Colon

cancer data out of 62 ICA vectors proposed approach

choose only 12 gene for best classification accuracy that

show 19.35% of genes were relevant and important for

classification. Thus, 80.65% genes are non relevant to

disease and cause noise in order to make a good classifi-

cation model. For other datasets 12.50% of Acute, 11.70%

of Prostate, 18.40% of High grade, 13.25% of Lung-II and

20.08% of Lukemia 2 data of ICA feature vector are

important for NB classification. Similar result in the term

of selected genes found with SVM classifier for all data-

sets, for Colon and Leukemia 2 data SVM selected 10 and

15 genes which is less compare to NB classifier. For Acute,

Table 8 The parameters setting used for different comparative algorithms

ICA ? PSO ICA ? GA ICA ? CS ICA ? ABC

Parameter Value Parameter Value Parameter Value Parameter Value

Particle size 50 Population

size

50 Number of

Nest

50 Colony

size

80

Particles

Position (X)

[Xmin, Xmax]

[0.1, 0.9]

Mutation

Probability

0.03 Levy

flight;

s;kð Þ

k = 1.5

(s�k,1\k <
� 3)

Max cycle 100

Particles

Velocity (V)

[Vmin, Vmax]

[0.1, 0.9]

Crossover

Probability

0.75 Pamin
0.3 Number of

runs

30 runs

Speed(r1, r2)

&

Acceleration

(C1, C2) [0, 2]

[0, 1]

&

2

Chromosome

length

100 Pamax
0.5 Limit 5 iterations

Inertia weight

(W), [Wmin,

Wmax]

[ [0.1, 0.9]

0.9 Termination

Code

30 runs a Step

size

1.0

Number of

iterations

30 Number of

runs

30 runs

Fitness

function

Classification

accuracy rate

Fitness

function

Classification

accuracy rate

Fitness

function

Classification

accuracy rate

Fitness

function

Classification

accuracy rate

Table 9 The classification accuracy of NB algorithm with some nature inspired algorithm when combined with ICA of six cancer microarray

datasets

Applied

approach

Colon cancer

(selected gene)

Acute leukemia

(selected gene)

Prostate tumor

(selected gene)

High-grade Glioma

(selected gene)

Lung cancer II

(selected gene)

Leukemia2 Data

(selected gene)

ICA ? PSO 91.17 (20) 95.11 (19) 93.31 (32) 91.22 (23) 89.72 (41) 97.22 (40)

ICA ? GA 93.18 (18) 96.58 (17) 95.32 (27) 95.33 (18) 91.84 (27) 94.33 (35)

ICA ? CS 92.99 (21) 97.02 (14) 94.88 (14) 93.91 (18) 95.76 (25) 94.71 (29)

ICA ? ABC 98.14 (16) 98.08 (12) 97.08 (16) 94.22 (12) 91.05 (24) 97.33 (15)

(ICA ? GBC) 96.51 (16) 98.41 (12) 98.44 (16) 96.41 (09) 92.99 (20) 98.42 (18)

(ICA ? CSABC) 99.13 (12) 98.97 (09) 100 (12) 97.20 (09) 93.96 (24) 97.64 (15)
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Prostat and Lung cancer II data SVM selected 12, 14 and

24 genes, respectively, which is slightly more then NB

classifier. Therefore, proposed algorithm identify the

important and relevant genes that constructed the best

classification model for both the classifiers. The selected

number of genes for Lung cancer II data both the classifier

required little bit more gene compare to other datasets

because every dataset has its own different characteristics.

5 Conclusion

This paper proposes, novel metahuristic hybreid approach

by combining the ICA and advantages of cuckoo search

and ABC-based feature optimization apprproach with NB

classifier for cancer Classification. This method was

Fig. 6 Average accuracy rate in

six cancer microarray datasets

with NB classifier by different

features selection approach

Fig. 7 The comparision of proposed approach over four different

approach with Anova analysis. The red line show the mean

significately different from ICA ? CSABC algorithm with a = 0.05

(color figure online)

Table 10 The comparision result of NB and SVM classifier with proposed approach

Datasets NB Classifier SVM Classifier

Mean classification accuracy Number of selected genes Mean classification accuracy Number of selected genes

Colon cancer data 92.12 12 92.11 11

Acute leukemia data 93.35 09 92.45 12

Prostate tumor data 89.14 12 82.23 14

High-grade Glioma data 90.32 09 89.22 10

Lung cancer II data 87.71 24 90.34 20

Leukemia 2 data 93.67 15 92.33 12
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successes fully reduced the misclassification errors during

the classification process on six cancer microarray data.

Experimental results show the superiority of the proposed

approach in the term of classification accuracy with two

factors, best obtained less number of genes set and best

AUC score for unbiased accuracy. Therefore, metaheuristic

nature-inspired algorithms act as a strong tool in solving

microarray cancer data classification problems.

In future work, incorporating more than one classifier

with proposed feature selection techniques to enhance the

classification accuracy of the proposed work and to

examine the selective classifier mode.
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