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Abstract
So far, a great bulk of research has been dedicated to demand fluctuations in the make-to-order (MTO) environment, and

several solutions have been proposed. In contrast, cellular layouts have received little attention from researchers. Also, in

studies on dynamic cell production systems, the concept of dynamics is limited to the possibility of making changes

between periods. This paper presents a new mathematical model to create an integrated system of order prioritizing,

capacity measurement, and scheduling for dealing with new orders in MTO environments arranged by a cellular manu-

facturing layout. In this model, it is possible to negotiate the price and delivery time. The periods are also considered to be

connected, and unlike the existing dynamic cellular manufacturing systems (DCMSs), it is possible to receive an order at

any moment. Moreover, machine relocation is allowed with regard to the time of relocation during the periods. Another

notable feature is the alternative routing for parts and cell formation (CF) at the same time as scheduling. The proposed

model has two objectives including a) maximizing the profit and b) maximizing the number of orders accepted based on

their priorities. The bi-objective model for small sizes has been solved by GAMS software using the augmented epsilon-

constraint method. The effects of key parameters as well as some important features of the model, such as the possibility of

checking the acceptance/rejection of a new order during the program, are addressed. Generally, the proposed model is able

to develop a DCMS in an online cellular manufacturing system (OCMS). The results of sensitivity analysis show that the

integration of CF, GS, order acceptance, pricing, and delivery time in a mathematical model simultaneously can signifi-

cantly improve system performance and increase system profits. Finally, an NSGA-II algorithm is developed to solve the

problem in larger sizes. To verify the computational effectiveness of the employed NSGA-II in comparison with a CPLEX

solver, its performance is evaluated using two methods.

Keywords Scheduling � Online cellular manufacturing system � Earliness/tardiness � MTO � Order acceptance �
Alternative processing routes � NSGA-II

1 Introduction

MTO is one of the policies adopted by some manufacturing

companies that make their products based on the customer

demand. These companies may also use make to stock

(MTS), engineering to order (ETO), assembly to order

(ATO), or a combination of them to meet customer

demands. Each of these policies has its advantages and

disadvantages. The advantages of MTO include low

inventory cost, high flexibility in responding to customer

orders, and low risk in selling products.

As markets become more competitive and companies

increasingly move toward the MTO approach, businesses

need to cope with the changes in demand better than before

if they are to effectively decide whether to reject or accept

an order. This order can be one of the products available in

the factory or a new product. There have been many studies

conducted on accepting or rejecting a new order in a

manufacturing system with the MTO policy. A consider-

able part of that research has been on the use of a multi-

level system to reject or accept new orders, which often

includes steps such as capacity measurement, order prior-

itization, determination of delivery time and pricing, and
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order scheduling (Hemmati et al. 2012; Ebadian et al.

2008, 2009; Manavizadeh et al. 2013; Kalantari et al. 2011;

Rabbani et al. 2017). A review of the literature shows that

two points have been sufficiently dealt with. First, in most

studies, the layout is job shop, flow shop or a combination

of them, and the cellular layout has been ignored despite

the features that bring the system closer to the nature of the

MTO environment. Second, the proposed mathematical

models often do not take into account all the steps men-

tioned to reject or accept a new order. Most of them cover

part of these steps or are presented as separate mathemat-

ical models for individual steps, which may lead to non-

optimal solutions. In this paper, however, a mathematical

model is presented to integrate the mentioned steps in an

MTO environment under a cellular manufacturing system.

The model not only makes it possible to decide whether to

reject or accept new orders but also allows their prioriti-

zation, pricing, determination of delivery time, capacity

measurement, and scheduling of orders. The effect of

accepting an order on the delivery time of the existing

orders is also shown with this model.

Models for DCMSs discussed in this paper were first

introduced by Rehalat et al. (1995). In these models, it is

assumed that changes in the composition and the quantity

of the products in demand can be predicted, so multi-period

planning is possible. Indeed, a planning horizon can be

divided into smaller periods, each with its product mix and

demand. Therefore, under dynamic conditions, a cell

structure in one period may not be optimal for the next. So

far, many researchers have addressed the cellular manu-

facturing systems problem using mathematical models.

Their models all have the same general structure but do not

take into account the possibility of entering an order at any

moment. They also assume that orders are received as

expected and only at the beginning of time periods. This is

while an order may be offered to the system for many times

during a period. After the order is offered, the production

unit must decide whether to reject or accept it according to

such criteria as price, capacity, delivery time, and the effect

of accepting the new order on the schedule of the other

orders. Also, to accept a new order, the system may require

changes that must be made before the end of the period.

Therefore, the scheduling part of the model takes the

possibility of machine relocation during a period into

consideration. Moreover, considering the connected peri-

ods, orders can be logged in at any time. The objectives are

to maximize the number of the accepted orders and mini-

mize the earliness and tardiness penalties as well as the

other corresponding costs. The innovations of this study

can be summarized in the following items:

Compared to the scheduling

models existing in CMSs

The literature was reviewed, but there

was no mathematical model for

simultaneous scheduling, CF,

alternative processing routes, and

periods

The model presented in this paper is

the first one to consider the time of

machine relocation and the

possibility of relocation during a

period, which enables the system to

have shorter interruptions to make

changes from one period to another

Considering the connected periods,

there is no need to match the entry

of the demands with the beginning

of the periods

Compared to the models in

the MTO environment

This study presents the basic steps of

accepting or rejecting a new order

(including prioritization, capacity

measurement, pricing, and timing

of delivery and scheduling) in an

integrated mathematical model

CMSs have not been studied in this

field so far

This paper consists of six main sections. After this

section, the literature will be reviewed for manufacturing

systems in the MTO environment and scheduling in CMSs.

In the third section, a nonlinear mixed-integer program-

ming mathematical model is presented and linearized. The

fourth section presents the designed NSGA-II algorithm. In

the fifth section, a numerical example is solved by a

CPLEX solver and a number of problems are solved to

explore the model features, analyze its sensitivity and show

the NSGA-II algorithm performance. Finally, the paper is

closed up with the conclusion of the study.

2 Literature review

A review of the literature in the field is presented here in

two sections including MTO environment and scheduling

in CMSs.

2.1 MTO environment

Sawik (2006) proposed a hierarchical method of scheduling

in an MTO environment. They also developed an integer

programming model to schedule production in a hybrid

flow shop system. Piya (2019) designed a mathematical

model to help manufacturer and customers revise their

offers in negotiations. In the same line of research, Piya

et al. (2016) assist manufacturers in the MTO environment

by providing a mathematical model to decide whether to
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reject or accept orders. In this case, different processes are

used, and the contingency of the orders is taken into

account. Choy et al. (2011) presented a mathematical

model to minimize tardiness, addressing the problem of

scheduling in an MTO production environment. They used

a genetic algorithm (GA) and an optimization module to

solve their proposed model. Garmadre et al. (2018)

developed a nonlinear mixed-integer mathematical model

for integrated pricing, delivery date determination, and new

order scheduling. The objective of the model is to maxi-

mize profit by considering regular time, overtime and

subcontracting operational costs, raw material costs,

resource unemployment costs as well as tardiness and

earliness costs. Zaharie et al. (2017) proposed a bi-objec-

tive integer programming mathematical model to accept or

reject orders, determine the delivery date, and schedule

orders in an apparel manufacturing company. The first goal

of the model is to maximize the number of orders delivered

to the customer on time, and the second goal is to minimize

the maximum delay in the delivery of the orders. Wang

et al. (2019a) presented an integrated mathematical model

for order acceptance and order scheduling in a job shop

production under the hybrid MTO/MTS production envi-

ronment. In their model, MTS orders are produced under a

fixed schedule, and MTO orders, if accepted, are processed

during the idle time slots of the schedule of MTS tasks.

Jiang et al. (2020) proposed a model for order acceptance

and scheduling in a random multiple-order environment to

increase profits and reduce costs in terms of tardiness and

earliness. They used a GA to solve their model. Ghiyasi-

nasab et al. (2020) presented a multi-objective production

planning model for the order scheduling of engineered

wood products in the construction industry. The model was

put to practice in the ETO environment. For this purpose,

they presented four mathematical models. Yousefnejad and

Esmaeili (2018) used the Stackelberg game to investigate

the problem of pricing and lead time determination in a

hybrid MTS/MTO production environment. They addres-

sed three types of products including MTS, MTO, and

MTS/MTO. The intended manufacturing system consisted

of a common stage and a stage of differentiation. Abdol-

lahpour and Rezaian (2017) presented a mathematical

model for scheduling problem in flow shop system under a

hybrid MTS/MTO production environment. The objective

of the proposed model is to minimize tardiness and earli-

ness, as well as to minimize the number of missed and

incomplete orders. Rostami et al. (2020a, b), by presenting

a multi-objective mathematical model for the first time in a

virtual cellular manufacturing (VCM), introduced the

concept of developing a new product.

The studies conducted in the MTO environment have

mainly dealt with job shop and flow shop production sys-

tems, or a combination of them. These studies have paid

little attention to the CMS, despite its proximity to the

nature of the MTO environment. Furthermore, the mathe-

matical models presented in these studies address only a

few aspects of accepting or rejecting new orders, and these

aspects have been presented in several separate models. In

this study, however, in addition to a cellular layout, deci-

sions on capacity measurement, order acceptance, pricing,

delivery time determination, and scheduling of new orders

with the possibility of influencing the existing orders are

integrated with a mathematical model. Table 1 makes a

comparison of the model presented in this study and some

mathematical models reported in the MTO environment.

2.2 Scheduling and CMS

Wu et al. (2007) proposed a nonlinear mathematical model

to consider three decisions simultaneously, including CF,

group layout (GL), and GS. The objective of this model is

to minimize completion time. To solve the model, they

proposed a hierarchical genetic algorithm (HGA) with a

dynamic function for the selection operator. Tavakkoli-

Moghaddam et al. (2008) designed a nonlinear mathe-

matical model to investigate the problem of GS in a CMS

so as to minimize completion time. To solve the problem,

they proposed two evolutionary algorithms called GA and

memetic algorithm (MA). Tavakkoli-Moghaddam et al.

(2010) and Gholipour-Kanani et al. (2011), introduced a

nonlinear mathematical model for the GS problem in

CMSs. The objective of the model is to minimize intra-

cellular material handling time, completion time, tardiness

time, and sequence-dependent setup costs. To solve their

model, they proposed a meta-heuristic algorithm based on

scatter search (SS). Kessen et al. (2010) proposed a

mathematical model for the scheduling problem in virtual

manufacturing cells (VMCs). The objective of the model is

to minimize the weighted makespan and the total traveling

distance. They proposed a GA for large-sized problems.

Mac et al. (2007) presented a nonlinear mathematical

model for the scheduling problem in VCMSs. The objec-

tive of the model is to minimize the total material traveling

distance. To solve their model, they used two meta-

heuristic algorithms, a GA and an ant colony optimization

algorithm. Aksoy and ozturk (2010) applied a two-stage

approach for the scheduling problem in VCMSs. In the first

stage, the simulated annealing (SA) algorithm is used to

obtain the optimal scheduling, and in the second stage, the

total material traveling distance is minimized by the use of

a heuristic approach. Aryanezhad et al. (2011) designed a

nonlinear mathematical model for the problem of

scheduling with CF simultaneously. The objective of the

model is to minimize completion time. They used a GA to

solve the model in large sizes. Taghavi-fard et al. (2011)

presented a bi-objective mathematical model for the GS
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problem in CMSs. The first objective is to minimize

completion time, and the second is to minimize the total

tardiness. To solve the model, they proposed the NSGA-II

and the non-dominated rank genetic algorithm (NRGA).

Solimanpur and Elmi (2011) presented an integer linear

programming model for the GS problem in CMSs. To

minimize completion time, this problem includes the two

subproblems of intra-group scheduling and inter-group

scheduling. To solve the model, a tabu search algorithm

was proposed. Karthikeyan et al. (2012) investigated the

scheduling problem in a CMS using the meta-heuristic SA

and tabu search algorithms. Their objective is to minimize

the tardiness penalty. Arkat et al. (2012a) proposed a bi-

objective nonlinear mathematical model to simultaneously

investigate CF and CL and the scheduling problem to

minimize the total transportation cost of the parts and

minimize the makespan. They used the epsilon-constraint

method to solve the model in small sizes. They also pro-

posed the multi-objective genetic algorithm (MOGA) to

solve their model. In another paper, Arkat et al. (2012b)

presented two mathematical models for the integrated

design of CMSs. The first model integrates the cellular

layout problem and the CF problem to determine the

optimal configuration of the cell and the layout of

machines. In the second model, using the first model’s

feedbacks as the input parameter, the scheduling problem is

investigated to minimize the completion time of all the

parts. Taghvifard (2012) studied a scheduling problem in a

CMS, intending to minimize the completion time. The

problem was solved using the ant colony optimization

algorithm (ACO) and compared with a heuristic algorithm

called SVS. Soleimanpour and Elmi (2013) aimed at a

mixed-integer linear programming model to minimize the

completion time for the scheduling problem in CMSs. The

nested tabu search (NTS) approach was used to solve the

proposed model. Eguia et al. (2013) proposed an integer

linear mathematical model to simultaneously solve a CF

problem and scheduling part families in a reconfigurable

cellular manufacturing system (RCMS). The objective of

the model is to minimize production costs including

reconfiguration costs for switching from one family to

another and underutilization costs. Pajoutan et al. (2014)

proposed a new nonlinear mathematical model for the

scheduling problem in a CMS, considering the time for

material handling and alternative processing routes. Suer

et al. (2014) assumed that the operation of jobs could be

distributed among the cells and that each job in a family

had an individual due date. To solve the problem, they used

three methods including a mathematical model using the

Lingo software, a heuristic algorithm, and a GA, to solve

this problem. Ibrahem et al. (2014) solved a scheduling

cellular flow shop problem with family sequence-depen-

dent setup time to minimize the total flow time using twoTa
bl
e
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meta-heuristic algorithms GA and particle swarm opti-

mization (PSO). Tang et al. (2014) to minimize the total

penalty cost of tardiness, solved an integer programming

model for the simultaneous problems of CF and scheduling

using the Lagrangian relaxation decomposition method.

Halat and Bashirzadeh (2015) presented an integer pro-

gramming model and considered such factors as excep-

tional elements, intercellular movements, intercellular

transportation time, and sequence-dependent family setup

times with the objective to minimize the makespan. They

proposed a heuristic method based on the GA algorithm to

solve the problem in real size. In their research, Rafiei et al.

(2016) presented a mixed-integer nonlinear programming

model to simultaneously address the problems of CF and

job scheduling. To solve their model, they used a novel

hybrid GA and SA. Feng et al. (2018) worked out a mixed-

integer programming model to address alternative machine

allocation, machine sharing, intercellular movement, and

flexible routes simultaneously in a DCMS. Their objective

is to minimize the maximum completion time and the total

workload at the same time. To solve the model, they pro-

posed a three-layer chromosome genetic algorithm. Jawa-

har and Subhaa (2017) presented a linear and a nonlinear

model of designing a CMS with operational and structural

decision variables. Furthermore, they developed a GA

based on self-regulating adaptive operators to solve the

proposed model. They used an adjustable grouping genetic

algorithm (AGGA) to solve their model. Ebrahimi et al.

(2016) presented a model in which the problems of layout

and scheduling are dealt with simultaneously in a CMS.

The model includes several features of CMS models,

including a due date, material handling time, operation

sequence, processing time, unequal-area facilities (with

different dimensions), and parts scheduling. They devel-

oped a GA to solve the model in large sizes. Alimian et al.

(2020) combined CF, GS, production planning, and pre-

ventive maintenance by presenting a mathematical model

for a DCMS. For the implementation of preventive main-

tenance operations, the periods are divided into M subpe-

riods. Saddikuti and Pesaru (2019) formulated an NSGA

algorithm to minimize flow time, makespan, idle time, and

energy consumption in the cellular manufacturing envi-

ronment. In the scheduling model proposed by Subhaa

et al. (2019), the objective is to minimize machine utility

costs and intercellular material handling. To reduce the

machine utility costs, the completion time is considered as

the time of using the machines. They used a hybrid SA and

a GA to solve the model in large sizes. Wang et al. (2019b)

proposed an integer linear programming mathematical

model to simultaneously deal with the problems of CF and

scheduling. In this model, multi-skilled workers are

assigned to machines, and it is possible to move among the

machines. In his study, Zandieh (2019) addressed the

problem of scheduling in a VCMS to reduce the weighted

sum of the makespan and the total distance traveled by

jobs.

Most of the existing studies on scheduling problems in

CMSs have been done recently. Moreover, many mathe-

matical models have been introduced for these problems so

far. As a part of its objectives, the model presented in this

paper, too, solves a scheduling problem in a CMS. It deals

with alternative processing routes, connected periods, the

possibility of receiving an order at any time and machine

relocation time. Furthermore, CF is done at the same time

as scheduling. Table 2 compares the articles in the litera-

ture with the model presented in this article.

3 Mathematical modeling

This section of the paper provides an analysis of the bi-

objective nonlinear integer programming mathematical

model by explaining the objective functions and con-

straints. Then, the model is linearized.

3.1 Model description

The issues of CF, GS, order acceptance, pricing, and

delivery time determination are decided on simultaneously

in the problem studied in this paper. The problem is con-

cerned with a CMS which involves some cells, machines,

and parts. Each part requires several operations, and there

are alternative processing routes to perform the operations.

The time of the operations on the machines is determinis-

tic. Moreover, each machine has a certain time capacity.

The problem is solved periodically as to separate the orders

better. The orders that arrive at the factory in a period are

classified in the next period after a certain time. The

periods are connected, and it is possible to receive the order

at any time. Some of the orders are new, and the model

must decide whether to accept or reject them based on the

capacity and schedule of the existing orders. The delivery

time and the price of the existing orders are specified, and

those of new orders are determined by the model. Idle

machines can be moved during any period, and the time

and the cost of relocation are taken into consideration. The

proposed nonlinear model has two objectives including

profit maximization (considering earliness and tardiness

penalty, machine relocation costs, intracellular and inter-

cellular material handling costs, and operating costs) and

maximizing the number of orders accepted.

Assumptions:

• Machine processing times are known and deterministic.

• Only one operation of any part can be processed on the

machine at a time.

Developing a bi-objective schedule for an online cellular… 811

123



• Each operation of each part is performed only on one

machine.

• There is no possibility of interruption in operations.

• Machine breakdowns are not taken into consideration.

• The upper and the lower bounds of the cells are fixed.

• The arrival time of the orders is known.

• Setup time is not taken into consideration.

Sets

k ¼ 1; 2; . . .;Kf g Set of operations

p ¼ 1; 2; . . .;Pold

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{

Oldparts

; :::;P
zffl}|ffl{

Newparts
8

<

:

9

=

;

Set of parts, including the

existing and new parts

h ¼ 1; 2; . . .;Hf g Set of periods

s ¼ 1; 2; . . .; Sf g Set of scenarios for a new

part or a new order

m ¼ 1; 2; . . .;Mf g Set of machines

c ¼ 1; 2; . . .;Cf g Set of cells

j ¼ 1; 2; . . .; Jf g Set of time units

Parameters

LB Lower cell size limit

UB Upper cell size limit

TMm The capacity of machine type m

cp Inter-cell material handling cost for part

type p

kp Intra-cell material handling cost for part

type p

hm Machine relocation cost for machine type m

qm The processing cost of machine type m per

unit time

Prphs The selling price of part p of period h under

scenario s

IAp Intra-cell material handling time for part

type p

IEp Inter-cell material handling time for part

type p

RTm Machine relocation time for machine type m

Table 2 Comparison of the model in this study and those reported in the literature

Mathematical

model

Multi-

period

CF Alternative

routing

Material

handling

time

Meta-

heuristic

Relocation

time

Objective

Single Multiple

Wu et al. (2007), Tavakkoli-Moghaddam

et al. (2008), Tavakkoli-Moghaddam

et al. (2010), Zandieh (2019)

H H H H

Kesen et al. (2010), Mak et al. (2007),

Solimanpur and Elmi (2011),

Taghavifard (2012), Solimanpur and

Elmi (2013), Süer et al. 2014)

H H H

Aksoy and Ozturk (2010) H H H H

Gholipour-Kanani et al. (2011), Arkat

et al. (2012b), Halat and Bashirzadeh

(2015), Rafiei et al. (2016)

H H H H H

Aryanezhad et al. (2011), Ebrahimi et al.

(2016)

H H H H H H

Taghavi-farda et al. (2011) H H H

Karthikeyan et al. (2012), Ibrahem et al.

(2014)

H H

Arkat et al. (2012a) H H H H H

Eguia et al. (2013), Subhaa et al. (2019),

Wang et al. (2019b)

H H H H

Pajoutan et al. (2014) H H H H H

Tang et al. (2014) H H H H

Feng et al. (2018), Jawahar and Subhaa

(2017)

H H H H H

Alimian et al. (2020) H H H H

Saddikuti and Pesaru (2019) H H

This model H H H H H H H H
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ekpm Processing time of operation k of part p on

machine m

Pwp Percentage of the importance of new part

p for production

dph 1 if there is a demand for part p in period

h. Otherwise, 0

duphs Due date of part p in period h under scenario

s

Aph Arrival time of order p

aph The unitary tardiness penalty of part p in

period h

bph The unitary earliness penalty of part p in

period h

qkpm ¼
1

0

8

<

:

If operation k of part p needs machine type

m Otherwise,

MM An arbitrary big positive number

Decision variables

Xkphmj 1 if operation k of part p in period h is being

processed on machine m, at time j. Otherwise, 0

Zkphmc 1 if operation k of part p in period h is processed

on machine m and in cell c. Otherwise, 0

Wmcj 1 if machine m belongs to cell c at time

j. Otherwise, 0

Acphs 1 if part p in period h is accepted under scenario

s. Otherwise, 0

STkphm The start time of operation k of part type p in

period h on machine m.

COkphm Completion time of operation k of part type p in

period h on machine m.

Tph Tardiness of part p in period h.

Eph Earliness of part p in period h.

Cph Completion time of part p in period h.

Mathematical model

Max Z1 ¼
X
P

p¼1

X
H

h¼1

X
S

s¼1

PrphsAcphs ð1:1Þ

�
X
P

p¼1

X
H

h¼1

aphTph þ bphEph

� �

ð1:2Þ

� 1

2
:
X
C

c¼1

X
J�1

j¼1

X
M

m¼1

hm: Wmcj �Wmc;jþ1

�

�

�

� ð1:3Þ

�
X
K

k¼1

X
P

p¼1

X
H

h¼1

X
M

m¼1

X
M

m0¼1

X
C

c¼1

X
C

c0 6¼c

cp:Zkphmc:Zkþ1; phm0c0 ð1:4Þ

�
X
K

k¼1

X
P

p¼1

X
H

h¼1

X
M

m¼1

X
M

m
0 6¼m

X
C

c¼1

kp:Zkphmc:Zkþ1;phm
0
c ð1:5Þ

�
X
M

m¼1

X
K

k¼1

X
H

h¼1

X
P

P¼1

X
J

j¼1

qm:Xkphmj ð1:6Þ

The first objective function maximizes the profit from

production. In component (1.1), the revenue from the sale

is calculated, and in the next expressions, the estimated

costs are deducted from the revenue. These costs include

the following five components:

Equation (1.2) calculates the sum of tardiness and ear-

liness cost for all the parts in all the periods. The tardiness

penalty, in addition to the penalties in the contract, includes

the cost of losing credibility, and the earliness penalty

includes warehousing costs. Equation (1.3) calculates the

machine’s relocation cost. Equations (1.4) and (1.5) cal-

culate the intercellular and intracellular material handling

costs, respectively. Equation (1.6) calculates the operating

cost of all the machines.

Max Z2 ¼
X
P

p¼1

X
H

h¼1

X
S

s¼1

PwpAcphs ð1:7Þ

The second objective function is to maximize the

number of the new parts produced based on their priority,

as shown in Eq. (1.7). This factor includes the importance

of the customers that order those parts, the importance of

the parts in the growth rate of the factory market share, and

other market-based factors. These are dealt with by the

marketing department through weighting.

Subject to:

X
M

m¼1

X
C

c¼1

qkpm:Zkphmc ¼ dph:
X
S

s¼1

Acphs 8k; p; h; ð2Þ

X
S

s¼1

Acphs ¼ 1 8p 2 O; h; ð3Þ

Xkphmj �
X
C

c¼1

Zkphmc 8k; p; h;m; j; ð4Þ

Zkphmc �
X
J

j¼1

Xkphmj:Wmcj 8k; p; h;m; c; ð5Þ

Equation (2) states that each operation of each part can

only be performed on one of the machines capable of

performing that operation and in only one of the cells. Of

course, if there is a demand for that part. For new parts, the

condition of accepting that part under only one of the

scenarios is also considered. Equation (3) shows which

parts must be produced, and the model will not decide

whether to accept or reject them. In this model, some parts
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of the orders have already been accepted, and the others are

the new orders that have to be decided. Constraint (4) states

that, if the operation k of part P in period h at time point j is

on machine m, it must be located in one of the cells.

Constraint (5) states that, if the operation k of part P is

performed in period h in cell c on machine m, that machine

must also be present in the cell at the time of processing the

corresponding operation of that part.

X
J

j¼1

Xkphmj ¼ ekpm:dph:
X
C

c¼1

Zkphmc 8k; p; h;m; ð6Þ

X
K

k¼1

X
H

h¼1

X
P

P¼1

Xkphmj � 1 8m; j; ð7Þ

X1phmj ¼ 0 8p; h;m; c; j�Aph; ð8Þ

X
K

k¼1

X
H

h¼1

X
P

P¼1

X
J

j¼1

Xkphmj � TMm 8m; ð9Þ

Equation (6) ensures that the sum of the time positions

in which the operation k of part p in period h is processed

on machine m is equal to the operation time of that part on

that machine. Constraint (7) indicates that, on any machine

at any time, only one operation of one part can be pro-

cessed. Constraint (8) holds that the start time of the first

operation of each part must be after the arrival of the order

at the factory. Constraint (9) ensures that the total pro-

duction time on a machine is less than the capacity of that

machine.

X
C

c¼1

Wmcj � 1 8m; j; ð10Þ

MM 1�Wmcj0
� �

�
X

j0þRTm

j¼j0
Wmc0j 8m; c; c0 6¼ c; j0; ð11Þ

Xkphmj �
X
C

c¼1

Wmcj 8k; p; h;m; j; ð12Þ

Constraint (10) states that each machine can belong to

only one cell at each point of time. Constraint (11) states

that it does not belong to any cell during the time the

machine is moving from one cell to another. Constraint

(12) states that the operation k of part p in period h can be

on machine m at time position j only if machine m is

present in one of the cells at that point of time.

X
M

m¼1

Wmcj �UB 8c; j; ð13Þ

X
M

m¼1

Wmcj � LB 8c; j; ð14Þ

Constraints (13) and (14) show the upper and the lower

bounds of each cell, respectively.

COkphm ¼ max
j
ðXkphmj:jÞ 8k; p; h;m; ð15Þ

STkphm ¼ min
j

jþMM 1� Xkphmj

� �� �

8k; p; h;m; ð16Þ

COkphm � STkphm ¼ ekpm � 1
� �

:
X
C

c¼1

Zkphmc

 !

:dph

8k; p; h;m;
ð17Þ

COkphm �MM:
X
C

c¼1

Zkphmc 8k; p; h;m; ð18Þ

STkphm �MM:
X
C

c¼1

Zkphmc 8k; p; h;m; ð19Þ

Equation (15) calculates the completion time of the

operation k of part p in period h on machine m. Equa-

tion (16) calculates the start time of the operation k of part

p in period h on machine m. Equation (17) ensures that one

operation remains on a machine from the beginning to the

end of the operation. This means that there is no possibility

of interruption during an operation. According to con-

straints (18) and (19), variables COkphm and Skphm can take

a value greater than zero if the operation k of part P is

performed in period h on machine m in one of the cells.

Otherwise, their value will be zero.

STkphm �COk�1;phm0 þMM:
X
C

c¼16¼c0

Zkphmc

 !

� 1

" #

þ IEp:Zkphmc:Zk�1;phm0c0

8k; p; h;m;m0; c; c0 6¼ c;

ð20Þ

STkphm �COk�1;phm0 þMM:
X
C

c¼1

Zkphmc

 !

� 1

" #

þ IAp:Zkphmc:Zkþ1;phm0c

8k; p; h;m;m0 6¼ m; c;

ð21Þ

STkphm �COk�1;phm þMM:
X
C

c¼1

Zkphmc

 !

� 1

" #

þ 1

8k; p; h;m
ð22Þ

According to constraint (20), if a part is moved between

two cells, the start time for the operation of that part on a

machine in one cell must be greater than the sum of the

completion time of the previous operation of that part in

another cell and the intercellular movement time. Con-

straint (21) holds that, if a part is moved within a cell, the

814 M. Kazemi et al.

123



start time for the operation of that part on the machine must

be greater than the sum of the completion time of the

previous operation of that part on another machine and the

intracellular movement time. As constraint (22) postulates,

if two consecutive operations of a part are performed on

one machine, the start time of the next operation must be

longer than the completion time of the previous operation

of that part.

Cph ¼
X
M

m¼1

COKphm 8p; h; ð23Þ

Tph �Cph �
X
S

s¼1

Acphs:duphs 8p; h; ð24Þ

Eph �
X
S

s¼1

Acphs:duphs � Cph 8p; h; ð25Þ

Xkphmj;Wmcj; Zkphmc;Acphs 2 0; 1f g 8k; p; h;m; c; j; s;
ð26Þ

Tph;Eph;Cph; STkphm;COkphm � 0 8k; p; h;m; ð27Þ

Constraint (23) calculates the completion time of part

p in period h. Constraints (24) and (25) calculate the tar-

diness and earliness of each part in each period, respec-

tively, according to the scenario in which the part is

accepted. Constraints (26) and (27) indicate the types of

decision variables.

3.2 Linearization of the proposed model

The equations which are nonlinear in the proposed model

are linearized. To linearize Eq. (1.4), the absolute term

Wmcj �Wmc;jþ1

�

�

�

� is substituted with the sum of the auxil-

iary variables WPmcj þWMmcj, and the following con-

straint is added to the constraint set:

Wmcj �Wmc;jþ1 ¼ WPmcj �WMmcj 8m; c; j; ð28Þ

To linearize Eq. (1.5) and constraint (20), the transfor-

mation Zkphmc:Zkþ1; phm0c0 = Ykphmm0cc0 is done, and the fol-

lowing constraint is added to the main model:

Ykphmm0cc0 � Zkphmc þ Zkþ1;phm0c0 � 1:5
8k; p; h;m;m0; c 6¼ c0;

ð29Þ

To linearize Eq. (1.6) and constraint (21), the transfor-

mation Zkphmc:Zkþ1; phm0c0 = Ykphmm0c0 is done, and the fol-

lowing constraint is added to the main model:

Y1kphmm0c � Zkphmc þ Zkþ1;phm0c � 1:5 8k; p; h;m 6¼ m0; c;

ð30Þ

Nonlinear constraint (5) can be linearized by the trans-

formation Xkphmj:Wmcj ¼ X1kphmcj, and the following sets of

constraints must be added to the main model:

X1kphmcj �Xkphmj 8k; p; h;m; c; j; ð5:1Þ

X1kphmcj �Wmcj 8k; p; h;m; c; j; ð5:2Þ

X1kphmcj �Xkphmj þWmcj � 1:5 8k; p; h;m; c; j; ð5:3Þ

The auxiliary variable Fkphmj is used to linearize con-

straint (15), and the following set of constraints is added to

the model:

Fkphmj � jþMM 1� Xkphmj

� �

8k; p; h;m; j; ð15:1Þ

Fkphmj � j�MM 1� Xkphmj

� �

8k; p; h;m; j; ð15:2Þ

Fkphmj �MM:Xkphmj 8k; p; h;m; j; ð15:3Þ

Cokphm �Fkphmj 8k; p; h;m; j; ð15:4Þ

The auxiliary variables Ukphmj and Bkphmj are used to

linearize constraint (16), and the following set of con-

straints is added to the model:

STkphm ¼ J �
X
J

j

Bkphmj þ 1� J þ 1ð Þ: 1� Zkphm
� �

8k; p; h;m;
ð16:1Þ

Bkphm1 ¼ Xkphm1 8k; p; h;m; ð16:2Þ

Bkphmj ¼ Bkphm;j�1 þ 1� Bkphm;j�1

� �

:Xkphmj 8k; p; h;m; j;
ð16:3Þ

Equation (16.3) is linearized with the substitution of

Bkphm;j�1:Xkphmj ¼ Ukphmj, and the following set of con-

straints is added to the model:

Ukphmj �Bkphm;j�1 þMM 1� Xkphmj

� �

8k; p; h;m; j;
ð16:4Þ

Ukphmj �Bkphm;j�1 �MM 1� Xkphmj

� �

8k; p; h;m; j;
ð16:5Þ

Ukphmj �MM:Xkphmj 8k; p; h;m; j; ð16:6Þ

4 NSGA-II algorithm

Since the problems of scheduling and DCMS fall in the

category of NP-hard problems, it is necessary to use meta-

heuristic methods (Solimanpur and Elmi 2013; Dehnavi-

Arani et al. 2020; Shafiee-Gol et al. 2021).There are two

categories of methods for solving multi-objective prob-

lems. By the first, an integrated objective function is cre-

ated from the weighted sum of the objective functions, and

only one optimal solution is obtained for the problem. In

the second category, a set of solutions called Pareto solu-

tions is obtained. All the studied multi-objective models

dealing with the problem of scheduling in cellular
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production systems have been solved with GA family.

Therefore, in this paper, an NSGA-II is designed to solve

the problem and find Pareto solutions. To evaluate the

efficiency and accuracy of the designed algorithm, its

solutions are compared with those obtained from the aug-

mented epsilon constraint method, in which the GAMS

software is used for problem solving.

4.1 Chromosome structure and initial
population

Designing a suitable structure for the initial population is

one of the most critical tasks when using meta-heuristic

algorithms. In this study, a non-repetitive random structure

is used to generate the initial population. Since it is hard to

guarantee the validity of the answers using random num-

bers without making corrections, a correction model is used

based on the constraints of the mathematical model. In

general, the structure to display answers is in the form of

the matrix M � Jð Þ, in which each cell is assigned an

integer number in the range 0; P� K � H � C � Sj j½ �. In
this matrix, the numbers in each column must be non-

repetitive and subject to permutation. The structure of this

answer is given in Figs. 1, 2.

It should be noted that P� K � H � C � Sj j means all

the possible states are based on complete counting which

occurs in a preprocessing procedure. In this procedure, of

course, machines that are not capable of performing an

operation will be removed from the set. In fact, at this stage

of preprocessing, constraint (2) is guaranteed. It is also

important to note that there can only be one scenario in

each response matrix, for each constant P and different K.

To guarantee this condition, in the preprocessing section,

all the members with the same P and a different S are

placed in one set. It is clear that only one member of each

set in each matrix can be located in the matrix cells. In

other words, the members of any set with a constant P and

a different S are equivalent, and the first member of that set

can be placed in the response matrix. Since J indicates the

processing time, the first column of the response matrix is

considered as a criterion for performing calculations rela-

ted to the response correction section. For this purpose,

according to the time required to perform the operation in

each part, the number in each matrix cell is repeated in the

subsequent cells. For example, if the processing time of the

first operation in the first part on the first machine is 3, the

matrix is modified as in Fig. 3.

Therefore, the calculations are continued starting from

cell number 4. During this process, the operations for each

part must be correctly sequenced. For this purpose, in each

response matrix cell, it is checked whether or not the

constraint is met. If it is not met, a number larger than that

in the last cell will be replaced, provided it is non-repetitive

in the corresponding column. If the existing answer is still

infeasible, zero is placed in that cell, and the number in the

next cell is checked. Considering the ascending order of the

members in the collection P� K � H � C � Sj j, the

response with a larger number guarantees the next opera-

tion of a part. Another constraint that needs to be consid-

ered is the movement of parts and machines. For this

purpose, the largest value between the movement time of

the machine and the part is taken as the start time of the

next operation in the response matrix. The completion time

of an operation on a machine maybe 10, but the start time

of the next operation is 14. This number results from cal-

culations to determine the largest value between the

movement time of the machine and the part. Thus, at the

interval of 10 to 14, a value of zero can be assigned to the

cells, indicating that the machine is idle. Using this pro-

cedure, it can be ensured that the generated responses are

justified, and thus, the steps to improve the responses are

possible.

4.2 Crossover structure

In this study, a two-point crossover operator is used in

which two different responses are selected as parents and

then cut from two random points in the columns of the

matrix. The cut sections of the matrix are joined together to

produce two new offspring instances. Figure 4 shows this

structure.

The offspring instances produced by the crossover

operator must be re-examined and corrected. If they are

feasible and have high fitness, they can be used in the next

generation.

4.3 Mutation structure

The application of the mutation operator is based on a

displacement structure with two columns of the response

matrix selected and moved together. Figure 5 shows this

structure.

MTO Environment 
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New order

In each time can
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Order acceptance Cell formation

Prioritize

Pricing
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ination

Scheduling

Scheduling

C
onnected period

M
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e

A
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Fig. 1 Features of the proposed model
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4.4 Parameter setting of the proposed algorithm

The NSGA-II algorithm has four key parameters including

the size of population, the number of iterations, mutation

rate and crossover rate. To improve the performance of

algorithms in solving different numerical examples, it is

necessary to determine the optimal levels of these param-

eters. This research makes use of the experimental design

method based on the response surface method (RSM).

Since the research problem has two objective functions, a

single answer cannot directly quantify the response

variable. Therefore, the response variable (Ri as in Eq. 30)

is a combination of five criteria to compare multi-objective

algorithms. The criteria include the number of Pareto

solutions (NPSs), medium ideal distance (MID), spacing,

diversity and CPU time. However, these criteria are not

equally important to the decision-maker. Table 3 shows the

weight of each criterion.

Ri ¼
w1RPD1 þ w2RPD2 þ � � � þ wnRPDn

w1 þ w2 þ � � � þ wn
ð31Þ

Fig. 2 Structure of the answer

Fig. 3 Structure of the answer

after modification

Fig. 4 Crossover operator
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As Eq. (31) suggests, to calculate the response variable

Ri, the relative percentage deviation (RPD) is used for each

problem.

RPD ¼ Algsol �Minsol
Minsol

� 100 ð32Þ

The range of each parameter in the proposed algorithm

is presented in Table 4.

The experiments are performed by the RSM method

using the Design Expert 12 software. The optimal levels of

the parameters in the proposed algorithm are presented in

Table 5.

5 Computational results

In this section, firstly the validity of the model is examined

by solving a numerical example in small dimension. In the

following, through the analysis of the model sensitivity, the

effects of key parameters on the problem, and some

important features of the model are addressed. At the end

of each part of the sensitivity analysis, insights are pro-

vided for managers to use in practical decisions. Finally,

the performance of the proposed algorithm is examined by

solving different numerical examples. It is noteworthy that

the examples provided using CPLEX solver of GAMS

software have been solved with an exact method and

NSGA-II algorithm is implemented in MATLAB software

environment. The examples have been solved on a personal

computer with Intel� Core TM i7-4850HQ 2.30 GHz CPU

and 16.0 GB RAM.

5.1 Illustrative numerical example

To validate the model, a numerical example with a set of

random-generated data is solved using the GAMS software

in 761 s. The proposed model has two objectives, but only

Fig. 5 Mutation operator

Table 3 Weight of each criterion

Criteria NPS MID Spacing Diversity CPU time

Weight 2 2 2 2 1

Table 4 Low, medium, and

high levels of the proposed

algorithm parameters

Low level (-1) Average level (0) High level (1)

Number of iterations 100 150 200

Population size (9 chromosome length) 1.5 2.5 3.5

Mutation rate 0.5 0.7 0.9

Crossover rate 0.1 0.25 0.4

Table 5 Optimal levels of the

parameters
Number of iterations Population size (9 chromosome length) Mutation rate Crossover rate

122 2.3 0.7 0.2

147 2.7 0.7 0.2

161 3.1 0.7 0.3
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the first objective, which is more important, is taken into

account to explore the features of the model and perform

the sensitivity analysis. The number of the variables and

the constraints of this problem is 49123 and 118,323,

respectively. This example makes use of 11 parts (includ-

ing six new parts and five existing parts), two operations,

six machines, two cells, two periods, and 28 time positions.

For some new orders, three scenarios are also used. The

cost and the time of handling the intracellular and inter-

cellular materials are given in Table 6, and Table 7 presents

the data about the machines.

Table 8 shows the processing time data. The second

operation of part 5 can be performed on machines 4 and 5

with times 7 and 4, respectively. Table 9 provides the data

on the orders. The results are presented in Table 10 and

Fig. 6.

The new orders that have been accepted and their

accepted scenario are shown in Tables 11, 12. For example,

in period one, the decision is made to produce part 6, and

this part is accepted for production under the second sce-

nario out of three available ones. During this period, part

10 is not produced. In the case of part 8, it is assumed that

there is no possibility of negotiation for the price and

delivery time. So, there is no scenario for the production of

this part. Figure 6 shows which cell each machine belongs

to at any point in time. It also shows the scheduling of the

parts on the machines. In this example, an intercellular shift

occurs for part 2 in period 2 from cell 1 to cell 2. Also,

machine 5 is used in cell 2 until time 6, and then, it is used

by spending two units of time in time 9 in cell 1. The

tardiness and earliness times of each part can also be seen

in the figure. For example, part 9 in period 1 has one unit of

tardiness time, and part 4 in period 2 has two units of

earliness time (Tables 13, 14, 15, 16, 17, 18, 19).

5.2 Sensitivity analysis and managerial insights

5.2.1 Scheduling new orders assuming that the existing
schedule is fixed

Example 2 Assume that, like most order acceptance

structures mentioned in the literature, new order scheduling

must be performed without changing the existing order

schedule. To do this, the problem must first be scheduled

without the new orders considered. Then, the values

obtained are considered constant, and the problem of

scheduling and accepting the new orders is solved. In this

case, the values of the objective function will be as follows:

Table 6 Data on the relocation times and costs of the parts

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11

IEp 3 3 4 4 4 3 3 4 4 4 4

IAp 2 2 2 2 2 2 2 2 2 3 2

cp 27 30 31 27 31 24 36 33 35 45 50

kp 9 11 14 12 11 14 15 12 14 25 28

Table 7 Machine data

M1 M2 M3 M4 M5 M6

TMm 24 25 24 23 26 22

RTm 4 4 5 4 2 3

hm 60 45 75 80 20 35

qm 12 10 12 10 8 7

Table 8 Processing time data
Time k1 k2

M1 M2 M3 M4 M5 M6 M1 M2 M3 M4 M5 M6

P1 3 4

P2 9 3 4

P3 4 10 3

P4 3 8 4 3

P5 6 7 4

P6 3 6 4

P7 4 5 4

P8 7 3 3 3

P9 8 3 4

P10 4 4

P11 4 4
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The results suggest the following point:

• In this case, not only the factory’s profit but also the

number of the accepted new orders is decreased.

Therefore, the integrated scheduling of the existing

parts with the new orders increases the factory’s profit.

5.2.2 Accepting all the orders

Example 3 The problem is examined in case the factory

has to accept all the new orders.

The results suggest the following points:

• There is enough capacity to produce all the parts, but

the model does not consider it economical to produce

some.

• In most articles on order acceptance in the MTO

environment, if a part is valuable in terms of the

marketing and the factory capacity is sufficient, it is

scheduled in the factory. Therefore, it seems that the

integration of these decisions can be beneficial for the

factory.

• An order may have a reasonable price and there may be

sufficient capacity to produce it, but scheduling it with

other orders increases production costs and delivery

time.

5.2.3 Impossibility of negotiating

When a new order is offered to the company’s marketing

department, it may be negotiable or non-negotiable. Non-

negotiable orders have a fixed price and delivery time.

However, for negotiable orders, there is a possibility of

bargaining and offering lower prices. It may also be pos-

sible to get more time from the customer for delivery, thus

allowing more orders to be accepted. In this model,

Table 9 Data of the orders
dph Aph duph Prph aph bph

h1 h2 h1 h2 h1 h2 h1 h2 h1 h2 h1 h2

P1 1 1 1 10 9 21 150 150 20 50 5 5

P2 1 1 1 10 8 s1 ¼ 20

s2 ¼ 21

s3 ¼ 22

180 s1 ¼ 180

s2 ¼ 170

s3 ¼ 160

30 70 5 5

P3 1 0 1 – 8 – 160 – 35 – 7 –

P4 1 1 1 12 9 21 150 160 20 35 5 6

P5 0 1 – 10 – 23 – 150 – 40 – 15

P6 1 0 3 – s1 ¼ 10

s2 ¼ 12

s3 ¼ 13

– s1 ¼ 220

s2 ¼ 200

s3 ¼ 180

– 40 – 20 –

P7 0 1 – 9 – s1 ¼ 21

s2 ¼ 23

s3 ¼ 24

– s1 ¼ 240

s2 ¼ 220

s3 ¼ 210

– 45 – 20

P8 1 1 3 15 10 21 210 200 40 40 5 10

P9 1 1 2 15 s1 ¼ 9

s2 ¼ 10

s3 ¼ 11

s1 ¼ 23

s2 ¼ 24

s3 ¼ 25

s1 ¼ 220

s2 ¼ 200

s3 ¼ 190

s1 ¼ 250

s2 ¼ 210

s3 ¼ 180

50 50 6 6

P10 1 1 1 10 10 21 120 120 80 80 30 30

P11 1 0 1 – 12 – 130 – 90 – 35 –

Table 10 Cost components and the optimal solution for example 1

First

objective

Income Earliness

penalty

Tardiness

penalty

Machine

relocation

Intercellular

movement

Intracellular

movement

Operation

cost

1049 2370 12 210 20 30 147 902
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negotiation for the price and delivery time of the order is

possible by defining different scenarios.

This section of the study examines the model without

the possibility of negotiating to show the effect of this

feature better. For this purpose, the problem is solved in

three different cases, assuming that one of the scenarios is

fixed for all the negotiable orders. The first case is a higher

price and earlier delivery time, the third case is later

delivery time and a lower price, and the second case is the

average of the other two.

Example 4.1 Considering the higher price and earlier

delivery time for all the new orders (first case).

Example 4.2 Considering the average price and delivery

time for all the new orders (second case).

C2

M1 p11 p21 p61 p12 p22

M2 p11 p12

M5 p21 p61

C1

M5 p81 p22 p72 p52

M3 p41 p81 p42 p52

M4 p31 p91 p41 p92

M6 p31 p91 p72 p42 p92

Time 
slice

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28

Guidance: Tardiness Earliness The machine is not in this cell     

Pij: i is the part number, and j is the period number. New part or order Old part Machine Relocation Time

Fig. 6 Scheduling of the parts for example 1

Table 11 Accepted scenario for

the new orders in example 1
P2,h2 P6,h1 P7,h2 P8,h1 P8,h2 P9,h1 P9,h2 P10,h1 P10,h2 P11,h1

Example 1 S1 S2 S1 S 9 S3 S1 9 9 9

Guidance: 9: this part not produced

si: i is the number of accepted scenario s: there is no possibility of negotiating

Table 12 Cost components and the optimal solution for example 2

First

objective

Income Earliness

penalty

Tardiness

penalty

Machine

relocation

Inter-Cell

movement

Intra-Cell

movement

Operation

cost

Example 2 804 1910 40 125 20 30 119 772

Comparison with

E. 1

No change No change

Table 13 Accepted scenario for

the new orders in example 2
P2,h2 P6,h1 P7,h2 P8,h1 P8,h2 P9,h1 P9,h2 P10,h1 P10,h2 P11,h1

Example 2 S1 9 S1 S 9 9 S3 9 9 9
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Example 4.3 Considering the lower price and later deliv-

ery time for all the new orders (third case).

The results suggest the following points:

• A comparison of the above three cases shows that, if

managers can increase the delivery time when negoti-

ating with customers, they can produce more products.

In other words, they can increase their market share.

Table 14 Cost components and the optimal solution for example 3

First

objective

Income Earliness

penalty

Tardiness

penalty

Machine

relocation

Inter-cell

movement

Intra-cell

movement

Operation

cost

Example 3 386 2900 46 870 40 158 178 1222

Comparison with

E. 1

Table 15 Accepted scenario for

the new orders in example 3
P2,h2 P6,h1 P7,h2 P8,h1 P8,h2 P9,h1 P9,h2 P10,h1 P10,h2 P11,h1

Example 3 S1 S2 S1 S S S3 S2 S S S

Table 16 Cost components and the optimal solutions for examples 4.1, 4.2 and 4.3

First

objective

Income Earliness

penalty

Tardiness

penalty

Machine

relocation

Inter-cell

movement

Intra-cell

movement

Operation

cost

Example 4.1 962 2200 0 180 0 90 105 863

Comparison with

E. 1

Example 4.2 925 2110 46 100 0 90 105 844

Comparison with

E. 1

Example 4.3 883 2360 40 210 0 90 147 990

Comparison with

E. 1

No change No change

Table 17 Accepted new orders

in examples 4.1, 4.2 and 4.3
P2,h2 P6,h1 P7,h2 P8,h1 P8,h2 P9,h1 P9,h2 P10,h1 P10,h2 P11,h1

Example 4.1 S1 S1 S1 S1 9 9 S1 9 9 9

Example 4.2 S2 S2 S2 S2 9 9 S2 9 9 9

Example 4.3 S3 S3 S3 S3 9 S3 S3 9 9 S3

Table 18 Cost components and the optimal solutions for examples 5.1 and 5.2

First

objective

Income Earliness

penalty

Tardiness

penalty

Machine

relocation

Inter-cell

movement

Intra-cell

movement

Operation

cost

Example 5.1 1002 2570 5 330 40 54 146 933

Comparison with

E. 1

Example 5.2 972 2370 0 280 20 30 147 921

Comparison with

E. 1

No

Change

No Change No Change No Change
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• A comparison of the above three cases with the original

example shows that negotiation can be effective in

increasing the profit and market share.

5.2.4 Offering new orders during production
and not at the beginning

One of the special features of this model is the ability to

check the rejection or acceptance of a new order at any

point of time, which is shown in the following examples.

Example 5.1 Parts 2 and 7 of the second period are offered

to the production department at the time t = 7.

It is assumed that the new schedule can be applied from

the time t = 8. So, the model is first solved by the

assumption that there are no new orders 2 and 7. Assuming

the absence of orders 2 and 7, it may be decided to produce

some new orders. In this case, considering that an agree-

ment has been reached with the customer, at the time of

reviewing orders 2 and 7, these orders must be produced.

Moreover, as assumed, it is only possible to change the

scenario for them. For example, in the original problem

where the acceptance or rejection of the new orders is

decided at the beginning of planning, part 8 is not accepted

in the second period, but here it is accepted and must be

produced.

Example 5.2 Parts 8 and 9 of the second period are offered

to the production department at the time t = 10.

It is assumed that the new schedule can be applied from

the time t = 11. So, the model is first solved by the

assumption that there are no new orders 8 and 9. Assuming

the absence of orders 8 and 9, it may be decided to produce

some new orders. In this case, considering that an agree-

ment has been reached with the customer, at the time of

reviewing orders 8 and 9, these orders must be produced.

Furthermore, as assumed, it is not possible to change the

scenario for them. In this example, despite the fact that the

accepted orders and the accepted scenarios are the same as

in example 1, the profit has decreased. This is because, in

example 1, all the orders are scheduled together, while the

scheduling has been done here since t = 11.

The results suggest the following points:

• The feature mentioned in this section helps decision

makers to decide whether to reject or accept an order at

any time but not necessarily at the beginning of the

planning horizon. They can also optimize the machine

layout, scheduling and sequencing if a new order is

accepted.

• The shorter the time interval between the start of the

production program and the arrival time of the new

order, the more chances decision makers will have to

accept the order.

5.3 Evaluation of the proposed NSGA-II
algorithm efficiency

In this section, two different types of analysis are per-

formed in order to evaluate the efficiency of the algorithm.

First, the example presented in Sect. 5.1 (E4) is solved with

the proposed algorithm, and the results are compared with

those obtained from the augmented epsilon constraint

method. Second, a number of numerical examples are

generated with random input data, and the results of the

algorithm and the mathematical model are compared using

mean ideal distance (MID) provided by Karimi et al.

(2010).

According to the results presented in Table 20, the

Pareto frontiers obtained from the proposed algorithm

largely correspond to those obtained from the augmented

epsilon constraint method, while requiring much less CPU

time.

Moreover, as shown in Fig. 7, the Pareto members

obtained by CPLEX and NSGA-II are significantly close to

each other. In fact, NSGA-II can achieve reliable near-

optimal solutions.

To compare the proposed algorithm and the epsilon

constraint method in terms of the CPU time, ten other

examples (E1–E10) are solved, and the results are pre-

sented in Table 21. It is obvious that NSGA-II can provide

appropriate solutions in an acceptable time.

According to Fig. 8, the CPU time of CPLEX is

increased exponentially compared to that of NSGA-II with

a linear trend when the dimension of the instances

increases. Moreover, CPLEX can only solve instances E1

to E5, while NSGA-II is able to solve all the instances

within an acceptable time.

As mentioned before, the performance of heuristic/

meta-heuristic algorithms should be examined from dif-

ferent perspectives such as the distance from the ideal

optimal solution (Datta and Figueira 2012). This distance is

one of the most important criteria widely used to measure

the performance of algorithms. So far, various criteria have

Table 19 Accepted scenario for

the new orders in examples 5.1

and 5.2

P2,h2 P6,h1 P7,h2 P8,h1 P8,h2 P9,h1 P9,h2 P10,h1 P10,h2 P11,h1

Example 5.1 S1 S2 S1 S S S3 S1 9 9 9

Example 5.2 S1 S2 S1 S 9 S3 S1 9 9 9
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been presented to measure the distance of the Pareto front

produced by the algorithm with the global optimal front.

Among them, the Euclidean distance between the Pareto

front members from an ideal point is the mostly used one

(Li and Yao 2019). In this research, a mathematical

structure is used to calculate this distance called ‘the MID

criterion.’ It is to be noted that the other criteria presented

in the literature serve to calculate the distance between the

front of an algorithm and a global optimal front based on

this criterion. The Euclidean distance between the final

non-dominated solutions generated by the algorithm and

the optimal set of solutions generated by CPLEX is cal-

culated according to the following equation:

MID ¼

P Qj j
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pnobj
j¼1

f ji�f j
best

f jmax�f jmin

	 
2
s !

Qj j ð32Þ

where f ji represents the ith solution and the jth objective

function, f jbest is the ideal point of the jth objective func-

tion, and f jmax and f jmin are the maximum and the minimum

values of all the Pareto solutions for the jth objective

function, respectively. The number of points in the optimal

Pareto front is Qj j, and nobj is the number of the objective

functions. The figure below shows the conceptual view of

this index.

Table 22 presents the numerical results. To deepen the

analysis of the results, the probability of accepting a

solution in the next generation (bal) at the values of 0.2, 0.3

and 0.35% is taken into consideration. The sensitivity of

Table 20 Pareto solution for example E4

Solution number Epsilon constraint method NSGA-II algorithm

Z1 (profit) Z2 (number of accepted new orders) Z1 (profit) Z2 (number of accepted new orders)

1 1049 6 1049 6

2 1044 7 1002 7

3 1001 8 968 8

4 792 9 747 9

5 386 10 354 10

CPU time (S) 18,667 1562

5
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11

300 400 500 600 700 800 900 1000 1100

O
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ec
tiv

e 
fu

nc
tio

n 
2

Objective function 1

NSGAII

CPLEX

Fig. 7 Comparison of CPLEX and NSGA-II Pareto front

Table 21 Comparison of the NSGA-II and epsilon constraint solutions

Example

number

Number of CPU time (S)

Parts Operations Machines Cells Periods time

slices

Scenarios Variables Constraints E-

constraint

NSGA-

II

E1 6 2 5 2 2 16 3 14,719 34,228 53 113

E2 8 2 5 2 2 20 3 23,423 55,847 279 186

E3 9 2 6 2 2 25 3 39,031 93,515 6624 971

E4 11 2 6 2 2 28 3 52,356 126,861 18,667 1562

E5 12 3 8 2 2 30 4 124,879 308,623 34,298 2067

E6 14 4 10 3 3 30 4 510,361 1,172,922 – 2173

E7 15 4 11 3 3 30 4 619,072 1,405,796 – 2154

E8 17 4 12 3 3 35 4 873,185 2,000,113 – 2738

E9 20 5 15 4 4 40 4 3,379,767 7,417,120 – 3221

E10 25 7 17 5 4 45 4 9,912,983 21,450,796 – 3478
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the algorithm to superior solutions in the next generation

can be thus examined. This criterion directly affects the

ability of the algorithm to pass from the exploration phase

to the exploitation phase.

As it can be seen in the table, for the calculated MID

values in small-sized instances, the Pareto front of the

algorithm and the optimal front are almost identical.

However, the distance increases as the scale becomes lar-

ger. Figures 9, 10 show the trend of the MID changes for

the bal values.

As shown in Fig. 10, with an increase in the dimensions

of the representations, the MID increases at all the bal

values. The important point is that, in the largest repre-

sentation, the MID value is almost equal for all the bal

values. This is because the generated solutions do not have

significant differences at different bal values. In other

words, due to the high size of the numerical instances, the

change from exploration phase to exploitation phase in the

algorithm cannot significantly change the quality of the

final solutions.

In order to more deeply study the behavior of the

algorithm and the accuracy of its performance in solving

numerical instances, the CPLEX optimization gap is set to

10% and 15% and the results of solving the model with

CPLEX and the algorithm are compared. This analysis

shows that the proposed algorithm can overcome subopti-

mal solutions and is able to detect solutions closer to the

global optimal. Thus, the small-sized instances presented in

Table 23 are performed again considering the 10% and

15% optimization gaps, and the gaps obtained from the

MID algorithm and CPLEX are compared.

As it can be seen, when the optimization gap increases,

the computational gap between the MIDs of CPLEX and

the algorithm decreases and, in some cases, becomes

negative. A negative value suggests that the front of the

algorithm is able to overcome CPLEX solutions and get

closer to the ideal point. This indicates the proper perfor-

mance of the algorithm in finding a near-optimal Pareto

front.

1 2 3 4 5 6 7 8 9 10
CPLEX 53 279 6624 18667 34298
NSGAII 113 186 971 1562 2067 2173 2154 2738 3221 3478

0
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30000

35000

40000

C
PU

 ti
m

e 
(s

)

Instances

CPLEX NSGAII

Fig. 8 Comparison of CPLEX

and NSGA-II in terms of the

CPU time

Table 22 Comparison of the results of solving the proposed mathe-

matical model and the algorithm

Instance size Instance code Bal = 0.2 Bal = 0.3 Bal = 0.35

MID MID MID

Small 1 1.1 11.66 12.31

2 1.901 12.16 12.99

3 6.18 12.19 14.24

4 6.64 12.89 15.08

5 9.29 14.68 17.15

6 13.49 15.9 18.08

7 14.42 16.16 19.22

8 14.89 16.91 19.48

9 15.8 17.5 19.51

10 17.07 18.47 19.53

Medium 11 19.64 19.18 19.97

12 – – –

Fig. 9 Conceptual structure of MID
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6 Conclusion

Designing an agile production system in today’s competi-

tive market is very important. A production system must be

able to quickly adapt to changes in demand. When orders

change, increasing the speed of adaptation of the system

can help to increase the speed of production and customer

satisfaction. One of the production systems designed for

this purpose is the dynamic cellular manufacturing system

that is ready to face periodic changes in demand.

Considerable research has been done on dynamic cellular

manufacturing systems and many practical features have

been put forth, but little effort has been taken to speed up

adaptation and readiness for new orders.

In this study, a bi-objective schedule is introduced for an

OCMS in an MTO environment. The model proposed for

this purpose is a mathematical one which integrates CF,

GS, order acceptance, pricing, and delivery time. The

proposed model includes features such as machine relo-

cation during a period considering the time and cost of

0
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M
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Instances

bal=0.2 bal=0.3 bal=0.35

Fig. 10 MID changes in

different values of bal

Table 23 Comparison of

numerical results for 10% and

15% optimization gaps

CPLEX optimal gap Instance code Bal = 0.2 Bal = 0.3 Bal = 0.35

MID gap% MID gap% MID gap%

10% 1 -3.14 -3.77 -2.16

2 -1.77 0.14 1.22

3 0.42 0.77 4.37

4 1.22 1.96 6.94

5 2.19 4.22 7.19

6 5.54 6.17 7.86

7 6.19 7.51 8.79

8 4.22 8.22 9.19

9 7.84 8.94 9.88

10 7.19 9.44 10.02

15% 1 -7.12 -6.19 -5.33

2 -6.19 -4.11 -3.74

3 -4.12 -4.01 -2.38

4 -3.17 -3.97 -1.78

5 -2.11 -1.45 0.28

6 0.41 1.22 2.19

7 0.36 1.37 3.67

8 2.77 3.19 5.22

9 3.16 4.01 6.77

10 4.11 5.17 7.39

826 M. Kazemi et al.

123



movement, sequence of operations, intercellular move-

ment, limitation of cell size, machine capacity, and alter-

native processing routes. This extended model is able to

make optimal decisions on accepting or rejecting a new

order, determining the price and delivery time of new

orders, scheduling and sequencing the parts on machines,

and reconfiguring the cells at any time. The proposed

nonlinear model has two objectives including maximizing

profits (considering tardiness and earliness penalty,

machine relocation costs, intercellular and intracellular

material handling costs, and operating costs) and maxi-

mizing the number of parts accepted based on their prior-

ity. After linearization, the model is solved using the

GAMS software and the augmented epsilon constraint

method. There are also sensitivity analyses conducted on

some features of the model such as the ability to check the

rejection or acceptance of new orders at any time and not

necessarily at the beginning. With this model, a dynamic

online cellular manufacturing system is, thus, developed

from a periodic one. The results show that the features of

the model can be used to increase productivity, reduce

manufacturing costs, and increase customer satisfaction.

An NSGA-II algorithm is then designed to solve the model

in larger sizes. A comparison of the results obtained from

NSGA-II with those of the augmented epsilon constraint

method shows the efficiency of the proposed algorithm. For

the extension of the current research, the impacts of other

issues such as worker assignment, lot splitting, environ-

mental factors, and outsourcing can be examined. In

addition, some parameters such as processing time,

demands for parts, and machine capacity can be considered

uncertain. It is also recommended to use other meta-

heuristic methods.
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Süer GA, Ates OK, Mese EM (2014) Cell loading and family

scheduling for jobs with individual due dates to minimise

maximum tardiness. Int J Prod Res 52(19):5656–5674

Taghavifard MT (2012) Scheduling cellular manufacturing systems

using ACO and GA. Int J Appl Metaheurist Comput (IJAMC)

3(1):48–64

Taghavi-farda M, Javanshir H, Roueintan M, Soleimany E (2011)

Multi-objective group scheduling with learning effect in the

cellular manufacturing system. Int J Ind Eng Comput

2(3):617–630

Tang J, Yan C, Wang X, Zeng C (2014) Using Lagrangian relaxation

decomposition with heuristic to integrate the decisions of cell

formation and parts scheduling considering intercell moves.

IEEE Trans Autom Sci Eng 11(4):1110–1121

Tavakkoli-Moghaddam R, Gholipour-Kanani Y, Cheraghalizadeh R

(2008) A genetic algorithm and memetic algorithm to sequenc-

ing and scheduling of cellular manufacturing systems. Int J

Manag Sci Eng Manag 3(2):119–130

Tavakkoli-Moghaddam R, Javadian N, Khorrami A, Gholipour-

Kanani Y (2010) Design of a scatter search method for a novel

multi-criteria group scheduling problem in a cellular manufac-

turing system. Expert Syst Appl 37(3):2661–2669

Wang Z, Qi Y, Cui H, Zhang J (2019a) A hybrid algorithm for order

acceptance and scheduling problem in make-to-stock/make-to-

order industries. Comput Ind Eng 127:841–852

Wang J, Liu C, Li K (2019b) A hybrid simulated annealing for

scheduling in dual-resource cellular manufacturing system

considering worker movement. Automatika 60(2):172–180

Wu X, Chu CH, Wang Y, Yue D (2007) Genetic algorithms for

integrating cell formation with machine layout and scheduling.

Comput Ind Eng 53(2):277–289

Yousefnejad H and Esmaeili M (2018) Tactical production planning

in a hybrid MTS/MTO system using Stackelberg game. Op Res,

pp.1–19

Zaharie B, Işlak G, Dehelean C and Miclea L (2017) A hierarchical

approach of order acceptance and delivery date setting problems

in the apparel industry. In: 2017 18th International Carpathian

Control Conference (ICCC) (pp. 267–272). IEEE

Zandieh M (2019) Scheduling of virtual cellular manufacturing

systems: a biogeography-based optimization algorithm. Appl

Artif Intell 33(7):594–620

Publisher’s Note Springer Nature remains neutral with regard to

jurisdictional claims in published maps and institutional affiliations.

828 M. Kazemi et al.

123


	Developing a bi-objective schedule for an online cellular manufacturing system in an MTO environment
	Abstract
	Introduction
	Literature review
	MTO environment
	Scheduling and CMS

	Mathematical modeling
	Model description
	Linearization of the proposed model

	NSGA-II algorithm
	Chromosome structure and initial population
	Crossover structure
	Mutation structure
	Parameter setting of the proposed algorithm

	Computational results
	Illustrative numerical example
	Sensitivity analysis and managerial insights
	Scheduling new orders assuming that the existing schedule is fixed
	Accepting all the orders
	Impossibility of negotiating
	Offering new orders during production and not at the beginning

	Evaluation of the proposed NSGA-II algorithm efficiency

	Conclusion
	Authors’ contributions
	Data availability
	References




