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Abstract

In order to improve the performance of a clustering on a data set, a number of primary partitions are generated and stored in
an ensemble and their aggregated consensus partition is used as their clustering. It is widely accepted that the consensus
partition outperforms the primary partitions. In this paper, an ensemble clustering method called multi-level consensus
clustering (MLCC) is proposed. To construct the MLCC, a cluster—cluster similarity matrix which is achieved by an
innovative similarity metric is first generated. The mentioned cluster—cluster similarity matrix is based on a multi-level
similarity metric. In fact, it can be computed in a new defined multi-level space. Then, a point—point similarity matrix
which is boosted using the mentioned cluster—cluster similarity matrix is generated. The new consensus function applies an
average linkage hierarchical clusterer algorithm on the mentioned point—point similarity matrix to make consensus par-
tition. MLCC is better than traditional clustering ensembles and simple versions of clustering ensembles on traditional
cluster—cluster similarity matrix. Its computational cost is not very bad too. Accuracy and robustness of the proposed
method are compared with those of the modern clustering algorithms through the experimental tests. Also, time analysis is
presented in the experimental results.

Keywords Consensus partition - Multi-level similarity metric - Ensemble learning

1 Introduction

Numerous real-world issues are resolved by utilizing
extremely beneficial straightforward machine learning
models (Nejatian et al. 2019; Pirbonyeh et al. 2019; Hos-
seinpoor et al. 2019; Partabian et al. 2020; Shabaniyan
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et al. 2019; Szetoa et al. 2020; Moradi et al. 2018; Jenghara
et al. 2018a; Parvin et al. 2018; Alishvandi et al. 2016;
Omidvar et al. 2018; Yasrebi et al. 2018). Nevertheless,
since understandable machine learning models encounter
difficulties in challenging issues (Nejatian et al. 2018;
Jamalinia et al. 2018; Jenghara et al. 2018b), ensemble
models have emerged as a new option in regard with the

6 Young Researchers and Elite Club, Yasooj Branch, Islamic

Azad University, Yasooj, Iran

7 BioMedical Machine Learning Lab (BML), The Graduate
School of Biomedical Engineering, UNSW Sydney, Sydney,
NSW 2052, Australia

8  UNSW Data Science Hub, The University of New South
Wales (UNSW Sydney), Sydney, NSW 2052, Australia

°  Health Data Analytics Program, Al-enabled Processes (AIP)
Research Centre, Macquarie University, Sydney 2109,
Australia

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00500-021-06092-7&amp;domain=pdf
https://doi.org/10.1007/s00500-021-06092-7

13148

K.-H. Pho et al.

machine learning classification tasks (Rashidi et al. Aug.
2019; Mojarad et al. 2019a,b; Nazari et al. 2019; Bagher-
inia et al. 2019).

To find a partition with the goal of assigning data points
within identical groups is a prominent and complicated
matter which has been employed in many real-world
problems such as knowledge extraction and pattern
recognition. According to no free lunch (NFL), there is no
dominant algorithm among many algorithms for solving a
problem (Huang et al. 2016b; Fred and Jain 2005).
Therefore, we know that there is a dominant algorithm
depending on the at-hand data set. However, lack of
knowledge on distributions, structures and natures of the
clusters in the at-hand data set results in some problems
which prevent us from detection of the most suitable clus-
tering algorithm to our specific application (Roth et al.
2002).

Cluster ensembles have attracted enormous interest in
result of several successful applications of ensemble
learning in supervised fields such as (Freund and Schapire
1995; Ho 1995; Friedman 2001; Soto et al. 2014; Yu et al.
2015,2016a,2017). Many classification applications have
shown a tendency towards hybrid methods in the past few
years (Faceli et al. 2006) similar to every sub-field of the
supervised pattern detection. Generally, several fields
including data mining (Hong et al. 2008; Zhang et al. 2012;
Yu et al. 2012,2016b; Naldi et al. 2013; Franek and Jiang
2014; Jiang et al. 2015; Huang et al. 2017; Yousefnezhad
et al. 2018), multimedia (Rafiee et al. 2013) and bio-in-
formatics (Yu et al. 2011,2013; Hanczar and Nadif 2012)
have used various cluster ensemble approaches which have
intended to clarify innovative partitions because they are
stronger than simple clustering algorithms (Ayad and
Kamel 2008). Using ensembles as a group of primary
partitions to devise a consensus partitions is the objective
of the ensemble clustering (Domeniconi and Al-Razgan
2009; Ghosh and Acharya 2011; Ghaemi et al. 2011).
Consensus ensemble uses every primary partition within
the ensemble in construction of the consensus partition, and
the consensus partition enhances a specific objective
function.

Cluster ensemble consists of two stages. First stage is to
generate a pool of primary partitions. These primary par-
titions usually are the moderate or low-quality ones (Top-
chy et al. 2003). Actually, they should be low-quality but
not without-quality. It is widely acceptable to generate
these primary partitions through a simple clusterer method
(usually k-means) on a number of dissimilar parameters
(Topchy et al. 2005), on a number of dissimilar initializa-
tions, on a number of dissimilar data subspaces (Ayad and
Kamel 2008), or on a number of dissimilar data subsamples
(Minaei-Bidgoli et al. 2004). The proposed method has
used all of the mentioned approaches.
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In second step, we aim at finding a consensus partition
that has maximum similarity to the primary partitions in
our ensemble generated in the first step. Evidence accu-
mulation clustering (EAC) is proposed in Fred and Jain
(2002) as an ideal consensus function in which the
ensemble is initially transformed into a co-association
matrix (CAM), and then, the consensus partition is found
by employing a single linkage hierarchical clusterer
algorithm.

Normalized mutual information (NMI) measure is pro-
posed in Fred and Jain (2005) to assess a cluster which has
numerous deficiencies described in Alizadeh et al. (2011a).
MAX is an edition of the normalized mutual information
measure which has also some flaws. Therefore, Alizadeh—
Parvin—Moshki-Minaei (APMM) measure has been intro-
duced in Alizadeh et al. (2011b) as a metric to enhance the
MAX. All of mentioned metrics, i.e. NMI, MAX, and
APMM, are weak in dealing with complement cluster
effect.

In this paper, an innovative cluster—cluster similarity
measure is introduced. Then, we extend it to EAC. MLCC
is inspired by dual-similarity clustering ensemble (DSCE)
method (Alqurashi and Wang 2014,2015). DSCE and
MLCC have three differences. First, MLCC has less sen-
sitivity to the usage of the real number of clusters in pri-
mary partitions. Second, the MLCC method has less
parameters than DSCE. Third, MLCC is a CAM-based
consensus clustering, but DSCE is a voting-based consen-
sus clustering that is an important consensus function
clustering (Strehl and Ghosh 2000; Fern and Brodley 2003;
Breiman 1996; Alizadeh et al. 2015; Iam-On et al.
2010,2012; Gionis et al. 2007; Yi et al. 2012; Mirzaei and
Rahmati 2010; Akbari et al. 2015).

This article has been continued as follows. In Sect. 2,
the clustering ensemble problem of the paper is defined. In
Sect. 3, the related works are presented. Section 4 has
explained the proposed method. Section 5 presents the
experimental results, and the paper conclusions will be
presented in Sect. 6.

2 Related work

Encapsulating ensemble information into a CAM and
application of a hierarchical clusterer algorithm on the
obtained CAM are needed for extracting the consensus
partition in an approach that is based on CAM (Fred and
Jain 2002). These types of clustering ensembles take the
advantage of bypassing the need for a relabeling phase. As
an instance, consensus partition was achieved in Fred and
Jain (2005) through applying an average linkage hierar-
chical clusterer which we have named CO-AL as a slow
and CAM-based method. A new CAM which considers the
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between cluster relations was introduced in Iam-On et al.
(2008) where the implemented approach was named SRS
which can be considered to be a slow method. It was based
on CAM and used link similarity. After that, it was
extended it into WCT method (Iam-On et al. 2011).

Instead of an object—object similarity CAM, a cluster—
cluster similarity matrix was introduced in Mimaroglu and
Aksehirli (2012) where a method named DICLENS was
offered as a CAM-based, slow, and robust approach. An
object-neighbourhood-based similarity matrix was intro-
duced in where a new cluster—cluster similarity matrix was
obtained by neighbourhood and real relation between
objects. This method that was named ONCE-AL together
with its extension DSCE method introduced in Alqurashi
and Wang (2015), can be considered to be a heuristic, fast,
and parameter-sensitive approach. The mentioned method
later extended (Huang et al. 2016b). An extended version
of the DSCE was also proposed in Huang et al. (2015)
which introduces WEAC and GPMGLA as a pair of two
cluster weighting, CAM-based, slow and robust clustering
ensemble methods.

CSEAC was proposed in Alizadeh et al. (2014a) as a
CAM-based, very slow robust clustering ensemble method,
and also Wisdom of Crowds Ensemble (WCE) was intro-
duced in Alizadeh et al. (2015) as a CAM-based, slow,
robust and flexible ensemble method. Another related work
is ECSEAC which is a cluster selection-based ensemble
clustering algorithm proposed in Parvin and Minaei-Bid-
goli (2015) as a cluster weighting, CAM-based, slow and
robust approach. TME is also an ensemble method which
was proposed in Zhong et al. (2015) as a cluster weighting
and CAM-based one; it is widely considered to be a very
slow and robust method.

Clustering ensemble has been reformulated as a linear
binary programming problem by Huang et al. (2016). This
approach was also extended and used for categorical data
set by Zhao et al. (2017).

A cluster ensemble was introduced through sampling by
Yang and Jiang (2016) which was inspired by bagging and
boosting theory. Also, information theory as a suitable tool
for data clustering was used to introduce a cluster ensemble
method by Bai et al. (2017).

Consensus partition was extracted by Strehl and Ghosh
(2003) by partitioning a hyper-graph which is constructed
on a CAM so that each row and each column in the CAM
are, respectively, assumed to be a node and a hyper-edge.
The hyper-graph partitioning algorithm used in the men-
tioned work could be HMETIS (Dimitriadou et al. 2002).
This algorithm is named cluster-based similarity parti-
tioning algorithm (CSPA). Hyper-graph partitioning algo-
rithm (HGPA) and meta-clustering algorithm (MCLA) are
some other examples of the methods in which each cluster
is considered to be a hyper-edge and each data as a node.

CSPA has been extended by Fren and Brodley (2004) as a
hybrid bi-partite graph formulation (HBGF) which out-
performs HGPA, MCLA and CSPA.

A cluster ensemble method was proposed in Rashidi
et al. (2019) which did not need the original features of
data set and also did not consider any distribution in the
data set. Moreover, it used assessment of the clusters’
undependability and the weighting mechanism to suggest a
clustering ensemble. In addition, diversity was defined in
cluster level. During consensus function process, quality of
the clusters and their diversity were used in order to
improve the consensus partition. Any clusters’ depend-
ability was computed based on its undependability which
itself was calculated according to the entropy in the labels
of its data points throughout all the ensemble partitions.
Also, an innovational cluster-wise weighing CAM was
suggested according to measuring the clusters’ reliability
and then emphasizing those with higher reliability in the
ensemble. Furthermore, a cluster-wise weighting bi-partite
graph was suggested to offer the ensemble based on the
related cluster-wise weighing co-association matrix.
Finally, the consensus partition was extracted using two
mechanisms including application of a simple hierarchical
clustering algorithm for cluster-wise weighing of the co-
association matrix as a similarity matrix and cluster-wise
weighting bi-partite graph partitioning into a certain
number of parts.

The idea proposed in Alizadeh et al. (2014a) is to find a
subset of primary clusters which performs better in the
ensemble, and through participating the clusters with more
quality in consensus function process, the consensus par-
tition performance was improved. In this regard, many
clusters are first gained by specific generation of primary
results. Then, a goodness function is used to evaluate and
also to sort the achieved clusters. After that, with the goal
of finding more efficient clusters for participating in the
ensemble, a specific subset of primary clusters is offered
for each class of datasets. The selected clusters are then
combined to extract the final clusters which is followed by
a post-processing.

A supreme consensus partition was produced in Aliza-
deh et al. (2013) by combination of spurious clustering
results where the objective function was inspired by pro-
posed immature formulation in which simultaneous maxi-
mization of the agreement between the ensemble members
and minimization of the disagreement was implemented.
They improve a nonlinear binary goal function which was
introduced to propose a constrained nonlinear fuzzy
objective function. The genetic algorithm was also used to
solve the proposed model and while any other optimizer
could be used to solve the model.

In the clustering ensemble proposed in Minaei-Bidgoli
et al. (2014), a simple adaptive attitude was suggested for
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generating primary partitions. It uses the clustering history.
Since it is supposed in the clustering that the ground truth is
not achievable in the class labels form, it is needed to use
an alternative performance measure for an ensemble of
partitions throughout process of the clustering. To deter-
mine clustering consistency of data points, a history of
cluster assignments was evaluated in the generated
sequence of the partitions for each data point which could
adapt the data sampling during the partition generation to
the current state of an ensemble that improves the confi-
dence in cluster assignments.

By extending the previous -clustering frameworks,
ensemble and swarm concepts in the clustering field were
suggested in Parvin et al. (2012) where an unprecedented
clustering ensemble learning method was introduced
according to the ant colony clustering algorithm. Since
diversity of the ensemble is very important and swarm
intelligence is inherently related to random processes, a
new dataset space was introduced by diverse partitions of
the acquired results from different runs of the ant colony
clustering algorithm with different initializations on a data
set and they were aggregated into a consensus partition by
a simple clusterer algorithm. The contribution of swarm
intelligence in reaching better results was also measured.

Benefits of the ensemble diversity together with quality
of the fuzzy clustering-level were used to select a subset of
fuzzy base-clusterings in Bagherinia et al. (2019). Inte-
grating diversity of the base-clusterings and quality of the
clustering level was resulted into enhancement of the final
clustering quality. It first calculated a new fuzzy normal-
ized mutual information (FNMI) and then calculated the
diversity of each fuzzy base-clustering in relation to other
fuzzy base-clusterings. After that, the calculated diversity
was used to cluster all the base-clusterings which resulted
in clusters of base-clusterings named base-clusterings-
clusters. In subsequence, a base-clusterings-cluster is
selected which satisfies the quality measure. Final clus-
tering was achieved by using a novel consensus method
derived by graph portioning algorithm named FCBGP
algorithm or by forming extended fuzzy co-association
matrix (EFCo) which is finally considered as similarity
matrix.

Because of lower information or higher variances some
features of under-consideration data set have more infor-
mation than the others in that data set, weighted locally
adaptive clustering (WLAC) algorithm was proposed in
Parvin and Minaei-Bidgoli (2013) as a weighted clustering
algorithm which could encounter the imbalanced cluster-
ing. WLAC algorithm is very sensitive to the two param-
eters which was resulted in proposing a simple clustering
ensemble framework and an elite cluster ensemble frame-
work to manage those two control parameters. It was later
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extended into a fuzzy version, i.e. Fuzzy WLAC (FWLAC)
algorithm (Parvin and Minaei-Bidgoli 2015).

A novel approach for clustering ensemble was also
suggested in Abbasi and Nejatian (2019). It uses a subset of
primary clusters. It proposed to evaluate the cluster quality
by suggesting stab as a new validity measure so that the
clusters that satisfy a stab threshold are qualified to be used
in construction of the consensus partition. A set of methods
for consensus function such as co-association based ones
were used to combine the chosen clusters. Extended evi-
dence accumulation clustering (EEAC) was used for co-
association matrix construction from the selected clusters
because it was not possible for evidence accumulation
clustering (EAC) method to use a subset of clusters in
construction of co-association matrix. Other class of con-
sensus functions was also used based on hyper-graph par-
titioning algorithms. In another one, the chosen clusters
were considered to be a new feature space and the con-
sensus partition was extracted by using a simple clusterer
algorithm.

Averaged Alizadeh—Parvin—-Moshki—-Minaei (AAPMM)
criterion was introduced in Alizadeh et al. (2014b) for
assessing a cluster quality. It was proposed to use AAPMM
for obtaining quality of clusters. Then, in their clustering
ensemble method, the clusters satisfying an AAPMM value
threshold participate in constructing the co-association
matrix. In addition, EEAC was proposed as a new method
for matrix establishment. Finally, consensus partition
extraction was performed by application of a hierarchical
clusterer method over the obtained co-association matrix.

A primary partitions’ generator was suggested in Parvin
et al. (2013). It could be considered to be a boosting
mechanism in clustering. As true labels are needed for each
cluster to be available in weight updating of boosting, the
clustering needs an alternative performance metric for an
ensemble of partitions to update the probability sampling
vector. This study has determined the clustering consis-
tency of data points was determined to assess a cluster
assignment history for every data point in the generated
partitions of ensemble. In order to have a suitable data
sampling, determination of the clustering consistency for
produced partitions was performed during the partition
generation. The adaptation concentrated the sampling dis-
tribution on problematic regions of the feature space to
modify the confidence in cluster assignments. Accordingly,
better approximation of the inter-cluster boundaries was
performed by concentrating the notice on the data points
which have the minimum consistent clustering
assignments.
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3 Clustering ensemble
3.1 Clustering ensemble definition

Let’s assume a set of data points be denoted by X. In the
data set X, i th feature of all data points is denoted by data
set X.; and j th data point is denoted by X; .. The number of
data points in the data set X is denoted by ’X o | The
number of features in the data set X is denoted by ’X 1 | A
partition on the data set X is denoted by my (also, TC];( is k th
partition on the data set X where k is an integer value
indicating the index of partition). The partition 7y contains
a |my,| subsets of {1,2,...,|X.;|}. Let’s denote p th
subset of partition my by my,. To name my a non-over-
lapping partition, we must have

Vp1,p2 € {1,2,...7 |nX7;‘} ey, Ny =0 (1)

If the Eq. 1 holds for a partition, we name it a non-
overlapping partition. From now on, without loss of gen-
erality, we assume all of the partitions, discussed in the
paper, are non-overlapping. Any member of a partition, i.e.
Txp, is considered to be a cluster. If the union of all
clusters in a partition is {1, 2, |X171 { }, then the partition
is named a complete partition. It means the Eq. 2 must be
correct for a partition 7y to name it a complete partition.

X
UnX,p:{Lza"'v’X:‘]‘} (2)
p=1

Let’s assume a data set X’ has a desired clustering
similar to its ground-truth labels denoted by n,. Note that

we have not assumed that any of ‘n’ﬁ(‘ should be equal to

‘n}# ’ Each cluster, say my ,, has a central point denoted by
C™*» defined according to Eq. 3.

Ly, (3)

CT[,‘tﬂp —
|T£X«,P ‘ JET X

We denote the complete version of partition my by 7my
whose p th cluster is defined according to Eq. 4.

v, ={Vjie {1...]x.|}
o[¥pr € {I.. |mx.|} o |C™ — ;| < [C™en — X, []|j}

(4)

We consider all of the partitions 7%, to be an ensemble
(denoted by my) with the ensemble size |7t:)(|. Our aim is to
combine them to extract a consensus partition denoted by
7% in such a way that it is as much robust and high-quality
as possible. Formally, the ensemble clustering intends to
find a better consensus partition by integrating the infor-
mation of the primary partitions in the ensemble.

Clustering ensemble domain has examined the creation
of an ensemble and also the consensus function construc-
tion which both have highly influenced the outcomes of the
final clustering. Since variety of the results from the base
learners is a crucial factor to make a successful ensemble,
the diversity could be extended into the clustering ensem-
ble field in regard to classifier ensemble.

3.2 Ensemble creation

First of all, the ensemble members should be created in
clustering ensemble framework. To find various data sub-
structures and also to enhance the potential performance of
consensus partition, we must use at least one of the clus-
tering generation methods that guarantee to produce an
ensemble of partitions where any of them has a minimum
quality and all of them have a minimum diversity.

Many problem-specific ensemble generation methods
have been introduced. Subspace clustering has been done
on different projections of data set by Strehl and Ghosh
(2000). Along to feature subset selection, a subsampling (or
instance subset selection) is also used for generating each
partition. Almost the same approach was proposed by Fern
and Brodley (2003). Breiman (1996) first presents sub-
sampling in machine learning, and later, it was extended by
Minaei-Bidgoli et al. (2004).

An alternative to the prior methods including a subset of
primary members within the ensemble was used by Ali-
zadeh et al. (2011a,2011b). They used a subsampling for
generating each primary partition. Each partition is attained
by running a randomly initialized k-means clustering
algorithm. Then, a subset of primary partitions that has
maximum diversity is selected as final ensemble. A similar
study was also conducted by Nazari et al. (2019).

Since k-means clusterer algorithm is an easy and effi-
cient clusterer algorithm (Minaei-Bidgoli et al. 2004), it is
considered to be the most suitable clusterer algorithm in
ensemble generation. Thus, for each base clustering, k-
means clusterer method was used in Alizadeh et al. (2015)
with two random elements: randomly initialized seed
points and randomly selected number of clusters. These
random sources cause to produce a diverse ensemble. It is
widely recommended to select an integer value randomly

in [2; |X.1|| as the number of clusters (Iam-On et al.

2010,2012) during generating the ensemble. Different
clusterer algorithms can be also a source for generating a
diverse ensemble (Gionis et al. 2007; Yi et al. 2012; Mir-
zaei and Rahmati 2010; Akbari et al. 2015).

For ensemble creation, Wisdom of Crowds (WOC) was
proposed in Alizadeh et al. (2015) as a concept in social
sciences field that provides suitable criteria for group
behaviour. Meeting these criteria could result in favourable
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ensembles. Therefore, WOC cluster ensemble (WOCCE)
has been proposed. It was later extended in Yousefnezhad
et al. (2018).

3.3 Ensemble combiner

In the literature, researchers pay more attention to ensem-
ble combiner. It can be viewed as a function with two
inputs: (a) ensemble members or partitions and (b) the

number of clusters, i.e. ‘n};’ It returns an output, widely

referred to as consensus or aggregated partition, i.e. Ty ..

As there are some widely accepted approaches for
ensemble combiner, we will present a brief summarization
on them here. Any ensemble combiner is in one category of
the following ones: (a) category of CAM based ensemble
combiners, (b) category of median partition based ensem-
ble combiners, (c) category of graph partitioning based
ensemble combiners, (d) category of voting based ensem-
ble combiners, and (e) category of intermediate space
based ensemble combiners.

The methods in the first category transform information
of ensemble partitions into a similarity matrix, named
CAM, and then, they apply a second clustering, widely a
hierarchical one, to find the consensus partition. The
methods in the second category transform the finding of
consensus partition into an optimization problem, and then,
they solve it through an optimizer. The methods in the third
category transform the finding of consensus partition into a
graph clustering problem, and then, they solve it through a
graph partitioning algorithm. The methods in the fourth
category first make a relabeling between all of the parti-
tions, and then, they find consensus partition by a voting or
averaging mechanism. The methods in the fifth category
assume the clusters of data points as new intermediate
features, and then, they apply a secondary simple clusterer
algorithm on the new intermediate data set to find con-
sensus partition.

Figure 1 depicts framework of the proposed framework.
In the proposed framework, the initial data set is subsam-
pled several times and then by applying a k-means clusterer
method on each of them to partition them into a random

number of clusters, an ensemble of ’nﬂ partitions denoted

by 7%, will be generated, where ¢ = {1,..., || }. After

that, each partition is extended to its complete version, i.e.
7%3(. After that, the ensemble is converted into a cluster
representation, and then, a similarity matrix is created to
determine the similarities of the clusters. In the next step, a
CAM boosted cluster similarity matrix is obtained. Finally,
a merging mechanism (a hierarchical clusterer algorithm)
and post-processing are used to determine the consensus
partition.
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4 Proposed consensus function

Ensemble combiner or consensus function is the main part
in a clustering ensemble framework. It must be appropri-
ately designed so as to maximally extract ensemble infor-
mation. We first create a graph according to Eq. 5 for our
clustering ensemble my.

G(nx) = V(mx), E(mx)) (5)
In Eq. 5, V(ry) is set of indices of all the data clusters
that are in the ensemble, i.e. {1,2,..., |mx,|} where |my.|

denotes the number of clusters in ensemble my and E(my)
is set of edge weights for graph G(my). The term ’n&‘ is
defined according to Eq. 6.

| (6)

In Eq. 5, £(my) is defined according to Eq. 7.
E(my) = {Vj1.j2 € V(mx) @ way(j1,42) 7 011,42, Way (1,J2)) }

(7)
where wy, (j1,j2) is defined according to Eq. 8.

o 0 . . J1=)2
an(]la]2) = SCCS,TX( < Kjy iy 7 ) it 7&]2

nX’pfl my) XDy
(8)

where k; ., and p; ., are, respectively, defined according to
Egs. 8 and 9.

K
kjn, = arg max Z‘n’}‘ <j 9)
k=1

pj,ﬂ,y :] - kj,n,)( (10)

In Eq. 8, SCCS,,(A,B) stands for a simple cluster—
cluster similarity function. It is the corrected version of the
set correlation ratio. The set correlation first emerged in
(Houle, 2008). It is defined according to Eq. 11.

k>

SCCSzy (7 0r75,) =05
X ‘T[A’,h
)< ()

Jr2 X \/)”ﬁr‘.a
(1)

It can be proven that SCCS,, (A, B) is less than or equal
to one and greater than or equal to zero. If the cluster A and
cluster B have maximum similarity, it will return one. If
the cluster A and cluster B have minimum similarity, it will
return zero (Vinh and Houle 2010). It can be proven that
wy, is reflexive. Now, assuming we are at the j; th cluster,

ki ke
’nX.a N7y

|| - [

ka
X ‘nX,b

< (1] - [
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Fig. 1 Framework of our
ensemble clustering
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Ty p > We intend to define a transition probability to

ie.
-kjy
cluster the Jj» th cluster, i.e. @ )’(2 *

TP} . (j1,j2)- For r = 1, it is deﬁned according to Eq. 12.
0

after r steps denoted by
MY

o J1=J2
W i1,J2) J1 #J2

S v Gn)

Now, we have the matrix TP, whose (i,j) th entry
shows the probability that a traveller that is currently at the
i th cluster will be at the j th cluster in the next step.

To compute the probability that a traveller that is cur-
rently at the i th cluster will be at the j th cluster in the next
two steps, we should compute it by Eq. 13.

TP} (j1,)2) = (12)

||

TP, (1oj2) = Y TPy (j1.j) X TPy, (j.j2) (13)
=1

Therefore, it is easy to prove that 7. Pix =T P}w x T P}W

Also, it is easy to show the transition probability matrix

after r steps, i.e. TP, , is computed according to Eq. 14.

rp,, =] 1P, (14)
k=1

Now, we introduce a new feature space for clusters of
the ensemble, denoted by NF, , as follows in Eq. 15.

(15)

Note that each row corresponds to a cluster and each
column corresponds to a feature in our new feature space.

NF,, = |TP} TP .. TP, |

Therefore, we have }7‘5;\{7;‘ rows and |n/y,;| x r defined fea-
tures. According to a distance metric (here, we use
Euclidian distance), the distances between pairs of the
ensemble clusters are computed. The mentioned distances
for all pairs of clusters in the ensemble are stored in a
distance matrix denoted by EuclidianDis; , and defined

based on Eq. 16.

Cluster-wise Similarity Matrix

Complete partitions of ensemble

AL Hierarchical Clustering Algorithm

0.5
||

ue>

(N G1.d) ~ N 2,7))

||

EuclidianDis;, (jy,j2)

(16)

Correspondingly, a distance matrix can be denoted by
CosineDis;  and defined based on Eq. 17 if we use Cosine
distance.

CosineDis, (j1,j2) = 1
05

Zlﬂv ‘(NF;X(]'IJ) x NF,’,Y(]'zJ))

(z"” |(we, (,-l’j)y)“sx(z\m [(we, (m‘))z)

0.5

(17)

the cluster—cluster similarity
is computed.

According to Eq. 18,
matrix, denoted by CCS;X,
| — EuclidianDis;_,

1 — CosineDis; ,

measure = Euclidian
measure = Cosine

(18)

ccs;,, = {

Now, we define a point—point similarity matrix, denoted
by PPS;, , according to Eq. 19.

S CCSt (Cluy (X,

£2Y

b), CI(X,b))

PPS; (j1,2) =
(19)

where Cl, (X;.,b) is the index of the cluster to which the j
th data point belongs in the b th partition (note the index is
computed among all clusters of ensemble). It is computed
according to Eq. 20.

b—1

nX ’ + arg[ . € ﬁlj(’p] (20)

i=1

It is worthy to be mentioned that the matrix PPS;  is

symmetric, i.e. PPS;, (ji,j2) = PPS;, (j2,j1), just like wy,.
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Therefore, we propose to apply an agglomerative hierar- Tx1 Tx2 Mx3 Txs Txs
chical complete linkage clustering algorithm on the Xy, I I I 1l M
attained point-point similarity matrix, i.e. PPS] _, to cluster X | ! | m "
2,
S n .

data points into a set of }nX_:‘ clusters. The mentioned X, | I | | I
obtained set of ‘nj{‘ clusters is considered to be consensus Xy, I I | 11 11
partition. X, I I 1] I I

Toy Example: We have assumed a dataset with 13 X | I 1 | I
instances and three clusters. Let’s assume we want to X
generate an ensemble of size 5 using k-means clusterer 7 I ! i i i
algorithm. We have considered k-means clusterer algo- Xs,: I I Il I n
rithm running 5 times on our dataset to partition them into X, Il | I [ |
2,2, 3,3 and 3 clusters, respectively. Let’s assume we have x I I I
obtained an ensemble of size 5 on 13 instances. The 10 I l
assumptive ensemble is considered to be presented by K11, | | | I |
Fig. 2. Therefore, we have ensemble 7@y = Xi12: I [ 1 I
{7’5;\(71, X2, nX73;7[X,477IX75} where first paItition is as fol- Xi3 1] 1] I 1] |

lows my; = {nﬁfil,ﬂﬁ(.l}, second partition is as follows
Tys = {n}m,ngm}, third partition is as follows my3 =

12 3 o B
{né\.’j’n/’\f.&’né\fﬁ}’ fourth partition is as follows my4 =

{“}\14’”%&47”3&4}’ and fifth partition is as follows

Also, clusters of first partition are as follows: n}m is
equal to { Xy, Xs., X3, Xy, X, X7, X1y}, and 7% s
equal to {Xs., Xs., Xo., Xio:, X2, X13,:}. Clusters of
second partition are as follows: nﬁm is equal to
{XL,:,X4,:,X7‘:,X8,;,Xg‘,;,Xllﬁz,Xlzﬁz}, nfm is equal to
{X2., X3, X5, X6, X10:, X13,. }. Clusters of third parti-
tion are as equal to
{XL,:,X27:,Xg‘:,X{Z,X”‘;,Xu‘:}, ”3{.3 is equal to {X&;,
Xy}, ngm is equal to {XS’:,XQ:,X’]’:,XIQSZ,XK;,:}. Clus-
ters of fourth partition are as follows: ”ﬁm is equal to
{3, X5, Xe, X}, 7y is equal to {Xyo, X,
X, Xt nfm is equal to {XlnXzﬁz,X4,;,X7_;,X&:}.
Finally, clusters of last partition are as follows: ﬂﬁ(,s is

.2 1 ;
follows: 7%, my; s

equal to {Xo., Xio:, X11,,, X120, X3, ), 75 is equal to
{X3A:aX5,:;X6,:}7 nf\_/ﬁ is eqllal to {X1,25X2,11X4.:7
X7.:a XS,:}-

SCCS,, for the ensemble presented in Fig. 2 is depicted
in Fig. 3. Now, we have a graph G(ny) where set of its
vertices, i.e. V(my),is {1,2,3,4,5,6,7,8,9,10,11,12,13}
and set of its edges, i.e. £(my), is presented in Fig. 4.
Figure 5 depicts cluster—cluster similarity matrix, i.e.

@ Springer

Fig. 2 A clustering ensemble with four base partitions

CcCSs?

Ty’

or (b) Cosine distance, i.e. CosineDisiY is used for our toy

when (a) Euclidian distance, i.e. EuclidianDisix,

ensemble. Finally, Fig. 6 depicts point—point similarity
matrix, i.e. PPS,ZTX, when (a) Euclidian distance, i.e.
EuclidianDisiX, or (b) Cosine distance, i.c. CosineDisiX is
used for our toy ensemble.

5 Experimental study
5.1 Datasets

Many real-world and synthetic data sets are here employed
for assessment. The real-world data sets are as follows:
Bupa, Breast-cancer, Glass, Galaxy, Ionosphere, Iris,
ISOLET, Landsat-satellite, Letter-Recognition, SAHeart,
Wine, and Yeast from UCI machine learning repository
(Newman et al. 1998) together with an auxiliary real data
set of USPS (Dueck 2009). Bupa, Breast-cancer, Glass,
Galaxy, Ionosphere, Iris, ISOLET, Landsat-satellite, Let-
ter-Recognition, SAHeart, USPS, Wine, and Yeast data
sets have 345, 683, 214, 323, 351, 150, 7,797, 6,435,
20,000, 462, 11,000, 178, and 1,484 data samples,
respectively; they also have 6, 9, 9, 4, 34, 4, 617, 36, 16, 9,
256, 13, and 8 features and 2, 2, 6, 7, 2, 3, 26, 6, 26, 2, 10,
3, and 10 clusters, respectively.
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”&,1 71-;(,1 ”31(,2 773(,2 77-'}(,3 ”)26,3 7T§c,3 ”}5,4 ”35,4 ”32,4 T[%c,s T[gc,s ”gc,s

7'[)1(,1 1 0 0.54 0.46 0.77 0.27 0.39 0.47 0.31 0.71 0.23 0.57 0.71
TEJZC.l 0 1 0.46 0.54 0.23 0.73 0.61 0.53 0.69 0.29 0.77 0.43 0.29
7'[)1(,2 0.54 0.46 1 0 0.62 0.7 0.23 0.31 0.47 0.71 0.55 0.2 0.71
77-'32(,2 0.46 0.54 0 1 0.38 0.3 0.77 0.69 0.53 0.29 0.45 0.8 0.29
T[;C,s 0.77 0.23 0.62 0.38 1 0.3 0.13 0.36 0.53 061 045 043 o0.61
77:)2(,3 0.27 0.73 0.7 0.3 0.3 1 0.33 0.59 0.36 0.55 0.55 0.38 0.55
77)36,3 0.39 0.61 0.23 0.77 0.13 0.33 1 0.58 0.58 0.35 0.51 0.66 0.35
77:31(,4 0.47 0.53 0.31 0.69 0.36 0.59 0.58 1 0.28 0.24 0.41 0.91 0.24
”)26,4 0.31 0.69 0.47 0.53 0.53 0.36 0.58 0.28 1 0.24 092 032 0.24
77-'33(,4 0.71 0.29 0.71 0.29 0.61 0.55 0.35 0.24 0.24 1 0.19 0.28 1
7T)lc,s 0.23 0.77 0.55 0.45 0.45 0.55 0.51 0.41 0.92 0.19 1 028 0.19
71'32(,5 0.57 0.43 0.2 0.8 0.43 0.38 0.66 0.91 0.32 0.28 0.28 1 0.28
7'[)36,5 0.71 0.29 0.71 0.29 0.61 0.55 0.35 0.24 0.24 1 0.19 0.28 1

Fig. 3 The SCCS,, for the ensemble presented in Fig. 2

”3(,1 77-'3(,1 ”;c,z 77-'5(,2 ”3(,3 ”326,3 7'[33(,3 77}(,4 ”326,4 7733(,4 7'[31(,5 ”gc,s ”gc,s

T[%C,l 0 0 0.1 0.09 0.14 0.05 0.07 0.09 0.06 0.13 0.04 0.11 0.13
T[gf.l 0 0 0.08 0.1 0.04 0.13 0.11 0.09 0.12 0.05 0.14 0.08 0.05
”ch.z 0.1 0.08 0 0 0.11 0.13 0.04 0.06 0.09 0.13 0.1 0.04 0.13
T’:;C,z 0.08 0.1 0 0 0.07 0.05 0.14 0.13 0.1 0.05 0.08 0.14 0.05
”ch,s 0.14 0.04 0.11 0.07 0 0.06 0.02 0.07 0.1 0.11 0.08 0.08 0.11
ﬂJZC,s 0.05 0.13 0.12 0.05 0.05 0 0.06 0.1 0.06 0.1 0.1 0.07 0.1
7T336,3 0.07 0.11 0.04 0.14 0.02 0.06 0 0.11 0.11 0.06 0.09 0.12 0.06
”ch,4 0.08 0.09 0.05 0.12 0.06 0.11 0.1 0 0.05 0.04 0.07 0.16 0.04
7'[)2(,4 0.06 0.13 0.09 0.1 0.1 0.07 0.11 0.05 0 0.04 0.17 0.06 0.04
”;,4 0.13 0.05 0.13 0.05 0.11 0.1 0.06 0.04 0.04 0 0.03 0.05 0.18
77%(,5 0.04 0.14 0.1 0.08 0.08 0.1 0.09 0.07 0.17 0.03 0 0.05 0.03
”3(,5 0.1 0.08 0.04 0.14 0.08 0.07 0.12 0.16 0.06 0.05 0.05 0 0.05
”gc,s 0.13 0.05 0.13 0.05 0.11 0.1 0.06 0.04 0.04 0.18 0.03 0.05 0

Fig. 4 The edges of the transition graph, i.e. £(my), for the ensemble presented in Fig. 2

Our benchmark includes two dimensions synthetic data
sets including Artificial,, Artificial,, Artificial;, and Hal-
fring. Halfring data set contains two clusters and 400
instances, while other three data sets contain three clusters
and 300 instances. The scatter plots of these synthetic data
sets are depicted in Fig. 7. We have standardized all of our
mentioned data sets so that in all datasets, each feature is
transformed into a new range with distribution of N(0, 1)
and the features with missed values are removed from the
data sets.

5.2 Parameters

The ensemble generation has been accomplished according
to the technique introduced in Ren et al. (2013). The

k-means clustering algorithm was employed for 50 differ-
ent subsets of a given data set to generate ensemble of size
50. The sampling ratio employed in this paper is 0.8.

The following recent clustering ensembles have been
employed as a benchmark to this paper: HBGF (Fern and
Brodley 2004), CO-AL (Fred and Jain 2005), SRS (Iam-
On et al. 2008), WCT (Iam-On et al. 2011), DICLENS
(Mimaroglu and Aksehirli 2012) , ONCE —AL (Alqurashi
and Wang 2014), CSEAC (Alizadeh et al. 2014a), DSCE
(Alqurashi and Wang 2015), WEAC (Huang et al. 2015),
GPMGLA (Huang et al. 2015), WCE (Alizadeh et al. 2015)
ECSEAC (Parvin and Minaei-Bidgoli 2015) and TME
(Zhong et al. 2015).

For a given clustering ensemble, its initialization is
performed according to its corresponding paper. The

@ Springer
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T[}C,l ”)26,1 77316,2 T[)ZC,Z ”)16,3 ”326,3 ”3’6,3 77316,4 ”)26,4 ”33(,4 77316,5 ”ch,s ”33(,5
”;C,l 1 0.64 0.61 0.56 0.61 0.65 0.57 0.57 0.58 0.64 0.57 0.57 0.64
7-[32(.1 0.64 1 0.57 0.62 0.59 0.58 0.64 0.65 0.63 0.55 0.64 0.63 0.55
7T)lc,z 0.61 0.57 1 0.64 0.63 0.59 0.58 0.57 0.58 0.65 0.57 0.57 0.65
”326,2 0.56 0.62 0.64 1 0.56 0.63 0.63 0.66 0.63 0.54 0.64 0.64 0.54
7T)1(,3 0.61 0.59 0.63 0.56 1 0.7 0.69 0.59 0.57 0.67 0.57 0.57 0.67
7T)ZC,3 0.65 0.58 0.59 0.63 0.7 1 0.69 0.58 0.7 0.61 0.64 0.62 0.61
”33(.3 0.57 0.64 0.58 0.63 0.69 0.69 1 0.69 0.64 0.54 0.65 0.65 0.54
7'[31(,4 0.57 0.65 0.57 0.66 0.59 0.58 0.69 1 0.7 0.59 0.65 0.6 0.59
”326,4 0.58 0.63 0.58 0.63 0.57 0.7 0.64 0.7 1 0.59 0.6 0.65 0.59
77336,4 0.64 0.55 0.65 0.54 0.67 0.61 0.54 0.59 0.59 1 0.59 0.58 0.64
”316,5 0.57 0.64 0.57 0.64 0.57 0.64 0.65 0.65 0.6 0.59 1 0.67 0.59
T[JZC,S 0.57 0.63 0.57 0.64 0.57 0.62 0.65 0.6 0.65 0.58 0.67 1 0.58
7'[)36,5 0.64 0.55 0.65 0.54 0.67 0.61 0.54 0.59 0.59 0.64 0.59 0.58 1

(a)

”%m ”ch,1 ”;c,z ”ch,z ”;c,s ”gc,a 7733(,3 ”;6,4 T[JZCA 7'[3(,4 ”;c,s ”gc,s 7T§c,5
7'[)1(,1 1 0.72 0.66 0.58 0.66 0.73 0.58 0.61 0.62 0.73 0.6 0.6 0.73
HJZC‘l 0.72 1 0.59 0.69 0.64 0.62 0.72 0.74 0.72 0.58 0.73 0.71 0.58
7'[31(,2 0.66 0.59 1 0.72 0.7 0.63 0.6 0.6 0.62 0.73 0.6 0.6 0.73
7'[32(,2 0.58 0.69 0.72 1 0.58 0.69 0.71 0.75 0.71 0.55 0.72 0.72 0.55
7r)1C,3 0.66 0.64 0.7 0.58 1 0.8 0.79 0.65 0.6 0.77 0.61 0.61 0.77
77326,3 0.73 0.62 0.63 0.69 0.8 1 0.79 0.62 0.8 0.69 0.72 0.69 0.69
7'[)3(,3 0.58 0.72 0.6 0.71 0.79 0.79 1 0.79 0.72 0.57 0.75 0.74 0.57
”)16,4 0.61 0.74 0.6 0.75 0.65 0.62 0.79 1 0.82 0.66 0.74 0.67 0.66
”326,4 0.62 0.72 0.62 0.71 0.6 0.8 0.72 0.82 1 0.66 0.68 0.75 0.66
77)36,4 0.73 0.58 0.73 0.55 0.77 0.69 0.57 0.66 0.66 1 0.66 0.63 0.74
77316,5 0.6 0.73 0.6 0.72 0.61 0.72 0.75 0.74 0.68 0.66 1 0.77 0.66
”326,5 0.6 0.71 0.6 0.72 0.61 0.69 0.74 0.67 0.75 0.63 0.77 1 0.63
”)3(,5 0.73 0.58 0.73 0.55 0.77 0.69 0.57 0.66 0.66 0.74 0.66 0.63 1

(b)

Fig. 5 Cluster—cluster similarity matrix, i.e. CCS,Z,X, when (a) Euclidian distance, i.e. EuclidianDis,ti, or (b) Cosine distance, i.e. CosineDis,Z,X is

used for the ensemble presented in Fig. 2

results of the paper are provided after averaging on 30
independent runs, while all methods are considered with
the ensemble size of 100.

5.3 Evaluation metrics

Internal measures such as silhouette or sum of square errors
(SSE) computed without caring about the ground-truth
labels of the data could be used to assess a clustering result
on a given data set. External measures computed consid-
ering the ground-truth labels of the data are other set of the
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measures to assess a resultant partition on a given data set.
Note that the ground-truth labels of the data are only used
for assessment after obtaining the resultant partition, and
they are not used during the clustering task. Although both
the internal and external sets of the measures are popular,
we have only used four external measures of adjust rand
index (ARI), normalized mutual information (NMI) and
accuracy (ACC) rate and F-measure (FM). Given the
ground-truth labels n}, adjust rand index of a resultant

partition 7%, is achieved using the following equation
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- 7T* ) n} T
lezfr,.l Xi XZA:I ‘ X
ZJE' ZE\ Ty N n}J _ 2
! 2 ( ’X:,l‘ )
2
ARI (my, 7}) = (21)
st . * . "Jrv + . n* i * . n+~i
i \”;J DYy \”g-l O R D g
[ B EX
2 2
where ‘n}’i N n}ll" is the number of data points shared X\ _ x! _xX (x—1) (22)
' 2 (x —2)12! 2

between the i th cluster of consensus partition 7% and the j
th cluster of target partition 7. The binomial function Given the ground-truth partition 7%}, the normalized

(;) is obtained as

xl,: XZ,: XS,: x4,: xS,: xé,: x7,: xS,: x’;,: xlO,: xll,: XlZ,: x13,:

mutual information for a resultant partition 7% is achieved

x1,: 1 0.93 0.76 1 0.63 0.7 0.94 0.87 0.71 0.63 0.84 0.76 0.63
Xz_: 0.93 1 0.83 0.93 0.7 0.77 0.87 0.8 0.63 0.7 0.76 0.69 0.7
x3,: 0.76 0.83 1 0.76 0.87 0.94 0.7 0.63 0.73 0.74 0.8 0.73 0.74
x4,: 1 0.93 0.76 1 0.63 0.7 0.94 0.87 0.71 0.63 0.84 0.76 0.63
xs,: 0.63 0.7 0.87 0.63 1 0.93 0.69 0.7 0.8 0.87 0.67 0.74 0.87
xs,: 0.7 0.77 0.94 0.7 0.93 1 0.76 0.63 0.73 0.8 0.74 0.67 0.8
X7,: 0.94 0.87 0.7 0.94 0.69 0.76 1 0.87 0.7 0.69 0.77 0.7 0.69
XS,; 0.87 0.8 0.63 0.87 0.7 0.63 0.87 1 0.84 0.7 0.7 0.78 0.7
ngz 0.71 0.63 0.73 0.71 0.8 0.73 0.7 0.84 1 0.81 0.81 0.88 0.81
Xlg,: 0.63 0.7 0.74 0.63 0.87 0.8 0.69 0.7 0.81 1 0.79 0.87 1
X1, 0.84 0.76 08 084 067 074 077 07 081 0.79 1 0.93 0.79
Xlz,: 0.76 0.69 0.73 0.76 0.74 0.67 0.7 0.78 0.88 0.87 0.93 1 0.87
J513,: 0.63 0.7 0.74 0.63 0.87 0.8 0.69 0.7 0.81 1 0.79 0.87 1
(a)
xl xZ,. x3 x4 xS xﬁ,. x7,: XB x‘),. xlO xll x1z x13
xl,: 1 0.94 0.8 1 0.7 0.76 0.96 0.9 0.77 0.71 0.86 0.81 0.71
X, 0.94 1 0.86 0.94 0.76 0.82 0.9 0.85 0.71 0.77 0.81 0.75 0.77
x3,: 0.8 0.86 1 0.8 0.9 0.96 0.76 0.71 0.8 0.82 0.86 0.8 0.82
x4,: 1 0.94 0.8 1 0.7 0.76 0.96 0.9 0.77 0.71 0.86 0.81 0.71
XS,: 0.7 0.76 0.9 0.7 1 0.94 0.75 0.76 0.85 0.92 0.76 0.82 0.92
JCG_: 0.76 0.82 0.96 0.76 0.94 1 0.8 0.7 0.8 0.86 0.82 0.76 0.86
x7_: 0.96 0.9 0.76 0.96 0.75 0.8 1 0.9 0.77 0.75 0.82 0.77 0.75
X&: 0.9 0.85 0.71 0.9 0.76 0.7 0.9 1 0.87 0.76 0.77 0.82 0.76
Xgl: 0.77 0.71 0.8 0.77 0.85 0.8 0.77 0.87 1 0.86 0.87 0.92 0.86
xm,; 0.71 0.77 0.82 0.71 0.92 0.86 0.75 0.76 0.86 1 0.85 0.9 1
x11,: 0.86 0.81 0.86 0.86 0.76 0.82 0.82 0.77 0.87 0.85 1 0.94 0.85
Xlz,: 0.81 0.75 0.8 0.81 0.82 0.76 0.77 0.82 0.92 0.9 0.94 1 0.9
x13,: 0.71 0.77 0.82 0.71 0.92 0.86 0.75 0.76 0.86 1 0.85 0.9 1
(b)

Fig. 6 Point—point similarity matrix, i.e. PPSiX, when (a) Euclidian distance, i.e. EuclidianDisﬁx, or (b) Cosine distance, i.e. CosineDis,zllk, is
used for the ensemble presented in Fig. 2
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Fig. 7. 4 artificial benchmark datasets
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resultant partition 7% . is acquired by
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The mentioned measures vary in the range of [0, 1]. For
any of them, the greater values indicate better quality of
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Fig. 8 Effect of parameter r on the performance of the MLCC method
in terms of normalized mutual information

resultant partition n%. ACC and FM measures are asym-
metric, but ARI and NMI are symmetric measures.

5.4 Numerical empirical analysis

The analysis of parameter r in our method, i.e. MLCC, is
presented in Fig. 8. Figure 8§ depicts performance of
MLCC for different values of parameter r in terms of NMI.

Fig. 9 Comparison of the 100

The results indicate that the best result is acquired at
r = 20. Indeed, after r > 10, the results are acceptable and
consistent. Therefore, we set r = 15 from now on.

MLCC algorithm is compared in Fig. 9 with the state-
of-the-art baseline methods mentioned in Sect. 5.2 in terms
of NMI on several of benchmark data sets. Table 1 has
provided the results of Fig. 9 in summary where the triple
w-t-1 contains integer numbers w, t and 1 which, respec-
tively, indicate the number of data sets which the proposed
method is the superior method on them, the number of data
sets that the proposed method is the loser on them and the
number of data sets that the proposed method is neither the
loser nor the winner on them. Paired t-test has been used to
accomplish all the tests. Superiority of the proposed
method to all state-of-the-art baseline methods could be
concluded from Table 1.

Figures 10, 11 and 12 represent the comparison of the
MLCC method with the state-of-the-art baseline methods
on all of our data sets, respectively, in terms of adjacent
rand index, accuracy and f-measure.

MLCC method with the state- 90
of-the-art baseline methods on 20
different data sets in terms of 20
normalized mutual information 6
S s
=
40
30
. H‘ “‘ ““’ ‘ ”w
10
. Ml i
& Q’Z’ S \(\0 & & & & D \(\% A\\'\‘ 4\\"’ ‘\\"J & é Q°’ I \0‘\ 2
&° 0 £ P
Q,\ ’bob ?},
A \é@
m MCLL W ECSEAC TME GPMGLA mWCT m WEAC W DSCE
B CSEAC B ONCE-AL mDICLEN B WCE B SRS CO-AL HBPGF
Friedman's ANOVA Table
Source SS df MS Chi-sq Prob>Chi-sq
Columns  1734.18 13 133.398  99.11 2.46882e-15
Error 2132.82 208 10.254
Total 3867 237
Table 1 Summary of the presented results in Fig. 9
HBPGF CO- SRS WCE DICLENS ONCE- CSEAC DSCE WEAC WCT GPMGLA TME ECSEAC CFTLC
AL AL
Mean 50.32 52.13 5294 4998 51.57 52.23 54.41 51.81 50.46 51.86 50.19 51.35 55.46 56.66
w-t-l  17-0-0  14-3- 10-5- 17-0- 15-2-0 14-2-1 12-3-2  15-2- 17-0-0 14-2- 16-2-0 14-3- 8-7-2 -
0 2 0 0 1 0

w, t, and [ are three integer numbers in any triple w—t—/. The proposed method is the superior method and the loser method in w and / data sets,
respectively. However, it is neither the loser nor the winner method in ¢ data sets. All tests have been done by paired #-test
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According to Figs. 10, 11 and 12, the following con-
clusions could be drawn. First, the MLCC algorithm out-
performs the state-of-the-art baseline methods in most of
the used benchmark data sets. Second, although the state-
of-the-art baseline methods outperform the MLCC algo-
rithm in some of the used benchmark data sets, it is always
among the top three best methods. All of the results

presented in Figs. 9, 10, 11 and 12 have been validated by
Friedman ANOVA test. The Friedman ANOVA test shows
that there is always significant difference. For further
analysis, the detailed results of Figs. 10, 11, 12 and 13 are
presented in Table 2. In Table 2, the results of different
clustering ensembles in terms of our four metrics have been
presented.

Fig. 10 Comparison of the 90
MLCC method with the state- 80
of-the-art baseline methods on
. . 70
different data sets in terms of
adjacent rand index 60
_ 50
o
< 40
30
20
10 ‘
. i
S P o & & D P
d&‘& & 0\7’6 & @ N v\gg? %é\e (9'§°+ \‘\Q ,{\\0‘ .'\;\éb .\g\db ,5@ 0\’ 0‘3 ‘é\@ 4@@
& [N PN SENS o0 ¥
& R & <€
) & é‘é
N
m MCLL W ECSEAC uTME GPMGLA mWCT m WEAC W DSCE
B CSEAC B ONCE-AL mDICLEN B WCE W SRS m CO-AL m HBPGF
Friedman's ANOVA Table
Source SS df MS Chi-sqgq Prob>Chi-sqgq
Columns  1794.68 13 138.052 102.58  5.23934e-16
Error 2071.82 208 9.961
Total 3866.5 237
Fig. 11 Comparison of the 95
MLCC method with the state- o
of-the-art baseline methods on
different data sets in terms of 75
accuracy >
g
>
8 ss5
<
45
25 Ila I|
& S L& & &
(@& Q>°Q A @é’ 43“0 (7'5
Qé T
Q§® S
B MCLL W ECSEAC mTME GPMGLA mWCT mWEAC W DSCE
W CSEAC B ONCE-AL mDICLEN mWCE W SRS m CO-AL = HBPGF
Friedman's ANOVA Table
Source sSs df MS Chi-sq Prob>Chi-sqg
Columns  1763.82 13 135.679 100.82 1.15256e-15
Error 2102.68 208 10.109
Total 3866.5 237
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Fig. 12 Comparison of the
MLCC method with the state-
of-the-art baseline methods on

different data sets in terms of 85
f-measure
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Fig. 13 Performances of different methods in the presence of
different levels of noise in terms of normalized mutual information
for (a) Iris data set and (b) Wine data set

MS Chi-sq Prob>Chi-sqg

137.839
9.972

102.43 5.58999%e-16

We can also prove that the MLCC method has the time
complexity of 0<r X |7'L';y);|3) or 0(r|n;(7;|3|nx|3) in its

WOrst case.
5.5 Noise-resistance analysis

We have examined the noise effect by adding Gaussian
noise with different energy levels and analyzing robustness
of the MLCC, ECSEAC and CSEAC as three best methods
achieved by Table 1. The i th cluster of the data set is
assumed to have the covariance of X;, while N; is consid-
ered to be a temporary noise data which has the same size
as the cluster of data set mentioned for a noise ratio of ¢.
Data samples of N; are with the covariance matrix of
¢ X X;. The data samples of that temporary noise data are
here added to the i th cluster’s data samples. For all clusters
in data set, the data samples of that temporary noise data
with the covariance matrix ¢ x X; are added to the data
samples of the i th cluster to obtain a new noisy data set
with noise ratio ¢ X 100%. We can easily observe that there
is no noise when ¢ = 0. Figure 13 includes the results of
the Iris and Wine data sets where NMI value is shown on
the vertical axis and amount of the noise ratio ¢ is shown on
the horizontal axis. Apparently, by adding noise level, the
gap between MLCC and other methods will be larger. It
means MLCC is more robust against noise.

@ Springer



K.-H. Pho et al.

13162

LT €9IPS TOILS 8¥ITE 0S
T YSILYSIEL BEIE0 EY
99°GOI8C™TIILE TSIBO'LS
L'SLIT6'TLI99 TIIT9 69
60°L9IEL €9IL6'TSI98'8S
66'LLI6OVLIVT SOl6Y TL
YL OVIL'BEIEE ETITO'ST
90°98I9L"18ICEVLIBS T8
YT SHI86 THIY 8TISSTE
98" TYITL'VYITL STIBS 8T
6°8TI9Y"LEICOOTIET TT
8T¥8ILO'08ITETLISE 08
Y6'V8ITL08I90"ELIBT T8
88'SYI6S 6¥ICT 6TISETE
8C'EBITTOLITETLIETTS
€L’ SYIVY 8¥IV6'8TI91 TE
LTOSITEVSISTHI60°T
LL'S8I8Y'18166°CLITT99

69'1919%"1918C°0SIET TS
ILPCI86°16IS0'6¢El6E €Y
€'0L16L799165°9¢188°C9
99'LLISL™ELIL8'¥II80'CL
LL™891E€°S9198'15196°09
6LISO'SLIBEO9ISL'EL
SL'6EI9LLEITTTTO9 VT
LY'88IS0'¥8I€0°LLI6S S8
6L OVISY YV 0Clor €
PS I¥I9Y 6€1ETITIC6'9T
9¥'8CIY0°LTITS 618501
S6'L8ISS E8ISY'ILIVE V8
90°88199°€8ILS 9LIS0"S8
PESHIB0'EVIIS 8TIRY 1€
TT°88ITL'E8IE9OLIVILY
L'SYITy evlco'8TIcl Te
98°09IC8°LSILO6'SYIBS'T
ST'88IV8'C8IBL'ILITE 69

19" SOl TCI80"TSIV6'CS
Ty SSISOTCIV8 6¢CILT Y
18°6912€°991€0°9519C°C9
TT'6LIOT'SLIS99168"EL
99'691L1°99198°SSIL0C
LL'SLIESVLITT 99197 €L
61" I¥IET 6€I8°ETI6Y 9T
L8'061€E€™98IEL'6LI6S 88
8I'8VILL'SYIL'TEITT SE
98°0¥118°8¢€I91"€TILO'9T
8T6CIC8 LYY OLIOTT
L'88ILTY8I6T LLISS S8
99°68IL1°G8I9¢"8LILOL8
9'SYI9E EVIS8"8TISOCE
18°88ILEVSITY'LLITO'8S
I8 ¥YILSTHIT6'LTITOTE
SL'T9199'8SIL6'9¥IO1 T
TY'68IS6'V8I1"8LIBLOL

¥6°C918°6SI1¢"8Y186" 61
T9°€CIv6'08IT8 LEICOTY
££°69190779166°05199'9S

16°SLITT'CTLI6TOI68°69
ST'L9168°€9IST'ES190°6S

ITOLIV'TLIET €919T' 0L
LL'LEI88'SEI66'6111CCT
LE98ISO'T8I99VLI96 T8
6L SHITI EVILS 8TIVL'1E
8L'I¥I69°6CI1SVTIETLT

9Y'LTI60°9TIY BIEE 6
8T S8ITOI8IPY ELIO T8
£'98166'1816S¥7LIS8'C8

TCSYI96°TYILE BTICS 1€
6€V8ILT'08I7Y CLI6Y T8
YSYYICE TG LTI8Y 0
L8'6SI188°95198 111¥8°0
LELIEBI6L'SLITT'89

LTYOISO'TOI8 6VILS TS
Y6'vSI61°CSIE 6EILY Y
T8'9918%°€9189°CCIES 8S
I8°LLITO6 ELIEO SOI9TTL
L0"891L9'19180'1€160°09
['6LIST'SLI6Y'99I188°CL
86'8¢€IC0°LEISETITITL'ET
LS'LBI6T"EBITOLIOY V8
TOM6TIYIS6'6TI8T €
LO'TYILE'6€IE8'VTI6S LT
8€'8C196'9TIEY 6I87°01
8€'L8ITO'EBIS SLICT T8
€8'L8IVY E8ITEILIOL VS
Y SHIST'EVI6S 8TILL'TE
6'S8ITY'I8IVIVLISE Y8
86'SYI89 EVIET 6TI8Y CE
86°091€6°LSIT'OVICT'T
69°88ISTY8ILT LLIOS 69

819196 191¥°081€ET TS
LY'SSIVL'TSITO 6CIVE v
10769195 S9IET°SSI9T 19
LO'8LIVL'YLITO'99IPE €L
€L'8916T°S9IT8'¥S116°09
IV°6LIVY SLIEB'9919T YL
9¥'8EIES IEINL 0TILOET

SY'88IE0'V8ILLIOS S8
CO'OVILS THI6T0EIS9 €
€6'CYI8L'0¥I6L'STI99 8T

TOCIVL LTISEOTISTT

LY L8IT'E8ITO'SLIVE VS
81'88ILL'E8ITL'ILIET S
8Y'SYITTEVILI'8TISS 1€
S O8IITTBISSVLILIG8
[SOVI6 1 ¥YIE8 6TV EE

P 191E€"8SIBSOVISL'T

L'8819T¥8I8T'LLILS 69

8S°99IST EINTY TSITY VS
96°¢SI9T 1SITT8EISY T
60'¥9188°0919°6¥111°SS
90'LLITELIGT VIITE TL
PELIILO6'EOIST ECILT 68
8S16158°6816°€8ICC' €6
9T OSIVL LYIVO'VEIT8’LE
99°98IEL TRISLIEE EY
CT0°0LITS 9918T 9SIES T
I71S6"8€1€9"€CIST9C
PS'LTILT'9TI6Y 8IEY 6
6C'L8ITO'TBIL'SLITT'T8
8S'L8IT'EBICOILILY V8
98 VY19 THI96°LTILO'TE
80°G8IE8°08ICCELISE TS
9E"SHI60"EVIES 8TILTE
LE€°091E°LSISE SHI6E"T
S6'88ISV8ILS LLISTOL

ageroay
uonIuS009Y-101397]
Sdsn

LATOSI
A)I[[eres-jespue ]
€leynry
crenyny
[Teynry
Sutyey

Axeren
aroydsouog
WBIHVS

S|

1SeIX

QUL

sse[n
edng

Jodued-isealyq

45d9H

Tv-0D

SdS

oM

NHT1OId

TV-HONO

JQVHASD

I POIET IT00SIT8 TS
LE'SSI9TSI6L 6EIT Y
8S LIITYOICS ESILY 68

L8 LLIBG'ELITT SOIVETL

TT RIS PYIISTYSIBT 09
€OLIVESLICLO9IET VL

8E6LIY'LEISITIEC YT

1S L8IVI"EBIS6'SLIGE V8

CO'LYILOPYI6E OEILL EE

1€ THITOVIT'STI68'LT
8G°8TIST'LTI9Y 6IEL0T

SE'LBIB6CBILL SLIOT 8
OL’LBILE EBIETILIL'YS

18°SPITS EVIE0"6TIOT CE

P198IP8 18TV VLIBY V8

LT'OVIO8 EvIvi 6CITLCE

0 19166°LSILT'OVIE T

£€°88IT6°E8IL8ILITY 69

PEEIILT'09ISL 8HI9¥°0S
SO'SSIETSIEY 6EI18°CY
88°99I7S €9IYL"TSI9°8S

['OLIETLITI E9IET 0L
10°L9199°€9188°CSI9L'8S

VS 8LITO VLIS SOILT €L

61°8€I8TIEILY 0TIYL'TT

€S°CBISTIBICL'ELITO' 18

6£°9YILO7¥169°6T166CE

PSTYITY 0vI9¢"STIT"8T

¢E8TI6'9TI9E 61T 01
G8ISL'OBIET ELIST' I8
€6°S8IEY I8ILTVLITY T8

65 SYITE EVI6L'8TI66TE

CIY8ITO'O6LIVITCLISTCS

SY S8BT EVIEY8TITS TE
EL09ICT LSV T SYIOTT

€6°S8IEYI8ILTVLITY 99

8¥'¥919C 19170°05198° 1S
C8'VSIBOCSILT 6EICS €Y
C8'89I18€°S9IC6'VSICO' 19
61 LLIECELIVEYOIOY TL
CL'LIIEE 9169 €SIS9 65
€8'8LI6GS VLI6GI 99IVS EL
€C8EITE9EINS0TI6LTT
8€°68I16'18ISO'8LICL98

ELYIEOTYIIL'OCICT Ve
9T TYIST'OVISO'STIEY LT

6CIE6’LTIBSOTISLTT
SP'L8IBO'EBIBY'SLITE VS
8T'88IL8 EBITRILISESS
P1°SYI68°CYI6C 8TIEY 1€
6'S8IVO I8I8T VLICY V8

YT SYI86 THIV'8TISSTE

8L O9IVL LSIL SYILE T
Y 68IS6'178160°8LILLOL

8091665197 8¥161°0S
PS ECI98°0SIEL'LEICO 1Y
¥6°69177 9918 1°9GICH"C9
98'6LILY SLISE LIIES VL
6'9919S €9ILL'TSIES 8S
6F" SLITL'TLITY TI9E 69
10°0¥IT0"8EITS™CTIT0"ST
£9°98I€°C8I96'VLI6T €8
Y YYITT IS LTISS 0
68 CYIVL'OVISL'STIT9'8C
86°LTIBS'OTIL6'8IL66
P1I'E8I66"8LIVO TLIE6 8L
90°¥8IS8°6LI90CLILO08
Y1I'SY168°CrI6T 8TIEY €
98°C8ITL'BLITL'OLIBS 08
SO'SYI8THISI™BTITE TE
£65I1E€9SITTYYIC6'0
80°G8IE8°08ICT ELISE SO

PLPOIE6°09IS9'6TISE 1S
69°SSI6°TSISTOVIIO VY
[T LIISS EINT T ESITO'6S
C8'LLIE6 ELISO SOI8TTL
9 191PS8SIE8 9TIE0 TS
6E° LLITS ELILSYOIVL TL
CO'SEILTEEI6'OTIBL 8T
9T°16169°98I191°08IL0"68
PELYIS6TYIOL'0CI8 T VE
16°CVILL OVIBL STV 8T
67'8CI90°LTISS 6IT9°01
€7'L8I90"€8I98°SLI6T V8
8€'88196°¢8IE6'9LI8Y S8
9IS OVIECTYIBB 6CIC EE
98IL T8IST VLIS T8

OV OVIET ¥PI9L 6TILO EE
19°T9IES™8SIT8 9TITO" T
EL68ILOV8ILL LLITY OL

YE LIS YIIOT €SI SS
8€¥S199°16189°8€I86°CY
96°LII9S 79196°€SIS6°6S
81'6LICT'SLISS 99I86°CL
TT6919L°G9I8E"SSIES T
1¥7°S6179°68I€8'1¥8I19C 16
LO6'OVITOTHIPE 0CITL e
C0'88IC9"€8ITS 9LICOSS
TETLISL LIIEL’ LSIVT Y9

€ THI8T0¥I80"STIL8 LT

€E°8TITI6TILE 6ITY 01
C0"88IC9°€BIES ILIEDS8
61°68IEL I8IV8 LLI6Y 98
T Y6V SYIvY STILT'8T
80°C8IEB'TRITT ELISE VS
YL SYISY OVIS6'8TILTCE

CET9IST8SI6Y IVISO'T
1L°681€T S8IEY'8LI6GO TL

¥'89176°99IS1" 751999
LO'9SILT 68185 01160° S
EETLIOL LOWL LSIOT V9
19°6LIEY SLISO LIS VL

['0LI9"99ILE9SIES T
Y1961€€7161S9°S8ILT S6

YL LYI6Y ESITTEILI VE
Y 16158°98IS€°08I8T 68
98°991CS €9ITL TSI8S 8S
LS EVIOE TS 9TI9 6T

9°6CICT"8TIB0TICI
LL™88IEEV8I9E"LLIVG S8
98°88ICY ¥8ILY'LLIBO 98
[L9¥I8E7CSISO 0CI6E EE
€0°88I€9°€8IVS9LIVO'LY
SLSYIVO¥SIL6'8TI6TCE

S8TTOILT'6SILS LYISS T
£6°68IEV'S8ILI8LIOT IL

a3eroAy
uonIuS059Y-10110]
Sdsn

LHTOSI
d)I[[ores-espue]
gleyny
creyny
[renyny
Suuyey

Axeren
aroydsouoy
HESHVS

su[

1SeA X

SUIM

SSB[D

edng

Jodued-1searyq

N

oviam

LOM

VIDONID

HAL

ovdSOd

TION

INHIKoRIN00Y/ T VIIJAIN JO SULId) Ul SpOyjaw 230 ay) pue poypouwr pasodoxd ayy jo souewrioyrad ayJ, g ajqel

pringer

A's



A multi-level consensus function clustering ensemble

13163

65

64

FM
v « N o o
o0 © S P o
I
I
|
—
|
|
|
|
|
]

Q —

OO X A L Lo

F S N e 3
FVF TE T ITFESF T T8
&g Sl

Fig. 14 Performances of different methods on Hamshahri text data set
5.6 News clustering application

A widely used labelled Persian text benchmark was intro-
duced as Hamshahri data set in AleAhmad et al. (2009)
which includes 9 classes and 36 subclasses.

We have sampled a subset of Hamshahri data set con-
taining sport, economic, rural, adventure, and foreign
classes each of which has 200 texts (1000 texts totally).
Efficacy of the k-means clusterer algorithm after obtaining
the data set like Shahriari et al. (2015) without using a
thesaurus is 60.32% in terms of the f-measure, while effi-
cacy of the MLCC, CSEAC and ECSEAC algorithms are,
respectively, 64.11%, 62.13% and 62.97%. Since CSEAC,
ECSEAC, and MLCC are the best methods according to
Table 2, this experiment is carried out using these methods
and the results have been summarized in Fig. 14.

6 Conclusions and future work

This work proposes a new consensus function in clustering
ensemble named multi-level consensus clustering (MLCC).
Since we use a multi-level clustering instead of direct
object clustering, MLCC is a really efficient clusterer
algorithm. An innovative similarity metric for measuring
similarity between clusters is proposed. After obtaining an
ensemble, a cluster—cluster similarity matrix using the
mentioned metric is generated. The mentioned cluster—
cluster similarity matrix is used to make an object—object
or point—point similarity matrix. Then, we apply an average
hierarchical clusterer algorithm on the point—point simi-
larity matrix to make consensus partition. While MLCC is
better than traditional clustering ensembles and simple
version of clustering ensembles on traditional cluster—
cluster similarity matrix, but its computational cost is not
very bad. Accuracy and robustness of the proposed method
are compared with the art clustering algorithms through the
experimental tests. Also, time analysis is presented in the

experimental results. Comparison of the proposed method
with the state-of-the-art clustering ensemble methods in
terms of 4 different metrics on numerous real-world and
synthetic data sets reveals that the proposed method is the
superior method which did not need relabeling mechanism.

Declarations

Conflict of interest The authors declare that they have no conflict of
interest.

Ethical approval This article does not contain any studies with human
participants or animals performed by any of the authors.

References

Abbasi S, Nejatian S et al (2019) Clustering ensemble selection
considering quality and diversity. Artif Intell Rev 52:1311-1340

Akbari E, Mohamed Dahlan H, Ibrahim R, Alizadeh H (2015)
Hierarchical cluster ensemble selection. Eng Appl Al
39:146-156

AleAhmad A, Amiri H, Darrudi E, Rahgozar M, Oroumchian F
(2009) Hamshahri: a standard Persian text collection. J Knowl-
Based Syst 22(5):382-387

Alishvandi H, Gouraki GH, Parvin H (2016) An enhanced dynamic
detection of possible invariants based on best permutation of test
cases. Comput Syst Sci Eng 31(1):53-61

Alizadeh H, Minaei-Bidgoli B, Parvin H (2011a) A new criterion for
clusters validation. In: Artificial intelligence applications and
innovations (AIAI 2011), IFIP, Springer, Heidelberg, Part I,
pp 240-246

Alizadeh H, Minaei-Bidgoli B, Parvin H, Moshki M (2011b) An
asymmetric criterion for cluster validation, developing concepts
in applied intelligence. Stud Comput Intell 363:1-14

Alizadeh H, Minaei-Bidgoli B, Parvin H (2013) Optimizing fuzzy
cluster ensemble in string representation. Int J Pattern Recognit
Artif Intell 27(2):1350005

Alizadeh H, Minaei-Bidgoli B, Parvin H (2014a) To improve the
quality of cluster ensembles by selecting a subset of base
clusters. J Exp Theor Artif Intell 26(1):127-150

Alizadeh H, Minaei-Bidgoli B, Parvin H (2014b) Cluster ensemble
selection based on a new cluster stability measure. Intell Data
Anal 18(3):389-408

Alizadeh H, Yousefnezhad M, Minaei-Bidgoli B (2015) Wisdom of
crowds cluster ensemble. Intell Data Anal 19(3):485-503

Alqurashi T, Wang W (2014) Object-neighborhood clustering
ensemble method. In Intelligent data engineering and automated
learning (IDEAL), Springer, pp 142-149

Alqurashi T, Wang W (2015) A new consensus function based on
dual-similarity measurements for clustering ensemble. In: Inter-
national conference on data science and advanced analytics
(DSAA), IEEE/ACM, pp 149-155

Ayad HG, Kamel MS (2008) Cumulative Voting Consensus Method
for Partitions with a Variable Number of Clusters. IEEE Trans
Pattern Anal Mach Intell 30(1):160-173

Bagherinia A, Minaei-Bidgoli B, Hossinzadeh M, Parvin H (2019)
Elite fuzzy clustering ensemble based on clustering diversity and
quality measures. Appl Intell 49(5):1724-1747

@ Springer



13164

K.-H. Pho et al.

Bai L, Cheng X, Liang J, Guo Y (2017) Fast graph clustering with a
new description model for community detection. Inf Sci
388-389:37-47

Breiman L (1996) Bagging predictors. Mach Learn 24:123-140

Dimitriadou E, Weingessel A, Hornik K (2002) A combination
scheme for fuzzy clustering. Int J Pattern Recognit Artif Intell
16(07):901-912

Domeniconi C, Al-Razgan M (2009) Weighted cluster ensembles:
methods and analysis. ACM Trans Knowl Disc Data (TKDD)
2(4):1-42

Dueck D (2009) Affinity propagation: clustering data by passing
messages. Ph.D. dissertation, University of Toronto

Faceli K, Marcilio CP, Souto D (2006) Multi-objective clustering
ensemble. In: Proceedings of the sixth international conference
on hybrid intelligent systems

X. Z. Fern and C. E. Brodley, “Random projection for high
dimensional data clustering: A cluster ensemble approach”, In:
Proceedings of the 20th International Conference on Machine
Learning, (2003), pp. 186-193.

Fern XZ, Brodley CE (2004) Solving cluster ensemble problems by
bipartite graph partitioning. In: Proceedings of the 21st interna-
tional conference on machine learning, ACM, p 36

Franek L, Jiang X (2014) Ensemble clustering by means of clustering
embedding in vector spaces. Pattern Recogn 47(2):833-842

Fred A, Jain AK (2002) Data clustering using evidence accumulation.
In: Intl. conf. on pattern recognition, ICPR02, Quebec City,
pp 276-280

Fred A, Jain AK (2005) Combining multiple clustering’s using
evidence accumulation. IEEE Trans Pattern Anal Mach Intell
27(6):835-850

Freund Y, Schapire RE (1995) A decision-theoretic generalization of
on-line learning and an application to boosting. Comput Learn
Theory 55:119-139

Friedman JH (2001) Greedy function approximation: a gradient
boosting machine. Ann Stat 29(5):1189-1232

Ghaemi R, ben Sulaiman N, Ibrahim H, Mustapha N (2011) A review:
accuracy optimization in clustering ensembles using genetic
algorithms. Artif Intell Rev 35(4):287-318

Ghosh J, Acharya A (2011) Cluster ensembles. Data Min Knowl Disc
1(4):305-315

Gionis A, Mannila H, Tsaparas P (2007) Clustering aggregation.
ACM Trans Knowl Discov Data 1(1):4

Hanczar B, Nadif M (2012) Ensemble methods for biclustering tasks.
Pattern Recognit 45(11):3938-3949

Ho TK (1995) Random decision forests. In: Proceedings of 3rd
international conference on document analysis and recognition,
vol. 1, pp 278-282. https://doi.org/10.1109/ICDAR.1995.598994

Hong Y, Kwong S, Chang Y, Ren Q (2008) Unsupervised feature
selection using clustering ensembles and population based
incremental learning algorithm. Pattern Recogn
41(9):2742-2756

Hosseinpoor MJ, Parvin H, Nejatian S, Rezaie V (2019) Gene
regulatory elements extraction in breast cancer by Hi-C data
using a meta-heuristic method. Russ J Genet 55(9):1152-1164

Huang D, Lai JH, Wang CD (2015) Combining multiple clusterings
via crowd agreement estimation and multi-granularity link
analysis. Neurocomputing 170:240-250

Huang D, Lai J, Wang CD (2016) Ensemble clustering using factor
graph. Pattern Recogn 50:131-142

Huang D, Lai J, Wang CD (2016b) Robust ensemble clustering using
probability trajectories. The IEEE Trans Knowl Data Eng

Huang D, Wang CD, Lai JH (2017) Locally weighted ensemble
clustering. IEEE Trans Cybern 99:1-14. https://doi.org/10.1109/
TCYB.2017.2702343

@ Springer

N. Jam-On, T. Boongoen and S. M. Garrett, “Refining Pairwise
Similarity Matrix for Cluster Ensemble Problem with Cluster
Relations”, Discovery Science, (2008), 222-233.

Tam-On N, Boongoen T, Garrett S (2010) LCE: a link-based cluster
ensemble method for improved gene expression data analysis.
Bioinformatics 26(12):1513-1519

Iam-On N, Boongoen T, Garrett S, Price C (2011) A link based
approach to the cluster ensemble problem. IEEE Trans Pattern
Anal Mach Intell 33(12):2396-2409

Tam-On N, Boongeon T, Garrett S, Price C (2012) A link based
cluster ensemble approach for categorical data clustering. IEEE
Trans Knowl Data Eng 24(3):413-425

Jamalinia H, Khalouei S, Rezaie V, Nejatian S, Bagheri-Fard K,
Parvin H (2018) Diverse classifier ensemble creation based on
heuristic dataset modification. J Appl Stat 45(7):1209-1226

Jenghara MM, Ebrahimpour-Komleh H, Parvin H (2018a) Dynamic
protein—protein interaction networks construction using firefly
algorithm. Pattern Anal Appl 21(4):1067-1081

Jenghara MM, Ebrahimpour-Komleh H, Rezaie V, Nejatian S, Parvin
H, Syed-Yusof SK (2018b) Imputing missing value through
ensemble concept based on statistical measures. Knowl Inf Syst
56(1):123-139

Jiang Y, Chung FL, Wang S, Deng Z, Wang J, Qian P (2015)
Collaborative fuzzy clustering from multiple weighted views.
IEEE Trans Cybern 45(4):688-701

Mimaroglu S, Aksehirli E (2012) DICLENS: Divisive clustering
ensemble with automatic cluster number. IEEE/ACM Trans
Comput Biol Bioinf 9(2):408-420

Minaei-Bidgoli B, Topchy A, Punch WF (2004) Ensembles of
partitions via data resampling. In: Intl. conf. on information
technology, ITCC 04, Las Vegas, pp 188-192

Minaei-Bidgoli B, Parvin H, Alinejad-Rokny H, Alizadeh H, Punch
WE (2014) Effects of resampling method and adaptation on
clustering ensemble efficacy. Artif Intell Rev 41(1):27-48

Mirzaei A, Rahmati M (2010) A Novel hierarchical-clustering-
combination scheme based on fuzzy-similarity relations. IEEE
Trans Fuzzy Syst 18(1):27-39

Mojarad M, Parvin H, Nejatian S, Rezaie V (2019a) Consensus
function based on clusters clustering and iterative fusion of base
clusters. Int J Uncertain Fuzziness Knowl-Based Syst
27(1):97-120

Mojarad M, Nejatian S, Parvin H, Mohammadpoor M (2019b) A
fuzzy clustering ensemble based on cluster clustering and
iterative Fusion of base clusters. Appl Intell 49(7):2567-2581

Moradi M, Nejatian S, Parvin H, Rezaie V (2018) CMCABC:
Clustering and memory-based chaotic artificial bee colony
dynamic optimization algorithm. Int J Inf Technol Decis Mak
17(04):1007-1046

Naldi MC, De Carvalho ACM, Campello RJ (2013) Cluster ensemble
selection based on relative validity indexes. Data Min Knowl
Disc 27(2):259-289

Nazari A, Dehghan A, Nejatian S, Rezaie V, Parvin H (2019) A
comprehensive study of clustering ensemble weighting based on
cluster quality and diversity. Pattern Anal Appl 22(1):133-145

Nejatian S, Parvin H, Faraji E (2018) Using sub-sampling and
ensemble clustering techniques to improve performance of
imbalanced classification. Neurocomputing 276:55-66

Nejatian S, Rezaie V, Parvin H, Pirbonyeh M, Bagherifard K, Yusof
SKS (2019) An innovative linear unsupervised space adjustment
by keeping low-level spatial data structure. Knowl Inf Syst
59(2):437-464

Newman CBDJ, Hettich SS, Merz C (1998) UCI repository of
machine learning databases. http://www.ics.uci.edu/mlearn/
MLSummary.html.


https://doi.org/10.1109/ICDAR.1995.598994
https://doi.org/10.1109/TCYB.2017.2702343
https://doi.org/10.1109/TCYB.2017.2702343
http://www.ics.uci.edu/&tilde;mlearn/MLSummary.html
http://www.ics.uci.edu/&tilde;mlearn/MLSummary.html

A multi-level consensus function clustering ensemble

13165

Omidvar MN, Nejatian S, Parvin H, Rezaie V (2018) A new natural-
inspired continuous optimization approach, Journal of Intelligent
& Fuzzy Systems, 1-17,

Partabian J, Rafe V, Parvin H, Nejatian S (2020) An approach based
on knowledge exploration for state space management in
checking reachability of complex software systems. Soft Comput
24(10):7181-7196

H. Parvin, B. Minaei-Bidgoli, A clustering ensemble framework
based on elite selection of weighted clusters, Advances in Data
Analysis and Classification (2013) 1-28.

Parvin H, Minaei-Bidgoli B (2015) A clustering ensemble framework
based on selection of fuzzy weighted clusters in a locally
adaptive clustering algorithm. Pattern Anal Appl 18(1):87-112

Parvin H, Beigi A, Mozayani N (2012) A clustering ensemble
learning method based on the ant colony clustering algorithm. Int
J Appl Comput Math 11(2):286-302

Parvin H, Minaei-Bidgoli B, Alinejad-Rokny H, Punch WF (2013)
Data weighing mechanisms for clustering ensembles. Comput
Electr Eng 39(5):1433-1450

Parvin H, Nejatian S, Mohamadpour M (2018) Explicit memory
based ABC with a clustering strategy for updating and retrieval
of memory in dynamic environments. Appl Intell
48(11):4317-4337

Pirbonyeh A, Rezaie V, Parvin H, Nejatian S, Mehrabi M (2019) A
linear unsupervised transfer learning by preservation of cluster-
and-neighborhood data organization. Pattern Anal Appl
22(3):1149-1160

Rafiee G, Dlay SS, Woo WL (2013) Region-of-interest extraction in
low depth of field images using ensemble clustering and
difference of Gaussian approaches. Pattern Recognit
46(10):2685-2699

Rashidi F, Nejatian S, Parvin H, Rezaie V (2019) Diversity based
cluster weighting in cluster ensemble: an information theory
approach. Artif Intell Rev 52(2):1341-1368

Ren Y, Zhang G, Domeniconi C, Yu G (2013) Weighted object
ensemble clustering. In Proceedings of the IEEE 13th interna-
tional conference on data mining (ICDM), IEEE, pp 627-636

Roth V, Lange T, Braun M, Buhmann J (2002) A resampling
approach to cluster validation. Intl. conf. on computational
statistics, COMPSTAT

Shabaniyan T, Parsaei H, Aminsharifi A, Movahedi MM, Jahromi
AT, Pouyesh S, Parvin H (2019) An artificial intelligence-based
clinical decision support system for large kidney stone treatment.
Australas Phys Eng Sci Med 42(3):771-779

Shahriari A, Parvin H, Monajati A (2015) Exploring weights of
hierarchical and equivalency relationship in general Persian
texts. EANN Workshops 7(1):7

Soto V, Garcia-Moratilla S, Martinez-Munoz G, Hernandez- Lobato
D, Suarez A (2014) A double pruning scheme for boosting
ensembles. IEEE Trans Cybern 44(12):2682-2695

Strehl A, Ghosh J (2000) Value-based customer grouping from large
retail data sets. In AeroSense, International Society for Optics
and Photonics, pp 33-42

Strehl A, Ghosh J (2003) Cluster ensembles—a knowledge reuse
framework for multiple partitions. J] Mach Learn Res 3:583-617

Szetoa PM, Parvin H, Mahmoudi MR, Tuan BA, Pho KH (2020)
Deep neural network as deep feature learner. J Intell Fuzzy Syst.
https://doi.org/10.3233/JIFS-191292

Topchy AP, Jain AK, Punch WF (2003) Combining multiple weak
clusterings. In: IEEE international conference on data mining,
pp 331-338

Topchy A, Jain AK, Punch W (2005) A mixture model of clustering
ensembles. Proc SIAM Int Conf Data Min, Citeseer
27(12):1866-1881

N. X. Vinh and M. E. Houle, “A set correlation model for partitional
clustering”, In: Advances in Knowledge Discovery and Data
Mining, Springer, (2010) pp. 4-15.

Yang Y, Jiang J (2016) Hybrid sampling-based clustering ensemble
with global and local constitutions. IEEE Trans Neural Netw
Learn Syst 27(5):952-965

Yasrebi M, Eskandar-Baghban A, Parvin H, Mohammadpour M
(2018) Optimisation inspiring from behaviour of raining in
nature: droplet optimisation algorithm. Int J Bio-Inspired
Comput 12(3):152-163

Yi J, Yang T, Jin R, Jain AK, Mahdavi M (2012) Robust ensemble
clustering by matrix completion. In: Proceedings of the IEEE
12th international conference on data mining (ICDM), IEEE,
pp 1176-1181

Yousefnezhad M, Huang SJ, Zhang D (2018) WoCE: a framework for
clustering ensemble by exploiting the wisdom of crowds theory.
IEEE Trans Cybernetics 48(2):486—499

Yu Z, Wong HS, You J, Yang Q, Liao H (2011) Knowledge based
cluster ensemble for cancer discovery from biomolecular data.
IEEE Trans Nanobiosci 10(2):76-85

Yu Z, You J, Wong HS, Han G (2012) From cluster ensemble to
structure ensemble. Inf Sci 198:81-99

Yu Z, Chen H, You J, Han G, Li L (2013) Hybrid fuzzy cluster
ensemble framework for tumor clustering from biomolecular
data. IEEE/ACM Trans Comput Biol Bioinf 10(3):657-670

Yu Z, Li L, Liu J, Han G (2015) Hybrid Adaptive Classifier
Ensemble. IEEE Transactions on Cybernetics 45(2):177-190

Yu Z, Zhu X, Wong HS, You J, Zhang J, Han G (2016a) Distribution-
based cluster structure selection. IEEE Trans Cybern 99:1-14.
https://doi.org/10.1109/TCYB.2016.2569529

Yu Z, Chen H, Liu J, You J, Leung H, Han G (2016b) Hybrid
k-nearest  neighbor  classifier. IEEE  Trans Cybern
46(6):1263-1275

Yu Z, Lu Y, Zhang J, You J, Wong HS, Wang Y, Han G (2017)
Progressive semisupervised learning of multiple classifiers. IEEE
Trans Cybern 99:1-14

Zhang S, Wong HS, Shen Y (2012) Generalized adjusted rand indices
for cluster ensembles. Pattern Recognit 45(6):2214-2226

Zhao X, Liang J, Dang C (2017) Clustering ensemble selection for
categorical data based on internal validity indices. Pattern
Recognit 69:150-168

Zhong C, Yue X, Zhang Z, Lei J (2015) A clustering ensemble: two-
level-refined co-association matrix with path-based transforma-
tion. Pattern Recogn 48(8):2699-2709

Publisher's Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

@ Springer


https://doi.org/10.3233/JIFS-191292
https://doi.org/10.1109/TCYB.2016.2569529

	A multi-level consensus function clustering ensemble
	Abstract
	Introduction
	Related work
	Clustering ensemble
	Clustering ensemble definition
	Ensemble creation
	Ensemble combiner

	Proposed consensus function
	Experimental study
	Datasets
	Parameters
	Evaluation metrics
	Numerical empirical analysis
	Noise-resistance analysis
	News clustering application

	Conclusions and future work
	References




