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Abstract
Security is one of the main requirements of the current computer systems, and recently it gains much importance as the

number and severity of malicious attacks increase dramatically. Anomaly detection is one of the main branches of the

intrusion detection systems which enables to recognize the newer variants of the security attacks. This paper focuses on the

anomaly detection schemes (ADS), which have applied support vector machine (SVM) for detecting intrusions and security

attacks. For this purpose, it first presents the required concepts about the SVM classifier and intrusion detection systems. It

then classifies the ADS approaches and discusses the various machine learning and artificial intelligence techniques that

have been applied in combination with the SVM classifier to detect anomalies. Besides, it specifies the primary capabilities,

possible limitations, or advantages of the ADS approaches. Furthermore, a comparison of the studied ADS schemes is

provided to illuminate their various technical details.
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1 Introduction

Almost all TCP/IP layers are vulnerable to some kinds of

malicious behaviors and security attacks, which may be

conducted by internal or external attackers (Yan et al.

2015; Singh et al. 2016). However, network hacking and

attacking methods are evolving every day to keep security

pressure on the computing technologies and networks such

as the Internet of Things (IoT) (Qi et al. 2017; Alaba et al.

2017), wireless body area networks (WBANs) (Yessad

et al. 2018; Masdari et al. 2017), eHealthcare systems

(Yaseen et al. 2018; Masdari and Ahmadzadeh 2017), and

cloud computing (Ghomi et al. 2017; Masdari and Zan-

gakani 2019).

Intrusion detection and handling are critical components

of the security infrastructure of organizations, aimed to

inspect events happening in the system/network for any

violation of the security policies (Tang et al. 2018; Yuan

et al. 2010). Generally, intrusion detection solutions,

according to their detection method, can be categorized

into anomaly detection (Peng et al. 2018), signature/misuse

detection (Sallay et al. 2013; Subbulakshmi et al. 2011;

Teng et al. 2018; Peddabachigari et al. 2007; Qazanfari

et al. 2012; Tang et al. 2010; Senthilnayaki et al. 2015;

Heba et al. 2010; Nskh et al. 2016), and hybrid IDS

schemes (Mulay et al. 2010). The signature-based schemes

(Bostani and Sheikhan 2017; Khreich et al. 2017; Jiang and

Yasakethu 2013; Laamari and Kamel 2014; Bamakan et al.

2016; Ning and Jianhua 2012; Mehmod and Rais 2016;

Zhang et al. 2012; Kabir et al. 2018; Wang et al. 2017;

Ganapathy et al. 2012; Hu et al. 2014) try to find intrusions

by only relying on the signatures of the previously known

threats. However, they cannot deal with the emerging

attacks and encrypted traffics and require a timely updating

of their signature database, which is an arduous task. On

the other hand, anomaly intrusion detection methods create

profiles of normal activities and consider any deviation

from them as intrusions (Liao et al. 2013). They can detect

new attacks (Wressnegger et al. 2013), but finding all

normal behaviors is difficult. The third category of the

intrusion detection schemes applies both of the before

mentioned, signature detection and anomaly detection

methods to benefit from both of them. The hybrid schemes’

performance depends on their architecture and the inte-

gration method of the applied intrusion detection methods.

This article is mainly focused on the anomaly detection

schemes and the hybrid intrusion detection systems.

Generally, anomaly detection is the process of recog-

nizing any possible abnormal data items that are not

according to the normal patterns of other data in a system

(Chandola et al. 2009). In general, data anomalies can be

classified into the following categories (Ahmed et al.

2016):

• Point anomalies: A single data instance is considered to

be anomalous regarding the rest of the data.

• Contextual/Conditional anomalies: Some data may be

anomalous in some fields, while they maybe not in the

others.

• Collective anomalies: A single data instance may not be

anomalous by itself, but its occurrence with other data

instances may be considered anomalous.

Anomaly detection-based intrusion detection is an active

research area in the intrusion detection context, and many

techniques ranging from machine learning (Zaman and

Lung 2018; Wani et al. 2019; Anton et al. 2018) and

artificial intelligence to pattern recognition are benefited in

the literature to deal with it (Saied et al. 2016; Gautam and

Om 2016; Feng et al. 2019; Muna et al. 2018; Sindhu et al.

2012; Mazini et al. 2018; Hodge and Austin 2004). SVM is

an interesting machine learning method that can be used for

binary classification of the multi-dimensional labeled data.

For this purpose, it uses some training data points known as

support vectors for finding one or more optimal hyper-

planes (Patel et al. 2013). Furthermore, for the classifica-

tion of the nonlinear data, SVM applies various kernel

functions (Abraham et al. 2007) that map data to a higher

dimension for a better classification. Several types of the

SVM classifiers are introduced in the literature, such as

one-class SVM, radial SVM, least-square SVM, multiclass

SVM, and so on (Bamakan et al. 2016; Al-Qatf et al. 2018;

Liu et al. 2006). The SVM classifier is extensively utilized

to deal with the intrusion detection problem (Amraee et al.

2018; Yang et al. 2019; Khamis et al. 2020; Rasheed and

Tang 2019; Cid-Fuentes et al. 2018). However, despite

several survey articles, such as Zarpelão et al. (2017), Modi

et al. (2013) and Elshoush and Osman (2011), which are

presented in the literature to study the intrusion detection

schemes, there is not an in-depth survey paper to investi-

gate SVM-based ADS schemes and focus on their

achievements and techniques.

To this end, this paper presents an extensive survey and

taxonomy of the different SVM-based ADS schemes. It

first provides the basic concepts regarding SVM and

intrusion detection. It then classifies the SVM-based ADS

schemes regarding the type of the SVM classifier applied in

them. Afterward, it summarizes the main contributions and

capabilities of the SVM-based ADS schemes and illumi-

nates their advantages and any possible shortcomings.

Besides, each category of the studied ADS schemes

compares their utilized datasets, evaluation metrics, kernel

functions, and feature extraction methods. Finally, the

leading techniques and approaches employed in the SVM-

based ADS strategies are discussed to highlight future
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research areas. According to our investigations, this is the

first review paper that aims to investigate the SVM-based

ADS schemes. Our article’s main contributions can be

listed as follows:

• Introducing key concepts and essential knowledge

about SVM classifier, intrusion detection, and anomaly

detection.

• Classification of the studied approaches, regarding the

type of SVM classifier and other machine learning

techniques.

• Providing a systematic review of the ADS schemes,

illuminating their significant contributions, and

limitations.

• Comparison of the studied ADS approaches to highlight

their applied workload datasets, simulators software,

and evaluated metrics.

• Highlighting the open challenges in the anomaly

detection context.

The remainder of this survey article will be as follows:

Sect. 2 presents the research methodology applied in this

paper, Sect. 3 describes the SVM classifier’s properties,

and Sect. 4 discusses the anomaly-based intrusion detec-

tion. Section 5 puts forward a classification and survey of

the ADS frameworks, while Sect. 6 presents a comparison

of the various features of the investigated schemes. At last,

Sects. 7 concludes the article and discusses future research

in the anomaly detection area. Table 1 presents the acro-

nyms applied in the remaining of our review article.

2 Research methodology

This section supplies the research methodology applied in

this systematic literature review (Tian et al. 2018). It also

discusses how the applied reference papers employed in

this article, are searched, selected, and finally refined. This

survey only uses the articles which have been introduced in

the main libraries of Table 2. At first, for searching the

SVM review papers in the ADS context, these search terms

are used in the Google scholar:

• allintitle: survey anomaly intrusion detection SVM

• allintitle: review anomaly intrusion detection SVM

• allintitle: survey anomaly intrusion detection support

vector machine

• allintitle: review anomaly intrusion detection support

vector machine

However, we found no review paper satisfying these

conditions. For finding the survey articles in the intrusion

detection context, the following search strings are applied

in the Google scholar:

• allintitle: survey intrusion detection

• allintitle: review intrusion detection

• allintitle: overview intrusion detection

By using these terms, some survey articles are found and

referenced in the introduction section. Also, for finding

original research articles in the SVM-based intrusion

detection context, the following strings are searched:

• intrusion detection SVM

• intrusion detection Support vector machine

The results found by these searches are screened, and

documents such as thesis, patents, and invalid papers that

were not from Table 2’s publishers, are removed. The

remaining articles are classified as anomaly detection

schemes and misuse detection schemes. Figure 1 exhibits

the percentage of the SVM-based ADS schemes, which

have been published since 2010. As shown in this figure,

fewer SVM-based misuse intrusion detection schemes have

been proposed to handle intrusions, and most of these

schemes are devoted to the anomaly detection context.

Using this strategy, we found several papers for conducting

the study, which will be reviewed in the next section. Also,

the initial search is refined by a quality assessment

checklist, which contains the following questions:

• Is the research methodology put forward in this article?

• Does the research methodology fulfill the requirements

of the problem under study?

• Is this study analyzed as it should be?

Table 1 Abbreviations and acronyms

Abbreviation Description

ACO Ant colony optimization

ADS Anomaly detection system

ANN Artificial neural network

BSM Basic security module

DR Detection rate

FNR False-negative rate

FPR False-positive rate

GA Genetic algorithm

LDA Linear discriminant analysis

OAA One against all

OAO One against one

OC-SVM One-class SVM

PSO Particle swarm optimization

RBF Radial basis function

SVM Support vector machine

PCA Principal component analysis

SOM Self-organizing map
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The number of SVM-based ADS schemes presented in

the literature from 2010 up to 2019 is shown in Fig. 2. As

depicted in this figure, the number of these schemes is

increasing, and as a result, this context can be considered as

an active research area in the security literature. Table 3

exhibits the main research questions of this paper, which

will be answered in the remainder of this paper.

3 SVM

SVM is one of the supervised learning models used for

regression analysis and classification problems. It uses the

nearest training data points of each data to build one or

more hyperplanes to classify high-dimensional data. It

maximizes the margin between them as much as possible

(De la Hoz et al. 2015). The one-class SVM tries to

compute a hyperplane that a pre-specified fraction of the

training data samples fall beyond that, while the hyper-

plane has the most margin to the origin (Fig. 3).

When data are linearly separable, the SVM’s hyper-

planes can be computed efficiently. Otherwise, as shown in

Fig. 4, data should be mapped using a kernel function into

space with a higher dimension in which a hyperplane can

be easily detected to separate them (Sindhu et al. 2012). To

mitigate the training time and enhance the SVM classifier

performance, some of the SVM-based ADS schemes have

applied the existing kernel functions such as radius base

function (RBF), and some others have developed new ones

(Yi et al. 2011). Also, some of the schemes have employed

multiple kernel functions, while some others have only

used one kernel function (Song et al. 2011).

Table 2 The applied publishers
Publication URL address

IEEE Xplore http://www.ieee.org/web/publications/xplore/

ScienceDirect—Elsevier http://www.elsevier.com

SpringerLink http://www.springerlink.com

Sage http://journals.sagepub.com

Google Scholar http://Scholar.google.com

ACM http://www.acm.org

Wiley http://onlinelibrary.wiley.com

Inderscience http://www.inderscience.com

Emerald http://www.emeraldinsight.com

Hindawi https://www.hindawi.com

OXFORD academic https://academic.oup.com

Fig. 1 Percentage of the SVM-based misuse detection and anomaly

detection schemes

Fig. 2 Publication year of the

SVM-based ADS schemes
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Generally, two main types of SVMs are multiclass

SVMs and binary SVMs, in which the latter can be further

classified into linear and nonlinear classes. Also, multiclass

SVMs can be classified into the one against all SVM

(OAA-SVM), one against one SVM (OAO-SVM), and

DAGSVM. In the first case or the OAA-SVM, only one

binary SVM will be used for each class of data, to separate

class members from other classes, and a data item can be

placed in a class if its SVM accept it and remaining SVMs

do not accept it. Although this method can be suitable for

tightly clustered data, it may leave some parts of the feature

space unclassified, especially in cases in which a data item

is accepted by more than one SVM or when all SVMs have

rejected it. The OAA-SVM applies the majority voting

method for performing classification. On the other hand,

OAO-SVM uses one SVM classifier for each pair of classes

and applies fewer SVMs, in which each SVM will be

trained based on data of its two categories. But, this method

can suffer from the limitations of the binary SVMs. At last,

in the DAGSVM method, nodes are binary SVMs, and

each classifier builds k*(k - 1)/2 hyperplanes and applies

a graph traversal method for testing.

Table 3 Research questions

Index Question Reason

1 Which kind of SVM classifier is applied by each IDS

scheme? How is it adapted to detect different types of

attacks?

ADS approaches have applied various types of SVM to classify the traffic

data and events happening in the system. Since SVM is a binary

classifier, it is interesting to know that how it is applied to solve the

multiclass anomaly ADS problems

2 Which kinds of kernel functions are applied in the

investigated ADS schemes?

ADS schemes apply different kernel functions for the classification of

nonlinear data, and this question illuminates further technical details

about each system

3 Which classifiers are utilized in combination with SVM in

the investigated ADS schemes?

For improving the classification performance, some schemes have

applied other classifiers in combination with SVM. By having

information about these classifiers, future research area can be

recognized. Also, the achieved results can be used to enhance the

existing schemes

4 Which techniques are used in each ADS scheme for the

selection of features?

Considering a high number of features in the ADS datasets, achieving an

optimal feature set is very important

5 Which datasets are applied in each ADS scheme? Identifies the key datasets which are used in the ADS context. This is

helpful in designing new ADS solutions, especially when the authors

want to evaluate their scheme on multiple datasets

6 Which metrics are used to analyze each ADS scheme? It indicates the metrics mainly used in the anomaly detection context to

verify the improvements made by each scheme

7 Is k-fold cross-validation conducted to evaluate the

performance of the studied ADS schemes?

Cross-validation is very important for proper evaluation of the SVM-

based ADS schemes. Since by randomly selecting some part of a

dataset for training and using the other part for testing, we may

incorrectly achieve a high level of performance

Fig. 3 SVM classifier

Fig. 4 Mapping to a higher dimension
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4 Anomaly-based intrusion detection

This section provides essential background concepts

regarding the anomaly detection and handling approaches.

4.1 Challenges

Anomaly detection is not an easy task, and there are several

challenging issues to accurately recognizing anomalies,

which can be listed as follows:

• Each data point in a high-dimensional dataset may

appear to be anomalous, known as data-snooping bias.

• Datasets required for training and validation of ADS are

not publicly available, or they do not exist at all.

• Datasets may contain noisy data, which tends to be an

anomaly.

4.2 ADS location

Based on the location of anomaly detectors, ADS schemes

can be categorized as host-based and network-based

approaches. Typically, the host-based schemes act inde-

pendently and gather system events to detect any possible

anomalies. Besides, they do not require any specialized

hardware (Zhou et al. 2010). On the other hand, network

ADS approaches continuously sniff the inbound and out-

bound traffic packets and analyze them for detecting any

possible anomalies. Also, they often need special-purpose

hosts or hardware (Masdari and Jalali 2016). Besides,

network ADS schemes can be used in a hierarchical

topology or can be integrated with the host-based ADS

schemes to increase their effectiveness.

Furthermore, regarding the data that the host-based ADS

schemes require to operate, they can be categorized into

white-box schemes, black-box schemes, and gray-box

schemes. White-box systems perform a statistic evaluation

of the source codes, but black-box schemes try to find the

control-flow attacks using the system call sequences. Also,

gray-box approaches extract runtime information from the

monitored process when a system call is invoked.

4.3 ADS vulnerabilities

ADS approaches are not immune to the security attacks

themselves, and various attacks can fool them. For

instance, in the mimicry attacks, the attacker monitors the

system calls’ order, to create a series of system calls that

can appear normal to fool the ADS. Also, to prevent the

detection of attacks, the attackers may attempt to find the

required settings such as specific thresholds that can set off

the alarms.

4.4 ADS steps

Figure 5 depicts the general architecture of a network ADS

which performs the following steps in the anomaly detec-

tion process:

• Capturing transferred data packets from the monitored

network or using existing datasets for the intrusion

context.

• Data preprocessing.

• Extracting or finding a set of features describing the

events happening in the monitored network or host.

• Training the SVM classifier using normal activities and

profiles.

• Classifying the network traffic and system events by

using the learned models.

• Evaluating the classification results using appropriate

metrics.

• Producing the required response according to the SVM

results.

4.5 Datasets

Online ADS schemes capture the required data directly

from the monitoring environment (a network or a host),

while offline ADS schemes use the logged events, in the

form of a dataset. For instance, DARPA is one of the

datasets that have been used for many years in the ADS

literature (Cheng et al. 2012) and consists of two primary

data: TCPDUMP and BSM. TCPDUMP is gathered from a

simulated LAN and contains data packets. Besides, BSM

(basic security module) has the logs of system calls’ exe-

cutions (Gautam and Om 2016). The training data of the

first and third weeks of DARPA, which have not any

security attacks, can be used to support the training of the

ADS schemes.

On the other hand, the second week of the DARPA

training data has a subset of attacks to be used in misuse

detection. Also, regarding the shortcomings of the DARPA

dataset, other datasets such as KDD Cup and NSL-KDD

are created from it by removing the redundant records. The

KDD Cup dataset contains 41 features, in which nine

features are nominal variables, and 32 features are con-

tinuous variables. It has a label that specifies that the record

is normal or attack type. KDD Cup consists of five million

training records and two million testing records. The

DARPA-based datasets contain the following types of

attacks:

• DoS Attack: The attacker overloads the victim with

many requests, exhausting its resources. As shown in

Fig. 6, this attack can be conducted against various

network layers, different protocols, and applications.
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• U2R Attack: Unauthorized access into a system as an

admin user.

• R2L Attack: The intruder uses system vulnerability to

act as a regular user.

• PROBE Attack: The intruder scans the network com-

puters to find their vulnerability.

4.6 Dimension reduction

For dealing with high-dimensional intrusion datasets, fea-

ture selection/extraction (Nguyen et al. 2010; Gong et al.

2011) should be conducted to remove irrelevant, redun-

dant, and noisy features (Guo et al. 2010). Feature selection

techniques can lessen the dataset’s features, keeping a

subset of principal, and related attributes aimed to enhance

the ADS performance (Kabir et al. 2018). In general, these

methods are categorized as filter-based (Ambusaidi et al.

2016), wrapper-based (Sindhu et al. 2012), and hybrid

approaches. The filter-based techniques such as informa-

tion gain, principal component analysis (PCA) (Yi et al.

2011), entropy, and so on focus on the intrinsic properties

of the features. On the other hand, wrapper-based approa-

ches apply a classifier to evaluate a subset of features. Even

though this method is computationally expensive than the

filtering method, it is more dependable (Saied et al. 2016).

4.7 ADS training

An SVM classifier should be trained using the training part

of a dataset, and then it should be evaluated using the

testing part of that dataset. To further validate the SVM, N-

fold cross-validation can be used in which data samples

should be split into N equal segments. Then, performance

evaluations should be conducted in the N phases, in each of

which, (N - 1) folds of data will be applied for training

purposes, and one remaining fold will be employed for the

testing.

Regarding the learning method applied in the intrusion

detection process, the ADS schemes can also be classified

as unsupervised, semi-supervised, and supervised learning

methods (Khan et al. 2012). The unsupervised anomaly

detection techniques detect anomalies using unlabeled

data. Although they often have a high detection rate, they

may suffer from a high false-positive rate (FPR) (Sallay

et al. 2013). The supervised learning techniques require a

fully labeled dataset for training classifiers, which may not

be available in some context. Also, semi-supervised ADS

can employ partially labeled datasets. Generally, super-

vised ADS approaches for intrusion detection try to find the

relationships among the features and their classes (Wang

et al. 2008). But, there is an initial training period for ADS,

and it must be frequently retrained, to apply new data items

in the training data for recognizing new normal behaviors.

Most ADS methods use non-incremental learning algo-

rithms. But in this case, with the accumulation of new data

samples, their training time increases, and they will have

difficulties in tuning themselves with changing situations.

On the other hand, incremental learning can rapidly learn

from new samples and meet the requirements of real-time

ADS.

4.8 ADS evaluation metrics

The outcome of an ADS scheme in the testing phase can be

as follows:

Fig. 5 Architecture of a network-based ADS security system
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• True Negatives (TN): Normal traffic is correctly

recognized as normal traffic.

• True Positives (TP): Attack traffic is correctly detected

as attack traffic.

• False Positives (FP): Normal traffic is misclassified as

attack traffic.

• False Negatives (FN): Attack traffic is falsely misclas-

sified as normal traffic.

Figure 7 indicates the metrics which have been applied

in the performance evaluation of the ADS schemes. To

have an efficient ADS scheme, both FP and FN should be

reduced, while TP and TN should be maximized. However,

the ADS approaches often try to balance the ability to

detect new attacks and generating a low rate of FP. The

proposed SVM-based ADS schemes can have one of the

outputs specified in Fig. 8. In the first case, which happens

in the simplest form of the ADS, traffic is only classified

into the normal and abnormal categories, without specify-

ing the type of attacks. In the second case, not only can the

ADS detect unusual traffic, but it also recognizes the kind

of attacks conducted against the network. In the third case,

Fig. 6 Security attacks on the TCP/IP (Masdari and Jalali 2016)
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the ADS determines the known class of attacks and also

finds new attacks.

4.9 ADS response

Also, regarding the final ADS response, they can be clas-

sified as passive or active approaches. In the passive mode,

ADS logs the events and notifies the security or network

administrator. In contrast, in the active mode, in addition to

sending the required alerts, it can conduct necessary actions

to block the intruders.

5 Study of the proposed SVM-based ADS
schemes

This section shall briefly survey the state-of-the-art SVM-

based ADS schemes introduced in the literature since 2010.

Figure 9 exhibits the classification of these ADS

approaches regarding the type of utilized SVM classifier

and other techniques. As shown in this figure, different

types of SVM are applied by outlined systems to benefit

from their capabilities, for example, to conduct multiclass

classification. Moreover, in some approaches, to boost the

detection rate and accuracy of the ADS, SVM parameters

and its applied kernel functions are trained through using

meta-heuristic algorithms. Also, to increase the detection

rate, some of the ADS approaches have exploited the SVM

with other classifiers such as decision trees, ANN, and

naı̈ve byes. Furthermore, some of the outlined schemes

have applied feature extraction methods or utilized meta-

heuristic algorithms for feature selection. At last, some

other ADS approaches have tried to handle the imbalanced

datasets, which makes the SVM training process imperfect.

5.1 One-class SVM-based ADS schemes

This subsection focuses on the ADS schemes, such as

Dong and Peng (2018) and Ioannou and Vassiliou (2019),

which have employed the OC-SVM classifier. The authors

in Renjit and Shunmuganathan (2011) have provided

effective ADS and used a local agent in the hosts to gather

data from its system and employed an SVM classifier to

find anomalies in this data. When the agent detects that its

system is under attack, it disconnects the system from the

network. The local agent in each host applies a mobile

agent to collect data from the neighbor nodes before it

allows the system to send data to its neighbors. As an

advantage, the local agent can remove the local system

from the network when the system is under security

attacks. Figure 10 shows the anomaly detection process

applied in this scheme.

In Agarwal and Mittal (2012), the authors try to detect

network anomalies by presenting a hybrid ADS approach

by using SVM and the entropy. DARPA dataset is used to

evaluate this method. In this scheme, the first normalized

entropy of features is computed then they are used to train

the SVM model for classifying the network traffic. The

authors indicated that this scheme could handle attack

traffic with high detection accuracy and fewer false alarms.

Xie and Zhang (2012) introduced an SVM-based

anomaly ADS scheme, which mitigates the number of

required training samples as well as training time. Before

the classifier training, data should be normalized, and all

types should be converted into binary data. Afterward, it

extracts the relevant intrusion features and converts the raw

data into vectors, which will be stored in the vector library.

The authors have evaluated this scheme on the KDD Cup

dataset and showed that it could achieve a higher detection

rate than the basic SVM.

In Zhang et al. (2015), the authors have provided an

anomaly handling scheme using OC-SVM that applies the

Fig. 7 ADS evaluation metrics

Fig. 8 ADS outputs
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data of the network’s normal connections for training

purposes. This ADS model is compared with the C-SVM

and probabilistic neural network classifiers and applied the

radial basis function (RBF) kernel in them. This anomaly

detection model is evaluated on the KDD Cup dataset, and

the authors have selected a random sample (3%) of normal

data records in the raw training data. To test the ADS

model’s capability to recognize various types of attacks,

they randomly chose different kinds of records in the

testing data. Nonetheless, some attacks such as U2R and

R2L were selected because of their low number of records

in the KDD Cup. Besides, they achieved higher detection

rates and improved precision, recall, and F-value metrics.

Figure 11 shows the architecture of this ADS model.

In Ramamoorthi et al. (2011), the authors proposed an

anomaly detection mechanism to detect DDoS attacks

using ESVM or enhanced SVM with string kernels.

Besides, they use the normal behaviors of users for training

and apply normal and attacks traffic data for testing the

ESVM. As an advantage, this scheme can detect network

layer and application layer-based DoS attacks with high

accuracy.

In Khreich et al. (2017), the authors employed OC-SVM

to introduce anomaly detection-based ADS. They train OC-

SVM on the fixed-size feature vectors achieved from the

system call traces. They also apply a window of N system

calls and for each window associate a feature vector.

Besides, they compute the frequency of the n grams, which

are a sequence of n items from a system call trace. They

structured variable n grams into the fixed-size vectors and

assigned weights to them, considering their frequency.

Afterward, the fixed-size feature vectors are used to train

the OC-SVM with different kernels.

In Amraee et al. (2018), the authors tried to deal with the

anomaly detection in the distributed networks by intro-

ducing a fully distributed SVM-based approach. They

solved the SVM optimization using an efficient gradient-

based algorithm to obtain an estimate for the hyper-planes

parameters. They achieved high performance with low

Fig. 9 Taxonomy of the SVM-

based ADS schemes

Data acquisition 

Feature extraction 

Creating testing sample

Creating training sample 

Creating SVM detection model

Gaining intrusion types by SVM 
detection model

Gaining detection precision

Fig. 10 Intrusion detection process by SVM in Renjit and Shunmu-

ganathan (2011)

Raw DataFeature Selection/Extracting

Formatted Data

Training Data Testing Data

SVM_TRAIN Decision Model SVM_TEST Result

Fig. 11 OC-SVM-based ADS model in Zhang et al. (2015)
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complexity and communication loads in the anomaly

detection process. They applied synthetic and real datasets

in their simulations and indicated that their distributed

approach increases the nodes’ performance the same as a

central node with access to all required data.

The OC-SVM classifier is sensitive to the noisy data in

the training step, which causes a shift in the boundary of

OC-SVM toward the noisy data. For dealing with this

issue, in Tian et al. (2018), an ADS solution denoted as

Ramp-OCSVM is introduced, which, instead of the Hinge

loss function, applies the ramp loss. In the performance

evaluations, the first experiment was conducted on a two-

dimensional synthetic dataset, the second one is carried out

on a few UCI datasets, and at last, UNSW-NB15 and NSL-

KDD are used. The results showed that the Ramp-OCSVM

outperforms other models based on detecting anomalies.

In Zhang et al. (2019), the authors proposed an SVM-

based ADS which extracts and optimizes the training fea-

tures. It applies the Kullback–Leibler divergence and cross-

correlation calculated by the data and control plane traffics

for SVM training. This training approach can increase the

detection accuracy of their scheme. They also validated its

performance according to realistic traffics. They exhibited

that their ADS solution can recognize short-duration

attacks in the network.

Table 4 exhibits the comparison of the OC-SVM-based

ADS schemes. It compares the evaluated metrics, applied

ADS datasets, and kernels utilized in the SVM classifier.

The ADS approach provided in Miao et al. (2018),

formulated a distributed online OC-SVM classifier and

used a decentralized cost function. To prevent sending

data, they used an approximate function, instead of the

kernel and minimized the cost functions using stochastic

gradient descent. They carried out experiments on the real

and synthetic datasets and indicated that their methods

could have low misdetection and high TPR. Besides, they

claimed that their approach achieves good accuracy with

short running time and incurs lower overheads in terms of

memory and CPU.

In Tang et al. (2019), the authors proposed a DDoS

detection approach based on V-SVM. This scheme tries to

normalize the feature data, and by using PCA, it reduces

the data dimension. It applies a kernel and uses the

parameter V control support vector, and the number of

error vectors establishes a V-SVM-based DDoS attack

classification model to detect attacks. The simulations’

results exhibited that this ADS method can improve the

accuracy, reduces the FNR while ensuring the timeliness

and stability of the achieved results.

5.1.1 PCA-based ADS schemes

PCA or principal component analysis is known as an

effective filter-based feature selection method that converts

a set of observations of the correlated variables to values of

linearly uncorrelated variables, denoted as principal com-

ponents (De la Hoz et al. 2015). This section focuses on the

PCA-based anomaly ADS schemes (Reddy et al. 2016; Liu

et al. 2010). For instance, in Heba et al. (2010), the authors

presented an ADS approach that used PCA on the NSL-

KDD dataset to choose the optimal feature subset and

reduced the data dimensions from 41 to 23. The authors

validated the effectiveness of their ADS through simula-

tions performed K-fold cross-validation on the NSL-KDD

dataset. As an advantage, this scheme can improve the

testing and training processes.

Also, the ADS scheme proposed in Thaseen and Kumar

(2014) integrates PCA and the SVM, and it optimizes the

parameters of the RBF kernel function. In this scheme,

SVM builds the classification model according to the

training data achieved from the PCA. It lessens the

required time for testing and training and enhances the

accuracy of ADS. For evaluation purposes, cross-validation

is carried out on the KDD Cup dataset. Concerning the

malicious minority behaviors like U2R and R2L, creating

the equal size of data samples for training and testing, can

improve classification accuracy. Furthermore, since the

classifier input needs a reduced feature set, low resources

will be used, and minimum training and testing overhead

will be incurred. However, further performance analysis is

necessary to evaluate the capabilities and merits of this

solution.

The ADS approach in Chu et al. (2019) presents an ADS

for early detection of the advanced persistent threat (APT)

attacks, which are organized by a group of hackers. This

scheme applies PCA for feature sampling, to enhance the

detection accuracy. This ADS solution is evaluated on the

NSL-KDD dataset. The results indicated that the SVM

classifier has the highest detection rate, and this

scheme can be used to reduce the APT attacks’ impact.

Table 5 exhibits the comparison of the PCA and rough

set ADS schemes. It mainly compares the utilized evalu-

ation metrics, datasets, kernels, and feature extraction

methods in the outlined ADS schemes.

5.1.2 Meta-heuristic-based ADS schemes

Different meta-heuristic algorithms are benefited in com-

bination with the SVM classifier to improve ADS capa-

bilities and effectiveness (Enache and Sgarciu 2014).

Often, meta-heuristic algorithms are incorporated for the

training of the SVM classifiers, tuning their optimal
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Table 4 Comparison of OC-SVM-based ADS schemes

Schemes Evaluated

metrics

ADS datasets Kernel

functions

Feature

extraction

Advantages/limitations

Renjit and

Shunmuganathan

(2011)

Detection

Rate,

FPR

PCA,

LDA

Distributed ADS scheme,

Considering the practical

scenarios for ADS,

Comparison with two other ADS

solutions

Xie and Zhang

(2012)

Detection

rate,

Fall-out rate,

Miss rate

KDD Cup Gaussian Selecting learning vectors in the

training step,

reducing the training samples,

reducing the training time

Zhang et al. (2015) Detection

Rate,

Recall

KDD Cup Gaussian Mutual

Information

Ramamoorthi et al.

(2011)

Classification

rate

Linear,

Polynomial,

RBF,

String kernel

Synthetic

traffic

generation

Using various kernels for

classifications,

Comparison with multiple

kernels,

Only detects normal traffics and

attack, traffics, not type of the

attacks

Khreich et al.

(2017)

AUC,

FPR,

TPR

ADFA-LD Gaussian,

linear

A complete comparison with the

neural, networks, STIDE, and

HMM

Amraee et al.

(2018)

Precision

accuracy

curve,

AUC score,

ROC curve

Iris

Thyroid

Occupancy

SMTP

Mammography

Providing distributed anomaly

detection algorithm,

Applies gradient-based training,

Comparison with other SVM

classifiers

Tian et al. (2018) Recall,

Precision,

F1 score,

Recall,

FPR

NSL-KDD

UNSW-NB15

Gaussian Improves SVM to deal with the

noisy data,

Extensive comparisons with other

types of the SVM classifier,

No comparison with different

classifiers

Zhang et al. (2019) TPR,

FPR,

Precision,

F-score,

Overall

success rate

Real traffic captured from an edge

router in King Saud University

RBF Entropy

Miao et al. (2018) Memory

consumption

CPU time

AUC

TPR

FPR

F1

UCI Datasets Gaussian Using Distributed Online SVM

for ADS,

Extensive comparisons and

evaluations using multiple

datasets,

Does not support multiclass

classification
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parameters, and for choosing more crucial features from

the intrusion detection dataset Enache and Sgârciu (2015a).

An ADS scheme denoted as PSO-OCSVM is proposed,

in Shang et al. (2015), which applies the PSO algorithm for

the training of the SVM classifier. They established an

improved feature vector extraction method and data pre-

processing for industrial Modbus TCP protocol. Further-

more, they mitigated the training delay in their ADS model

and increased its accuracy. This mechanism trains the

anomaly detection model with only the one class of the

samples for the anomaly detection. Nonetheless, they have

not compared their approach with other ADS schemes, but

it outperforms the Grid-OCSVM.

In Enache and Sgârciu (2015b), the authors applied the

binary BA to conduct features selection using the wrapper

method and to train the SVM parameters. The authors have

employed ten-fold cross-validations to evaluate this

scheme, and experiments are performed on the NSL-KDD,

which indicate some improvements in terms of FPR and

detection rate.

In Aslahi-Shahri et al. (2016), wrapper-based ADS is

proposed, which employs the genetic algorithm (GA) and

SVM classifier to reduce the dataset’s features. The feature

distribution is done to put four features in the highest pri-

ority, another four in the next level of preference, and the

other 2 in the last level of priority. The block diagram of

this ADS approach is given in Fig. 12. The authors showed

that their hybrid scheme could achieve better results

regarding the TPR and FPR metrics.

In Enache and Patriciu (2014), the authors employed

information gain for feature selection in an anomaly

detection model. Also, the authors have employed RBF

kernel function with the SVM, and their parameters are

adjusted by using the PSO and ABC algorithms. They used

the NSL-KDD dataset with the WEKA software. They

indicated that the ABC algorithm achieves a better per-

formance than PSO, in terms of metrics such as detection

rate, FPR, and accuracy.

In Feng et al. (2014), the authors presented CSOACN,

which applied the SVM and clustering using self-organized

ACN. They combined the SVM with CSOACNs to use

their strengths. Although they have evaluated this

scheme using the KDD Cup, further analysis is needed via

other benchmark datasets. The block diagram of active

learning in this approach is depicted in Fig. 13.

The ADS method, introduced in Al Shorman et al.

(2019), uses OC-SVM for providing an unsupervised

evolutionary method for botnet detection in IoT. This

scheme uses the gray wolf optimization algorithm to detect

IoT botnet attacks to optimize the SVM’s parameters. For

performance evaluations, a dataset with real data is used,

and the authors exhibited that their ADS can outperform

other approaches by using metrics like TPR, FPR, Geo-

metric-mean, and detection time.

In Bostani and Sheikhan (2017) put forward MI-BGSA,

a hybrid wrapper-based ADS approach that uses binary

GSA and applies a mutual information approach for filter-

based feature selection. It extracts proper features using a

multi-objective function to increase the detection rate and

reduce FPR. However, this scheme is only evaluated on the

NSL-KDD and is not compared with the other ADS

approaches.

Table 6 exhibits the comparison of the meta-heuristic

SVM-based ADS schemes and compares their applied

evaluation metrics, datasets, kernel functions, and feature

extraction methods.

Table 5 Comparison of the PCA-based ADS schemes

Schemes Evaluated

metrics

Kernel

functions

Datasets Feature

extraction

Advantages/limitations

Reddy et al. (2016) Accuracy

Training

Time

Testing

Time

RBF DARPA

KDD

Cup

Rough Set Simple ADS approach,

Needs further evaluations

Liu et al. (2010) Accuracy

FPR

Sigmoid KDD

Cup

Rough Set Needs further evaluations, Employs binary PSO which is an old

optimization algorithm

Heba et al. (2010) Accuracy Gaussian

nonlinear

polynomial

KDD

Cup

PCA Reducing testing time,

Reducing training time

Thaseen and Kumar

(2014)

Accuracy RBF KDD

Cup

Chi squared Reducing testing time, Reducing training time,

Increasing accuracy,

It can deal with unbalanced datasets
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5.1.3 Clustering-based ADS schemes

To handle large datasets and enhance ADS performance,

some ADS schemes have exploited clustering algorithms in

combination with the SVM. This method reduces the

training time of the classification process by providing a

reduced and smaller dataset to the classifier. Clustering

methods are employed by different ADS schemes such as

Emadi and Mazinani (2018) to get higher performance,

dealing with the unlabeled data, and handling large data-

sets. For instance, in Li and Zhao (2011), the authors

provided a fuzzy SVM-based ADS model, which has uti-

lized rough set theory for dimension reduction of the KDD

Cup dataset. Also, the rough set upper and lower

approximation is used to find the relation of features. They

reduced the dataset attributes from 41 to 20, and this can

improve training and classification performance. This

fuzzy scheme benefits from a fuzzy membership function

based on the affinity among sample points to decrease the

outlier’s effects. The authors evaluated their solution in

terms of FPR, detection rate, and detection efficiency and

achieved better results than an SVM-based ADS solution,

which has not applied feature selection. Figure 14 indicates

the architecture of this scheme.

Some of the ADS schemes perform clustering of net-

work traffic connections into normal and abnormal classes

based on some features. Often, the distance measure to find

the similarity of features is the Euclidean distance function.

In Sani and Ghasemi (2015), the authors have provided a

learning method of an appropriate distance function

according to a set of supervision information. This

scheme solves a semidefinite optimization problem, to

reduce the distance between the similar, and increases it

among the different features. They evaluated the perfor-

mance of this scheme in terms of FPR on the

Kyoto2006 ? dataset.

The ADS approach proposed in Ashok et al. (2011)

applied the SVM classifier along with the K-means method

to handle data anomalies. They computed the information

measure (IM) by calculating the relation between each

attack class and features. Then, they have used the

K-means algorithm to remove the redundant features by

categorizing five attack clusters. Afterward, they divide

each cluster into several triangles based on several features

obtained by IM. They have reduced the dimensionality of

feature set by calculating the triangular area by simplifying

attack class with that cluster. They carried out experiments

Fig. 12 ADS architecture in

Aslahi-Shahri et al. (2016)
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Fig. 13 Active learning of SVM in Feng et al. (2014)
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on the KDD Cup dataset and evaluated the FPR and the

best detection rate.

In Chitrakar and Chuanhe (2012), the authors benefited

from K-means and K-medoADS clustering algorithms with

the Naı̈ve Bayes classifier to provide an ADS approach.

The need for large samples in this scheme is reduced by

using the SVM while keeping the clustering results of the

K-medoADS. As an advantage, the authors have conducted

evaluations using the Kyoto2006 ? dataset, which is

newer than the conventional DARPA-based datasets. They

evaluated the performance of their scheme using metrics

such as FPR, accuracy, and detection rate of their solution.

Table 7 exhibits the comparison of the clustering assisted

SVM-based ADS schemes and focuses on their applied

evaluated metrics, ADS datasets, kernel functions, and

feature extraction methods.

To deal with the security issues in the application layer

of the industrial control systems, in Shang et al. (2018), the

authors analyzed the rule of Modbus/TCP protocol.

Besides, they presented an ADS approach by using the

Table 6 Comparison of the meta-heuristic ADS schemes

Schemes Evaluated metrics Kernel

functions

Datasets Feature

extraction

Advantages/limitations

Enache and

Sgarciu

(2014)

Accuracy,

Detection rate

Testing Time,

FPR

RBF NSL-KDD,

KDD Cup

Bat algorithm is improved with Lévy flights

Only is compared with other meta-heuristic algorithms

and it should be compared with different classifiers

Enache and

Sgârciu

(2015)

Accuracy

Detection rate

FPR

RBF,

Polynomial

NSL-KDD,

KDD Cup

Information

Gain,

Entropy

Bat algorithm is improved with Lévy flights

Should be compared with other classifiers

(Tian and Gu

2010)

Training Time Polynomial,

Sigmoid

Five

datasets

from UCI

Mutual

Information

Compared with K-NN, K-Means, PCA, and SOM,

It does not improve the PSO algorithm which has been

applied in the ADS

Lin et al.

(2012)

Accuracy KDD Cup Information

Gain

Further evaluation is needed

Shang et al.

(2015)

Detection rate Sigmoid

Gaussian

UCI Information

Gain

Not enough evaluations

Enache and

Sgârciu

(2015)

Detection rate

FPR

RBF NSL-KDD

KDD Cup

Improving binary bat algorithm,

No comparison with other classifiers

Aslahi-Shahri

et al. (2016)

Recall, Accuracy

FPR, Precision

ROC, F-measure

(Liu et al. 2008)

KDD Cup PCA It should be compared with other ADS schemes.

Enache and

Patriciu

(2014)

Accuracy

Training Time

Testing Time

RBF NSL-KDD Information

Gain

Further experiments and evaluations are needed to verify

the achieved results

No improvement to the applied meta-heuristic algorithms

Feng et al.

(2014)

Detection rate

Training Time

FPR

FNR

RBF KDD Cup Using active learning SVM for achieving high

performance

Using CSOACN or clustering based on self-organizing ant

colony network

It is only compared with other types of SVM, not with

other classifiers

Bostani and

Sheikhan

(2017)

Accuracy

Detection rate

Execution time

FPR

RBF NSL-KDD Mutual

Information

Conducting comprehensive experiments with other

optimization algorithms and feature selection methods,

The applied meta-heuristic algorithm is not improved

Al Shorman

et al. (2019)

TPR

FPR

Geometric-mean

RBF NN-BaIoT Anomaly detection in the IoT environment which have

been focused by fewer schemes,

A complete comparison of the proposed scheme

Improving security using SVM-based anomaly detection: issues and challenges 3209

123



SVM classifier and fuzzy C-means (FCM) clustering

method to compute the distance between the cluster center

and industrial network communication. By conducting

several experiments, they indicated their method could

mitigate the training time and enhance the accuracy with-

out needing labeled data.

5.2 Multiclass SVM-based ADS schemes

Also, multiclass SVMs can be classified into the one

against all SVM (OAA-SVM), one against one SVM

(OAO-SVM), and DAGSVM. In the first case or the OAA-

SVM, only one binary SVM will be used for each class of

data, to separate class members from other classes, and a

data item can be placed in a class if its SVM accept it and

remaining SVMs do not accept it. Although this method

can be suitable for tightly clustered data, it may leave some

parts of the feature space unclassified, especially in cases in

which a data item be accepted by more than one SVM or

when all SVMs reject. The OAA-SVM applies the majority

voting method for performing classification. On the other

hand, OAO-SVM uses one SVM for each pair of classes

and employs fewer SVMs, and each SVM will be trained

based on data of its two categories. But, this method can

suffer from the limitations of the binary SVMs. At last, in

the DAGSVM method, the classifier builds k*(k - 1)/2

hyper-planes and applies a graph traversal method for

testing, and its nodes are binary SVMs.

Regarding several classes of attacks that should be

detected by an ADS solution, various multiclass SVM-

based ADS schemes such as Mewada et al. (2010) are

designed and introduced. For example, the multiclass ADS

approach in Mulay et al. (2010), utilizes classifiers such as

hierarchical multiclass SVM and decision tree to provide

ADS, which can mitigate the testing and training time. In

this scheme, the decision tree structure determines the

division of the feature space and has a direct impact on

classifier performance. They studied the hierarchical mul-

ticlass SVM and tree-structured multiclass SVM, which

consider the distribution of classes along with the distances

of class centers. These types of SVMs help to build a

pattern recognition model for ADS and classify security

attacks and increase the efficiency of ADS by decreasing

the training and testing time of data. The authors did not

provide any experimental results for their scheme.

The authors in Aburomman and Reaz (2017), applied

the two-class SVM for multiclass classification purpose.

They proposed WOAR-SVM, a new ADS method, to

improve the multiclass classification. They have evaluated

several methods for creating a multiclass SVM classifier

from some binary SVMs. They applied a weighted OAA-

SVM and employed the differential evolution (DE) opti-

mization algorithm to tune the SVM and reduce the pre-

diction errors of each binary classifier. Also, it enables the

integration of binary hypotheses into a multiclass hypoth-

esis, where each binary classifier may feature a unique set

of parameters. Besides, to evaluate the accuracy of this

solution, the authors performed experiments using the

NSL-KDD dataset.

Table 8 provides a comparison of the multiclass SVM-

based ADS schemes. It mainly compares the evaluated

metrics, utilized datasets, kernel functions, and feature

extraction methods applied in the outlined ADS schemes.

5.3 Least square SVM-based schemes

LS-SVM or Least squares SVMs are supervised kernel-

based learning methods, which apply equality constraints

instead of inequality restrictions to solve linear equations in

the classification problems and have lower computation

overhead. Also, in Ambusaidi et al. (2016), the authors

introduced FMIFS, a supervised feature selection algorithm

that applies the mutual information to choose optimal

features and handle the linearly and nonlinearly dependent

features. They used FMIFS for mitigating the redundancy

of features and combined it with the LS-SVM. As an

advantage, this ADS scheme is evaluated on multiple

datasets such as KDD Cup, Kyoto 2006 ? , and NSL-KDD

Fig. 14 The block diagram of the RS-FSVM in Li and Zhao (2011)
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datasets in terms of FPR, accuracy, detection rate, and

F-measure.

5.4 Radial SVM-based schemes

Many ADS approach has been proposed in the literature to

deal with the anomaly detection problem in the literature

using radial SVM, which will be studied in this section.

The ADS approach introduced in Kuang et al. (2012) by

Kuang et al. uses a localized kernel PCA for data prepro-

cessing. It decreases the time-shift sensitivity problem in

the SVM. It benefits from an improved version of the SVM

classifier to find the main features. In this scheme, the GA

algorithm is used for training the kernel parameters in the

SVM. They exhibited that the KPCA outperforms the PCA

by exploring higher-order information of the inputs, and it

Table 7 Comparison of the clustering assisted SVM-based ADS schemes

Schemes Evaluated

metrics

Kernel

functions

Datasets Feature

extraction

Advantages/limitations

Li and Zhao (2011) Detection

Rate

accuracy

FPR

FNR

KDD

Cup

Rough Set Using fuzzy SVM for classification,

Only is compared with standard SVM,

further comparison with other schemes and classifiers are needed

Sani and Ghasemi

(2015)

Detection

Rate

Kyoto

2006?

KDD

Cup

PCA This scheme is evaluated on two datasets, but it is compared with

only one ADS scheme

Ashok et al. (2011) Detection

Rate

FPR

Recall

KDD

Cup

It is compared with two other schemes; however, further

experiments are needed

Chitrakar and

Chuanhe (2012)

Accuracy

Detection

Rate

FPR

ROC

Kyoto

2006?

Mutual

Information

It is compared with the Naı̈ve Bayes classifier with the K-means

and K-Medoids clustering methods

Shang et al. (2018) Accuracy

Training

time

Testing

time

Focuses on the industrial networks which are less investigated by

other schemes,

Further comparisons with different classifiers and ADS schemes

are needed

Table 8 Comparison of the multiclass SVM-based ADS schemes

Schemes Evaluated

metrics

Kernel

functions

Datasets Feature

extraction

Advantages/limitations

Mewada et al.

(2010)

Detection

rate

Cauchy,

ANOVA,

RBF

KDD

Cup

Primitive ADS solution,

Its idea should be further expanded and should also be evaluated

Mulay et al.

(2010)

Only proposing the hierarchical multiclass SVM and tree-structured

multiclass SVM algorithms for ADS problem,

No experiments and evaluations

Aburomman and

Reaz (2017)

Accuracy,

FPR,

FNR,

PPV,

F1

Gaussian NSL-

KDD

A comprehensive multiclass ADS approach,

Using the DE algorithm for finding an optimal model selection vector,

Complete evaluation of the proposed ADS approach
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better extracts the principal components. Nevertheless, this

scheme is not compared with other classifiers to indicate its

performance.

In Enache et al. (2015) carried out a wrapper-based

selection of features that combined Naı̈ve Bayes and SVM

classifiers. They employed a binary version of the BA,

which is enhanced by using Lévy flights to improve the

exploration capability. By cross-validation and experi-

ments conducted on the NSL-KDD, the authors indicated

that this algorithm could improve the detection rate, exe-

cution time, and FPR of this ADS scheme.

Table 9 exhibits the comparison of the radial SVM-

based ADS schemes. It mainly compares the evaluated

metrics, applied ADS datasets, and utilized kernel func-

tions in the employed SVM classified.

5.5 Hybrid ADS schemes

Different ADS schemes such as Erfani et al. (2016), Liu

et al. (2011), Dixit et al. (2018), Anton et al. (2019) and

Hasan et al. (2019) have benefited from the SVM classifier

in combination with other classifiers and techniques to

handle anomalies. This subsection provides a brief study on

such ADS schemes.

In Lin et al. (2012), the authors present a wrapper-based

ADS which tries to select the essential features of the KDD

Cup dataset using SVM classifier and decision tree (DT),

which can achieve the decision rules. They also applied

simulated annealing (SA) for feature selection training of

SVM and DT classifiers for enhancing the detection

accuracy. The parameter for the decision tree and SVM is

adjusted through SA. The authors have employed ten-fold

cross-validation to evaluate the accuracy of classification

for the KDD Cup. The flowchart of this ADS approach is

shown in Fig. 15.

In Zhang and Shen (2005), Zhang and Shen try to handle

the online intrusion detection as a text processing problem

and detect the system calls in the privileged processes.

They employed a modified TF-IDF (term frequency-in-

verse document frequency), which is a text processing

method, regarding the correlation between the processes,

the time information, and the consequences of the attacks.

Also, inspired by online SVM, they modified the robust

SVM and one-class SVM. Besides, the authors have con-

ducted evaluations on the BSM audit data of the DARPA

dataset. As an advantage, it can reduce the support vectors

leading to mitigation in the required training time and

running time while keeping the detection accuracy. Fig-

ure 16 depicts the block diagram of the ADS proposed in

this scheme.

In Wang et al. (2016), Wang et al. put forward an

effective method called exemplar extraction to extract

subsets from the original dataset before building the

detection models. The affinity propagation and K-means

algorithms are used to find the exemplars. They presented

exemplar extraction, to extract a smaller set of represen-

tative exemplars which summarize a large training dataset.

Consequently, the training will be shorter, and the test will

Table 9 Comparison of the least square SVM and radial SVM-based ADS schemes

Schemes Evaluated

metrics

Kernel

functions

ADS datasets Feature

extraction

Advantages/limitations

Ambusaidi et al.

(2016)

Accuracy

Detection

Rate

FPR,

Training

Time,

Testing

Time

KDD Cup, NSL-KDD,

Kyoto 2006?

Mutual

Information

Comprehensive comparisons with several

datasets

Kuang et al.

(2012)

Detection

Rate

RBF KDD Cup PCA,

Entropy

Tuning Kernel parameters with GA,

Needs further comparisons against other ADS

schemes

Enache et al.

(2015)

Accuracy

Detection

Rate

Training

Time

Testing

Time

RBF Improving Bat algorithm with Lévy Flights,

Conducting comparisons only with the Naı̈ve

Bayes classifier
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be performed on a compressed detection model. Also, they

used PCA to reduce the dimension of data and employed

IG for attribute selection. Also, K-NN and OC-SVM

classifiers are utilized for anomaly detection. As an

advantage, the authors have applied multiple datasets to

validate their work in the MATLAB software. In this

process, two HTTP datasets are extracted from a real net-

work environment and the KDD Cup dataset. Figure 17

depicts the steps carried out in this ADS scheme.

In Erfani et al. (2016), Erfani et al. provided a hybrid

ADS model using an unsupervised deep belief network

trained to extract proper features for the training of the OC-

SVM. This model’s performance can be enhanced with a

deep auto-encoder while reducing its training and testing

time. As an advantage, the authors have provided an

extensive evaluation of their scheme using various types of

SVM, with linear and RBF kernels. It applies a high-di-

mensional unlabeled dataset. The DBN is trained as a

dimensionality reduction algorithm, and the derived fea-

tures are taken as input to train the OC-SVM. This

scheme reduces the complexity and scalability issues of the

SVM, in training with large-scale datasets by mitigating the

impact of irrelevant features. DBNs are appropriate feature

detectors for anomaly detection, taking only unlabeled data

to capture higher-order correlations among features, gen-

erating an accurate model, and imposing minimal compu-

tationally and memory complexity. As an advantage, by

using a deep architecture, this scheme can deliver better

generalization, since basic kernels such as linear kernels

can be used instead of more expensive kernels such as RBF

without affecting the accuracy. However, this study is just

conducted on the WSN datasets, and further tests are

required on other datasets.

The approach introduced in Enache and Sgârciu

(2015c), proposed a feature selection method using a

wrapper-based technique that applies an enhanced binary

BA with SVM and C4.5 decision tree classifiers. They tried

to increase the FPR and detection rate of their anomaly

detection approach and used the NSL-KDD dataset in ten-

fold cross-validations. Figure 18 exhibits the block dia-

gram of this ADS model.

Fig. 15 Flowchart of the proposed solution in Lin et al. (2012)

Fig. 16 ADS block diagram in

Zhang and Shen (2005)

Fig. 17 ADS steps in Wang et al. (2016)
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The ADS solution proposed in Kim et al. (2014), have

applied both anomaly detection and misuse detection

methods to deal with intrusions. In this scheme, the misuse

detection part uses the known attack data, and the anomaly

detection part utilizes the normal traffic data. For this

purpose, this scheme decomposes the normal training data

into disjoint subsets misuse detection model, and also an

ADS model is created for each of them. It applies the SVM

and C4.5 decision tree classifiers, where the decision tree is

used to implement misuse detection and decomposes the

training data of normal profiles into smaller categories.

Afterward, the OC-class SVM is employed to have an

anomaly detection model for each decomposed subset, and

it can use information about the known attack in building

normal behavior profiles. This scheme improves the per-

formance of the detection rate and speed of unknown

attacks. They have applied Gaussian kernel in the SVM and

carried out their simulations on the NSL-KDD dataset.

However, the normal data can be decomposed evenly into

subsets without degrading the misuse detection

performance.

For detecting intrusions, Chen et al. (2005) utilized the

ANN and SVM classifiers with two encoding methods.

They claimed that SVM with term frequency-inverse

document frequency could achieve the best performance.

The authors also applied BSM data from the DARPA

dataset in their experiments.

In Wang et al. (2010), the authors presented a hybrid

model that integrates anomaly detection with the provi-

sioning of high-level data about the anomalies. This ADS

approach uses C-SVM and OC-SVM to find and filter

unknown anomalous connections. Besides, SOM or self-

organizing map is used in this scheme. SOM is an unsu-

pervised ANN model to map high-dimensional data in two-

dimensional lattices and discover hidden patterns in the

training dataset. Also, since attacks that have common

properties belong to the same cluster, this scheme conducts

clustering and categorizing similar malicious connections

in four attack classes. Their model used the KDD Cup and

showed a high detection rate with a low FPR. The archi-

tecture of this ADS is shown in Fig. 19.

The scheme presented in Anil and Remya (2013),

exploited SOFM, a self-organized feature map to improve

the extraction of features from the KDD Cup. Also, a

tournament-based GA is used to find features, and SOFM is

employed to achieve similar groups from the dataset to

reduce its size and mitigate the training time of the SVM.

As an advantage, this ADS benefits from low computa-

tional time and a high anomaly detection rate.

In Ergen and Kozat (2019), the authors focus on unsu-

pervised anomaly detection and used long short-term

memory (LSTM) ANN. Furthermore, they used a decision

function using the support vector data description (SVDD)

and OC-SVMs. They also trained and optimized the LSTM

and OC-SVM using quadratic programing and gradient-

based methods. For this purpose, they modify the objective

criteria of the OC-SVM and SVDD algorithms in proving

the convergence.

They indicated that variable-length sequences could be

processed while maintaining good performance. Their

conducted experiments showed their method could out-

perform other conventional approaches.

In Serkani et al. (2019), a hybrid ADS scheme is pro-

vided using the LS-SVM and C5.0 decision tree classifiers,

in which the latter is used for feature selection. It is per-

formed done by pruning the decision tree and removing the

features with the least predictor significance. Afterward,

the LS-SVM is used, and the final features are the ones

with the highest surface area under the ROC curve. They

used the UNSW-NB15 and KDD Cup 99 datasets and

indicated that this approach improves accuracy and reduces

the FPR compared to the other ADS works.

In Injadat et al. (2018), the authors provided an effective

ADS solution and used the Bayesian optimization for

tuning the classifiers such as SVM, K-NN, and Random

Forest. Then, they evaluated the performance of these

Fig. 18 The ADS model in Enache and Sgârciu (2015) Fig. 19 ADS architecture in Wang et al. (2010)
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classifiers in the MATLAB environment. For performance

evaluations, the ISCX 2012 dataset is applied, and metrics

such as precision, accuracy, recall, and FPR are evaluated.

Table 10 compares the hybrid SVM-based ADS

approaches, regarding their evaluated metrics, ADS data-

sets, and kernel functions utilized in the outlined schemes.

6 Discussion

This section is aimed to provide a comparison of different

properties of the investigated ADS schemes. On the other

hand, it gives some information about the following issues:

• Various types of SVMs are utilized to recognize

anomalies.

• Kernel functions which are employed in the studied

ADS schemes.

• Other classifiers applied in combination with the SVM

to deal with anomalies.

• The feature extraction methods applied in the outlined

ADS schemes.

• The datasets which are used to analyze the efficiency of

the investigated ADS schemes.

• Evaluation metrics utilized to verify the effectiveness of

the proposed ADS solutions.

We further compared various types of SVM classifiers

employed in the investigated ADS solutions in Fig. 20. As

shown in this figure, the most common type of SVM

applied in the ADS is OC-SVM, multiclass SVM, and

hybrid schemes, which use other classifiers in combination

with SVM.

Figure 21 depicts the percentage of the proposed ADS

schemes using various meta-heuristic algorithms in com-

bination with the SVM classifier to improve the perfor-

mance of ADS schemes. As outlined before, these

algorithms can be efficiently used for feature selection of

benchmark datasets, training of the SVM, kernel functions,

and other employed classifiers. However, only a few meta-

heuristic algorithms are employed in the outlined anomaly-

based ADS approaches. Thus, in the future, different newly

proposed meta-heuristic algorithms should be applied in

this context to enhance the ADS capabilities further.

Also, all of the employed meta-heuristic algorithms are

single objective algorithms, and multi-objective optimiza-

tion algorithms have not been adequately studied. Conse-

quently, in future studies, multi-objective optimization

algorithms can be benefited to solve ADS problems with

several conflicting objectives.

Employing a proper dataset is very critical, and since

ADS solutions are context-aware, designing special-pur-

pose datasets in each different context should be consid-

ered in the future. Figure 22 exhibits the properties of an

ideal dataset, which should be considered in selecting an

appropriate dataset for anomaly detection. Figure 23

exhibits the datasets applied in the studied schemes, and it

indicates the number of solutions that have used each

dataset. As shown in this figure, the primary datasets used

in this content are DARPA, KDD Cup, NSL-KDD, and

Kyoto 2006 ? . However, these datasets are quite old, and

in the subsequent studies, newer datasets should be adapted

for the evaluation of ADS schemes. Also, the DARPA-

based datasets often suffer from a lack of attack diversity

and only contain a limited type of attack. Furthermore, only

a handful of schemes have evaluated their proposed model

using multiple datasets. In the future, this issue can be

further challenged to create more general and useful ADS

models.

One of the crucial features in the investigated ADS

schemes is the evaluation metrics that have been utilized to

indicate the effectiveness of the proposed ADS solutions.

Figure 24 exhibits the evaluation metrics used in the SVM-

based ADS schemes. As depicted in this figure, metrics

such as detection rate, accuracy, FPR, train duration, and

testing time are mostly used to evaluate the performance of

the ADS schemes.

Also, Fig. 25 indicates various kernel functions applied

in the ADS schemes for classification of nonlinear data by

converting low dimensional data to high dimensional one,

to detect numerous attacks and intrusions accurately. As

shown in this figure, RBF, Gaussian, and polynomial are

the three most widely benefited kernel functions by the

studied ADS schemes. To achieve better results, tuning the

parameters of these kernel functions can be further

examined.

Figure 26 exhibits the other classifiers that have been

combined with the SVM classifier to improve the classifi-

cation performance. As shown in this figure, classifiers

such as DT and SOM are mostly applied in conjunction

with different types of SVM classifiers. Furthermore,

Fig. 27 depicts the number of schemes which have suc-

cessfully benefited from each kind of feature extraction

methods. As shown in this figure, PCA, mutual informa-

tion, and entropy methods are utilized for feature extraction

in the investigated SVM-based ADS schemes.

7 Conclusions and future research
directions

Anomaly detection is a classification problem aimed to find

the nonconforming patterns in data. In the security and

intrusion detection contexts, anomaly detection approaches

can deal with new cyber threats launched against the hosts

and computer networks. Several interesting pieces of

research have been conducted in the anomaly intrusion
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detection field, using techniques provided by artificial

intelligence, data mining, etc. Support vector machine

(SVM) is a binary classifier successfully applied in the

regression analysis and classification fields. Also, SVM is

used by many research works in the literature to deal with

the anomaly detection problem in the security context.

This paper addresses the SVM-based anomaly detection

systems (ADS) by giving a thorough survey of them. For

Table 10 Comparison of the hybrid ADS schemes

Schemes Evaluated

metrics

Kernel functions Datasets Feature

extraction

Advantages/limitations

Lin et al.

(2012)

Accuracy KDD Cup Information

Gain

Further evaluations are needed with other datasets

Efficient combination of SVM and DT classifiers

Zhang and

Shen

(2005)

Accuracy

Training

Time

FPR

support

vectors

RBF DARPA’s

BSM data

set

Evaluating the online training for various kinds of SVMs

without accuracy deterioration

Reducing training time

Wang et al.

(2016)

Detection

Rate

FPR

KDD Cup

Two HTTP

datasets

PCA

Information

Gain

Extracting subsets from the original massive data,

Extensive evaluations on the SVM and KNN

Erfani et al.

(2016)

AUC

Training

Time

Testing Time

Linear kernels Deep belief

networks

Good integration of SVM and Deep Learning

Extensive comparison in various datasets

Kim et al.

(2014)

Accuracy

Training

Time

Testing Time

ROC

Gaussian NSL-KDD Entropy Successful combination of SVM and decision tree

classifiers

Compared with SVM and decision tree, but not with other

ADS schemes

Chen et al.

(2005)

Detection

Rate

FPR

ROC

Gaussian

Polynomial

DARPA’s

BSM data

set

Using SVM and ANN for anomaly detection

Extensive comparison of the proposed models using t-tests

and ADS metrics

Wang et al.

(2010)

Accuracy

FPR

FNR

Detection

Rate

RBF KDD Cup Combining SVM and SOM

Needs further evaluation and comparison with other ADS

schemes

Anil and

Remya

(2013)

Detection

Rate

Polynomial, inner

product, and

sigmoid

KDD Cup Information

Gain

Entropy

Combination of SVM, SOM, and GA

Only is compared with SVM,

further comparisons are needed

Ergen and

Kozat

(2019)

ROC Hong Kong

Exchange

rate,

Http,

Alcoa stock

price

Unsupervised anomaly detection,

Extensive comparisons are conducted,

Required mathematical proofs are provided

Serkani

et al.

(2019)

Accuracy,

TPR, FPR,

AUC

UNSWNB15,

KDD Cup

Information

Gain

Combination of the LS-SVM and decision tree,

Extensive performance Evaluations

Injadat et al.

(2018)

Precision,

Accuracy,

Recall,

FPR

Gaussian ISCX They evaluated the performance of each classifier using

the Bayesian optimization with their different

parameters.

No combination of the classifiers.
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this purpose, it puts forward the background concepts and

knowledge about the SVM classifier and anomaly detection

systems (ADS). After that, a taxonomy of the SVM-based

ADS schemes is provided according to the type of the

SVM classifier and feature selection techniques. Then, it

summarizes their main contributions and innovations. Also,

any possible limitations and advantages of the investigated

ADS schemes are discussed. However, in spite of the

several anomaly detection approaches designed and pro-

vided in the literature, there are some open research

problems and challenging issues which lie ahead of the

researchers:

• For adapting to the changing legal behaviors, improving

detection accuracy, and reducing the FP, the future

ADS solutions must provide support for incremental

learning and online training.

• With the emerging technologies like IoT, the need for

low overhead, fast, and high-performance ADS solu-

tions become apparent to run on resource-limited IoT

devices.

• Security-related anomalies must be found very quickly

before they attack computer networks and hosts. Thus,

required training time and execution complexity should

be considered in designing an ADS.

• Most studied SVM-based ADS schemes are designed

for network anomaly detection, and only a few numbers

Fig. 20 Number of the ADS schemes designed using each kind of the SVM

Fig. 21 Meta-heuristic

algorithms applied in the SVM-

based ADS schemes
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of works have been designed for detecting anomalies in

the hosts.

• The evaluated ADS schemes can handle either host-

based anomalies or network anomalies. Accordingly,

designing an ADS scheme to be effective in both cases

can be challenged in the future.

• Since normal behaviors are different in each context,

there are not general ADS to be used in all contexts.

Moreover, high-dimensional anomaly datasets can cause

serious challenges; some of them can be listed as follows:

• Curse of dimensionality: The feature subspace can grow

exponentially as the input dimension increases.

• Irrelevant features: Such features in the applied input

data may cause noise and can prevent the classifiers

from truly recognizing anomalies. This problem makes

choosing a subset of features and finding relevant

attributes a challenging issue.

• As outlined in the previous section, feature selection

based on the multi-objective optimization algorithms

should be investigated in the future for the SVM-based

ADS schemes.

• The benchmark datasets such as the KDD-based

datasets suffer from the enormous volume, high

dimension, and skewed distribution of data. Also, they

may fail in simulating real-world computer network

traffic. Thus, an ADS which have been tested using

these datasets may have unacceptable performance in

the real environments; for handling this problem, the

similarity of the applied datasets with the actual

network traces should be evaluated.

Regarding other types of intrusion detection methods,

the following remarks can be made:

• Regarding the results of Fig. 1, it can be seen that fewer

researches have been conducted in the SVM-based

misuse detection context, which should be further

investigated in the future.

• From the studied ADS schemes, only a few of them

support both anomaly detection and misuse detection.

Thus, further investigations about the hybrid misuse

and anomaly detection systems should be made in the

future, for recognizing both known and unknown

attacks and intrusions.

• Because of the inherent uncertainty of the intrusion

detection process, fuzzy logic can be employed to

enhance the ADS schemes’ performance. Nonetheless,

only a small number of fuzzy ADS schemes based on

the SVM classifier are presented in the literature, and in

Fig. 22 Properties of an ideal dataset

Fig. 23 Datasets used in the

SVM-based ADS approaches
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Fig. 24 Evaluation metrics

employed in the SVM-based

ADS schemes

Fig. 25 Kernels employed in

the SVM-based ADS schemes

Fig. 26 Classifiers applied in

combination with the SVM-

based ADS
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the subsequent investigations, it should be focused

further.
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