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Abstract
The issues related to the optimal control of large-scale storage systems in electric power systems such as pumped storage

(PS) plant have turned into vital challenges in the way of integrating renewable energy sources into power systems to

provide reliable and economical electric energy. In this regard, this paper uses the direct power control strategy to model

and simulate a variable-speed PS plant, which includes a doubly fed induction generator (DFIG). The active and the

reactive power of the stator would be able to be controlled, separately. This approach has a better dynamic performance

compared to other methods, while it would be quite simple to implement. But there are some shortfalls with this method,

such as high ripple relating to the active power as well as reactive power together with the current harmonics. In this

respect, the space vector modulation (SVM) is applied to eliminate these shortfalls. In the proposed control technique,

including SVM, the dynamic performance of the studied DFIG unit is controlled using the proportional–integral (PI)

controller. It should be noted that the teaching–learning-based optimization (TLBO) method is employed to tune the PI

controller for controlling the DFIG system in the PS plant. Finally, in order to validate the performance of the suggested

framework, a comparison is made between the results obtained by the TLBO and the ones reported by other optimization

methods. The obtained results using the TLBO algorithm indicate better performance of the PI controller to reduce the

ripples of the active and reactive power of the stator as well as the harmonic power.

Keywords Pumped-storage power plant � Doubly fed induction generator � Teaching–learning-based optimization �
Imperialist competitive algorithm � Particle swarm optimization algorithm

1 Introduction

Electrical energy must be essentially generated and con-

sumed, simultaneously. Since the large-scale storage of

energy would be economical, an effective and efficient

solution would be using PS generation technology. In the

past, almost every pump-turbine was composed of syn-

chronous motors and generators operating with the network

frequency, and thus, the speed was constant. Nowadays, PS

plants with doubly fed induction machine (variable speed)

have been enhanced with advanced power electronic

devices, not only can help control the system frequency,

but also will result in the power system stability. The

efficiency and the performance of such systems would be

substantially promoted by employing machines of variable-

speed type (Dadfar et al. 2019).

The dynamic behavior of 2 9 320 MW PS plant of the

variable-speed type has been modeled and analyzed in

Pannatier et al. (2010), while the plant comprises a

hydraulic system as well as other assets, such as electrical

supplies, control units besides the rotating inertias. In this

respect, the hydraulic system and the electrical parts of the

PS plant have been modeled, while the complete models

have been employed to characterize the dynamic perfor-

mance of the control method in either generating or

pumping states when the set points relating to the active

power vary.
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Recently, in variable-speed units, AC/DC/AC back-to-

back converters are used instead of cycloconverters. The

reason could be described as no need for any starter for

starting up the power plant and better capability to control

the power plant. An AC/DC/AC back-to-back converter is

composed of a rectifier set of AC/DC type, which is linked

to the network through a transformer and a dihedral

inverter of DC/AC type directly joined to the rotor wind-

ings of the studied DFIM (Dendouga et al. 2007).

The control method used in this paper is direct power

control (DPC) approach where the active as well as the

reactive power of the stator can be controlled directly and

separately. The dynamic behavior of the mentioned

approach is more desirable compared to other methods,

while its implementation is very simple, but it has several

defects such as high active and reactive power ripple and

current harmonics. So, the space vector modulation (SVM)

is used to eliminate these defects. To implement the SVM

method, a proportional–integral (PI) controller has been

used. The precise adjustment of the coefficients in the PI

controller is very important because the systems which are

controlled have high orders and time delays (Ou and Lin

2006).

Today, proportional–integral derivative (PID) con-

trollers have turned into the most employed ones compared

to other types. There are several merits with this type of

controllers, such as robust performance for different states

of operation and a straightforward design (Chatterjee and

Mukherjee 2016). PID controllers for grid-side converter

(GSC) and rotor-side converter (RSC) control the trans-

acting active and reactive powers between the DFIG and

the main grid. The purpose of the PID controllers is to

maximize the extracted power from the PS plant (Ya-

mamoto and Motoyoshi 1991; Pena et al. 1996; Muller

et al. 2002; Tapia et al. 2003; Tang and Xu 1995).

Appropriately determining the parameters of the controller

is vital to make better system stability and operation. So

far, various heuristic optimization methods have been used

to enhance the response of the DFIG system through tuning

the PID controller gains.

It is noted that most of the research works in the liter-

ature have analyzed the tuning of controller coefficients of

DFIG-based wind turbines and only a few number of

papers have focused on the application of DFIGs in PS

plants. Therefore, for applying this method to the PS plants,

a brief review is carried out on the previously published

research works on tuning the DFIG controller’s coeffi-

cients. The operation of the system majorly depends upon

the GSC controller actions. Thus, the optimization of

parameters has been done for GSC PI controllers to achieve

an optimal performance of the DFIG.

Genetic algorithm (GA)-based optimization approach is

presented in Rezvani et al. (2016) to get the gains of

controllers for the RSC with the primary target of

enhancing the DFIG capability. It is applied to determine

the controller parameters of static var compensator in Ju

et al. (1996), and for tuning the parameters of hydro gen-

erator in Lansberry and Wozniak (1994). Hasanien and

Muyeen (2012) used the GA to optimally design the con-

trol system of a frequency converter, and the PSO algo-

rithm has been employed in Qiao et al. (2006) to specify

the optimal values of the parameters of DFIG-based WT’s

controller and in Abido (2002) for the automatic voltage

controller application. The PSO algorithm has also been

used in Wu et al. (2007) to tune the gains of the DFIG

controller aimed at reducing the rotor’s current and

enhancing the small-signal stability.

Intelligent optimization methods such as PSO, imperi-

alist competitive algorithm (ICA) and teaching–learning-

based optimization (TLBO) have been already used to

adjust the parameters of PI controller for optimizing the

active power as well as the reactive power control relating

to the machine, and results of these three methods have

been compared. This paper impalements optimization

method-based PSO, ICA and TLBO as components of

searching algorithm. In this regard, Chatterjee and

Mukherjee (2016) utilized the TLBO method, which is on

the basis of the classroom environment idea to transfer

knowledge from one person to others. In this optimization

technique, the global solution is obtained utilizing a pop-

ulation of solutions like other approaches based on popu-

lation. It is also noted that the population includes the

learners. In this respect, various topics recommended to the

learners indicate the design variables in this optimization

algorithm, while the learners’ result denotes the value of

the fitness function. In this paper, the main aim is to design

a novel method for tuning the controller’s coefficients of a

PS plant equipped with a DFIG. The proposed technique is

appropriate to be used in PS plant applications. The effect

of the aforementioned methods is investigated in order to

improve the stability of the Siah Bisheh PS plant located in

the Northern Iran. In this regard, the studied power system

is modeled by using MATLAB Software, while it is con-

nected to the infinite bus through a 150-km double-circuit

line. Simulation results show that the TLBO algorithm-

based PI controller effectively works in reducing the rip-

ples of the active and reactive power of the stator and

harmonic current. The obtained results also verify that the

TLBO method algorithm is better than the PSO and ICA

methods for the dynamic performance of the PS power

plant.

To this end, the DFIG model together with its relations

is presented. Afterward, the steps of implementing the DPC

technique are mentioned. Then, the model of the hydraulic

part of the PS power plant is presented that is composed of

a turbine, a penstock and a surge tank. At the next section,
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PSO, ICA and TLBO algorithms are presented, and at the

end, the proposed model and the simulation results for

these three methods will be compared.

2 Mathematical model of DFIG

The DFIG structure is composed of different parts as a

wound-rotor induction machine coupled with an AC–DC–

AC convertor. It is noted that the winding of the stator is

just connected to the main grid, and the variable frequency

is fed to the rotor using convertors. This advantage is due

to the optimized PS plant speed and the reduced mechan-

ical stress on the PS plant over the extreme weather like

storms. As it is quite obvious, the highest power generated

by the DFIG is directly dependent upon the PS plant. In

between, the convertor of power electronic type is able to

either produce or consume the reactive power. Thus, no

extra reactive compensator is needed. Besides, the con-

troller existing at the rotor side of the machine enables the

control of electromagnetic torque. This can be carried out

by controlling the injected rotor voltage. To this end, the

reference speed supplied by the DFIG system must be

tracked by the electromagnetic torque. Through this control

strategy, the highest power can be extracted during the

DFIG’s variable-speed operation. It should be noticed that

the grid-connected stator using the convertor at the grid

side is utilized to control the voltage of the DC link and

transact the reactive power with the main grid. The math-

ematical representation of the DFIG using the d–q refer-

ence frame can be indicated as follows (Abad et al. 2007):

Voltage equations:

uds ¼ rsids þ pwds � xswqs

uqs ¼ rsiqs þ pwqs þ xswds

udr ¼ rsidr þ pwdr � ðxs � xrÞwqr

uqr ¼ rriqr þ pwdr þ ðxs � xrÞwdr

ð1Þ

Linkage flux equations:

wds ¼ Lsids þ Lmidr

wqs ¼ Lsiqs þ Lmiqr

wdr ¼ Lridr þ Lmids

wqr ¼ Lriqr þ Lmiqs

ð2Þ

In the above equations, uds; uqs and ids; iqs denote the d

and q components of the stator’s voltage and current,

respectively. udr; uqr and idr; iqr are the d and q compo-

nents relating to the rotor’s voltage and current, respec-

tively. wds; wqs; wdr and wqr also indicate the d and q

components of stator and rotor flux linkage, respectively.

Ls ¼ L1 þ Lm and Lr ¼ L2 þ Lm, while L1 and L2 are rotor

and stator leakage inductances, respectively, and Lm

denotes the mutual inductance. Besides, the stator and rotor

resistances are represented by rs and rr, respectively.

3 Direct power control method

The general equations of the active and reactive power

relating to the stator are stated as follows (Ou and Lin

2006):

Ps ¼
3

2
ðudsids � uqsiqsÞ ð3Þ

Qs ¼
3

2
ðuqsids � udsiqsÞ ð4Þ

The equations relating to the active and reactive power

of the stator are revised and rewritten in terms of rotor and

stator fluxes and can be represented as below (Ou and Lin

2006; Yamamoto and Motoyoshi 1991):

Ps ¼
3

2

Lm

rLsLr

xs wsj j wrj j sin d ð5Þ

Qs ¼
3

2

xs

rLs

wsj j Lh

Lr

wsj j � wrj j cos d

� �
ð6Þ

Having taken into consideration the above-represented

formulations, the active and reactive powers of the stator

vary by the variations in the relative angle between the flux

vectors and the flux amplitudes of the stator and rotor. As

the flux amplitude of the stator is constant, the active and

reactive powers of the stator are dependent upon the angle

between the flux vectors of the stator and rotor as well as

the flux amplitude of the rotor. Moreover, it should be

noted that due to the constant speed of the stator rotating

flux vector, using each of the eight vectors of voltage

relating to the dihedral convertor leads to a new angle d
(Chatterjee and Mukherjee 2016).

Figure 1 shows the effect of voltage vector V2 in the

generating mode (that rotor flux is ahead of the stator flux)

at sub-synchronous speeds.

As Fig. 1 depicts, vector wrj j cos d as well as vector

wrj j sin d has been raised resulting in raising the active

power and lowering the reactive power as shown in (5) and

(6), respectively. It is worth mentioning that the same

investigation can be made for different sectors to observe

the impacts of other vectors produced by the inverter on the

active and reactive power of the stator. Table 1 represents

the switching table of the DPC technique in generating

mode and sub-synchronous speed.

The block diagram relating to the DPC of a DFIG is

indicated in Fig. 2. As can be observed in Fig. 2, a com-

parison is made between the reference values pertaining to

the active and reactive power and the estimated ones and

they are ultimately assigned to be used in the hysteresis
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controller. The output of the hysteresis controller together

with the sector number, where the rotor flux exists, is

assigned as the inputs in the switching table. The table is

used to specify the proper voltage vector, and after that,

pulses sa, sb and sc are given to the dihedral voltage source

converter (VSC) (Yamamoto and Motoyoshi 1991).

Controlling the machine is done using the DPC method,

and the SVM is utilized in the presented control system of

the convertor located at the grid side. PI controllers are

employed to carry out the SVM technique. In this respect,

the block diagram relating to the control system of the GSC

is depicted in Fig. 3. As this figure shows, there are three PI

controllers: voltage controller, power controller and current

controller. For the sake of enhancing the performance of

the proposed control system, the PI controller’s coefficients

need to be accurately adjusted. Three intelligent opti-

mization methods, namely PSO, ICA and TLBO, are used

for tuning the coefficients. In the next section, the results of

using three methods are presented and compared.

4 Hydraulic model of system

This section presents the mathematical model relating to

the hydraulic parts of the PS plant, such as penstock, the

surge tank and the turbine. Finally, the general model as a

combination of these models is presented. Figure 4 shows

the connection of these components.

Fig. 1 The representation of the

impact of the vector of inverter

output on the active and reactive

power of the stator

Table 1 Switching table of DPC method in generating mode

EP 1 0 - 1 1 0 - 1

EQ 1 - 1

Sector number

1 V3 V7 V5 V2 V0 V6

2 V4 V0 V6 V3 V7 V1

3 V5 V7 V1 V4 V0 V2

4 V6 V0 V2 V5 V7 V3

5 V1 V7 V3 V6 V0 V4

6 V2 V0 V4 V1 V7 V5

Fig. 2 Block diagram of direct power control in the doubly fed induction machine
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4.1 Dynamic model of penstock

The influencing items in the basic equations can be stated

as the water speed in the penstock, water acceleration and

the power generation of the turbine, taking into account the

flowing water volume and the penstock’s nonelasticity as

below (Schmidt et al. 2017; Hosseini and Semsar 2016).

ðH0 � H � HfÞqgh ¼ qAL
dU

dt

Hf ¼ f � L

D
� U2

2g
¼ fp � Q2

fp ¼ L

D
� f

2g
� 1

A2

ð7Þ

where Ho, H and Hf are, respectively, the static head of

water column, the static head at the turbine admission and

the conduit head losses due to the friction. Also, U, L and D

are, respectively, the water velocity inside the penstock, the

length of the conduit and the conduit diameter. f and fp are

also the friction factor and the conduit head loss coeffi-

cient. The water starting time (Tw) is the time required for

the water in height Hbase to reach speed Ubase in the pen-

stock. The water starting time is expressed as follows

(Schmidt et al. 2017; Hosseini and Semsar 2016):

Tw ¼ LQbase

HbasegA
¼ LUbase

Hbaseg
ð8Þ

4.2 Surge tank model

The elastic feature of waterways wall creates ambulatory

waves in the water; this phenomenon is known as water

hammer or ram impact. Water hammer occurs when the

water pressure changes (higher or lower than the normal

pressure) that are in fact due to the sudden change in the

water flow rate.

Fig. 3 Block diagram of the GSC control system

Fig. 4 A simple view of

hydraulic components of a PS

plant
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The two main reasons that can cause this phenomenon in

the power plants’ water way are:

• Opening and closing the power plant inlet valve

• Change in the guide vane opening

The surge tank is used in hydro power plants to omit the

damaging impacts caused by the water hammer. Regardless

of the head losses in the tunnel of a rigid system, the

impacts of oscillation period and the storage constant in the

surge tank are calculated using the following relations

(Schmidt et al. 2017; Hosseini and Semsar 2016):

Tst ¼ 2p

ffiffiffiffiffiffiffiffi
LAs

gA

s

Cs ¼
AsHbase

Qbase

ð9Þ

In these relations, L, AS and A are, respectively, the

length of conduit between the reservoir to surge tank, surge

tank area and conduit area.

4.3 Turbine model

Turbine mechanical power in the steady state is calculated

by the following relation (Schmidt et al. 2017; Hosseini

and Semsar 2016):

Pm ¼ gQqgH ð10Þ

where Pm,g, Q and q are, respectively, the turbine power

output, the turbine efficiency, the turbine flow rate and the

water density.

Two changes must be applied in the above equation in

real conditions:

• Turbine damping affected by the guide vane opening

and rotor speed variations should be considered.

• In real terms, turbine no-load flow (QnL) should be

subtracted from the main flow so that the effective flow

in power creation would be obtained that is due to

losses.

Thus, the turbine power output equation can be rewritten

as follows:

Pm ¼ AtHðQ� QnLÞ � DnGDx ð11Þ

In this relation, Dn is the turbine damping factor and At

is the turbine gain factor that is obtained by the following

equation:

At ¼
1

Gf1 � GnL

� Turbine power

Generator power
ð12Þ

The turbine flow rate equation is expressed as follows:

Q ¼ G
ffiffiffiffi
H

p
ð13Þ

The block diagram of IEEE nonlinear model for a tur-

bine with a penstock considering the nonelastic water

column is depicted in Fig. 5 (Hosseini and Semsar 2016).

5 PSO algorithm

The PSO method is an optimization algorithm which is on

the basis of the social behavior of birds’ movement. This

algorithm was presented first by Kennedy and Eberhart

(1995) and Rezvani et al. (2019). In the PSO algorithm,

several particles are created as the initial solutions in the

search space. The movement of these particles in the search

space is completely stochastic and influenced by its expe-

rience and other particles’ experience. In other words, the

motion vector of each particle is determined randomly by

the outcome of the movement toward the best location that

the particle has been there (Lbest) and the movement toward

the best location between the whole particles (Gbest)

(Kennedy and Eberhart 1995). Suppose xi is the location of

particle i and vi is the velocity of this particle. In this case,

the motion vector of every particle will be calculated

according to the following relations (Kennedy and Eberhart

1995; Rezvani et al. 2019).

viðt þ 1Þ ¼ W � viðtÞ þ C1 � R1 � ðxLbest

i ðtÞ � xiðtÞÞ þ C2

� R2 � ðxGbestðtÞ � xiðtÞÞ
ð14Þ

xiðt þ 1Þ ¼ viðt þ 1Þ þ xiðtÞ ð15Þ

In (14), C1, C2 and W are the coefficient of motion

toward Lbest, the coefficient of motion toward Gbest and the

inertia coefficient, respectively, and they are the algorithm

parameters. R1 and R2 denote random numbers that

increase the algorithm search capability. This algorithm is

expressed as a flowchart in Fig. 6 (Farajdadian and Hos-

seini 2019; Cai et al. 2010).

6 Imperialist competitive algorithm (ICA)

This algorithm is an evolutionary algorithm and starts with

the determination of a random population, where each

member is called a country. In this regard, some elements

of the population as the best ones are chosen as imperialists

and the remaining countries are considered colonies. The

entire power of each empire is calculated as the sum of the

imperialist country’s power plus a percentage of its colo-

nies’ average power. The empire’s survival will depend

upon its ability to attract rival empires colonies. Gradually,

in this competition, larger empires power will be added and

weak empires will be removed. Empires have to improve
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their colonies to increase their power, and this leads to the

nearness of imperialist’s power to their colonies power.

The last stage of the competition relates to the time with

merely one empire, in which the imperialist and colonies

situation are very close (Atashpaz and Lucas 2007). This

algorithm is shown as a flowchart in Fig. 7.

7 Teaching–learning-based optimization
(TLBO)

The principles of the TLBO method are based upon the

procedures related to the teaching and learning in the

classroom as stated in Rao et al. (2011) and Rai (2017). In

this regard, the descriptions of the TLBO method are given

in the following. The reason beyond choosing the teach-

ing–learning procedures in the classroom is that it is the

Fig. 5 Block diagram of nonlinear model of the turbine and penstock

Fig. 6 Flowchart of PSO algorithm
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most efficient tool in the education system to make the

expected reforms in students. Equivalently, the TLBO

method is enhanced by the impact of a teacher on the

student’s (learner’s) output. In this optimization algorithm,

the output is the mark or grade got by the learner. It should

be noted that the teacher has taken into consideration a

deeply educated individual teaching students in a way they

can enhance their results. Therefore, learning of students

(learners) would be improved in case they get desirable

outputs. Additionally, learners learn through interacting

with others which possibly leads to more desirable results.

TLBO is regarded as an optimization algorithm which is

on the basis of population, while the set of learners are

taken into account as the population and the courses

offered to the learners are taken into account as design

variables. Besides, it should be noted that the result

obtained by the students indicates the fitness function of the

studied optimization problem. However, there are two

main sections in the TLBO method: the ‘‘teacher phase’’

and the ‘‘learner phase.’’

Fig. 7 Flowchart of ICA algorithm
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7.1 Teacher phase

This part includes the education of the students by the

teacher in order to raise the mean learning value of the

class based on the quality of the education. Assume the

number of design variables m offered to n students, T as the

output of the teacher and M as the mean result at each

instant i; then, the value of T is intended to fit the value of

M to its own level. In this respect, the new mean is intro-

duced as Mnew. Equation (16) states the difference between

M and Mnew:

difference meani ¼ riðMnew � TFMiÞ ð16Þ

where ri denotes a random variable produced in [0 1] range

and the teaching factor is indicated by TF, determining the

mean value to be altered that its value would be 1 or 2.

Equation (17) declares the definition of TF:

TF ¼ round½1 þ randð0; 1Þ � ð2 � 1Þ� ð17Þ

Equation (18) states the adjustment of the current

solution belonging to the difference:

Xnew;i ¼ Xold;i þ difference mean ð18Þ

The values of ri and TF are produced randomly within

the optimization method and impact the performance of the

TLBO method, while they are not taken into account as the

input to the TLBO method, just in contrary to cognitive and

social parameters and inertia weight in the PSO algorithm

or colony size and limit in the ABC and mutation proba-

bilities as well as crossover in the GA. Thus, adjusting ri
and TF is not needed, while it is necessary to adjust the

usual control parameters, such as the number of genera-

tions as well as the population size. In all optimization

algorithms, which are on the basis of population, the usual

control parameters are considered a requirement. Hence,

Fig. 8 Flowchart of TLBO algorithm
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the TLBO method can be taken into consideration as an

algorithm-specific parameter-less one.

7.2 Learner phase

This section includes the reciprocal communication of the

students (learners) that may lead to rise in the knowledge of

the students. The random interaction of the learners pro-

motes imparting the knowledge since a student (learner)

can learn a new thing provided that other students know

more, and Fig. 8 shows different stages of the TLBO

method.

8 Objective function

Figure 3 depicts the block diagram of the GSC control

system. As can be observed from this figure, there are three

PI controllers: voltage controller, the power controller and

the current controller. The performance of the converter

highly relies upon the control system, such that in case the

controllers have not been adjusted appropriately, it would

be probable to enhance the GSC performance over tran-

sient disturbances. The objective of the PSO, ICA and

TLBO methods has been assigned to the model as deter-

mining the optimal parameters of the three PI controllers,

or in other words, three proportional gains (KP) and three

integral gains (KI) in order to specify the optimal value of

the fitness functions. The objective functions presented

below are employed to assess the quality of the gains

adjustment in order to enhance the performance of the

system over transient disturbances. It can be considered

that the objective functions are stated using the weighted

sum of the normalized mean square error (NMSE) devia-

tions between the output variables of the plant and the

desired values.

j ¼ NMSE ¼
Z t

0

P
ðPOUT � PrefÞ2

P
ðPrefÞ2

dt ð19Þ

Constraints of proposed objective function are stated as

follows:

KPmin �KP �KPmax ð20Þ
KImin �KI �KImax ð21Þ

9 Case study

The location of the Siah Bisheh PS plant is in the north of

Iran between Karaj and Chalous near the Siah Bisheh vil-

lage. The purpose beyond making this power plant is bal-

ancing Iran’s power network consumption. The

characteristics of the power plant are given in Tables 2, 3,

Table 2 Hydraulic

characteristics of Siah Bisheh

power plant

Section Genus Length (m) Diameter (m) Flow (m3/s) Speed (m/s) Friction factor

Left waterway Metallic 902 5 130 6.62 0.008

Concrete 1969 5.6 130 5.09 0.012

Right waterway Metallic 882 5 130 6.62 0.008

Concrete 1926 5.6 130 5.09 0.012

Table 3 Turbine characteristics

of Siah Bisheh power plant
Rated flow (m3/s) Rated power (MW) Nominal height (m) No-load flow (m3/s) Speed (rpm)

59.49 260.35 476.17 8 500

Table 4 Characteristics of converter and transformer of Siah Bisheh power plant

Rated power (MVA) Input voltage (KV) Output voltage (KV) Transformer connection (m3/s) Frequency (Hz)

26.7 18 3 Yy0 50

Table 5 Electrical specifications of DFIG relating to Siah Bisheh

power plant

Nominal power (MVA) 300.6

Nominal effective voltage (KV) 18

Nominal frequency (Hz) 50

Stator resistance (X) 0.015

Stator self-inductance (mH) 0.342

Rotor resistance (X) 0.0431

Rotor self-inductance (mH) 0.342

Mutual inductance (H) 0.0171

Pole pairs 3
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Fig. 9 The proposed system
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4 and 5. This power plant consists of four synchronous

units of 250 MW (Hosseini and Eslami 2019). In this

paper, we have studied one of them when the asynchronous

machine is substituted with the DFIG.

9.1 Proposed model presentation

The general model which is simulated includes a DFIG in a

PS power plant. Also, the hydraulic part of the power plant

is simulated by using IEEE nonlinear model for the

Table 6 PSO setting specifications

Number of iterations Initial population Inertia factor Self-learning factor Collective learning factor

8 8 0.7298 1.495 1.495

Table 7 ICA setting specifications

Number of iterations Number of countries Number of imperialists Number of colonies Revolution factor Colony power factor

8 9 3 6 0.1 0.1

Table 8 TLBO setting

specifications
Number of students Number of iterations Teaching step Teaching factor

4 8 1 1

Table 9 Comparison between PI controller coefficients in different methods

Method Method based on PI Method based on PSO Method based on ICA Method based on TLBO

Controller coefficients

Voltage controller

KP 0.02 0.021 0.017 0.013

KI 0.6 0.725 0.81 0.92

Power controller

KP 5 6.14 6.1 5.87

KI 500 536.21 530 525

Current controller

Kp 5 6.03 5.7 5.4

KI 500 517.2 530.6 537.8

Fig. 10 Stator voltage of DFIG

16906 S. M. H. Hosseini, A. Rezvani

123



penstock and turbine as depicted in Fig. 9. The stator and

the electrical network are directly connected, while a back-

to-back dihedral convertor is used to connect the rotor to

the power grid. It is noteworthy that the convertor com-

prises a GSC as well as a machine-side convertor joined

together through a DC link capacitor. Indeed, the DC

voltage produced by the rectifier set is fed to the inverter

set.

10 Simulation results

The doubly-fed induction machine together with the

hydraulic part of the PS power plant is simulated using

MATLAB software. The DFIG characteristics have been

represented in Table 5. The setting specifications of

methods, i.e. PSO, ICA and TLBO are presented in

Tables 6, 7 and 8. As mentioned above, there are three PI

controllers: the voltage controller, the power controller and

the current controller. To enhance the performance of the

proposed control system, the PI controller’s coefficients

need to be accurately adjusted. Three intelligent opti-

mization methods are used for tuning the coefficients. In

this section, the results obtained from these methods are

presented and compared. Also, the coefficients of the PI

controller obtained using the three intelligent methods are

presented in Table 9. Figures 10 and 11 show the stator

voltage and rotor current in DFIG when the ICA method is

used to adjust the PI controller’s coefficients.

Figures 12, 13, 14 and 15 illustrate the variations in the

stator active power, efficiency of the stator active power,

the variations in stator reactive power and the efficiency of

stator reactive power when PSO, ICA and TBLO algo-

rithms are used to adjust the proportional–integral coeffi-

cients. It is noted that the reference active power is a step

input with an initial value of 130 MW reduced to 120 MW

at T = 1 (s). Hence, the active power control of the DFIG

has reached 108 MW from 118 MW using the mentioned

optimization algorithms by the DPC technique that well

tracks the reference value. The reference reactive power of

the stator is a step input with an initial value of 50 MVAr

increased to 66 MVAr at T = 1.5 (s). It is noted that the

reactive power control of the DFIG using the DPC tech-

nique has been well carried out, while it well tracks the

reference reactive power.

The active and reactive power output relating to the

stator in the method on the basis of the aforementioned

algorithms can be seen in Figs. 12a, 13a, 14a and 15a. It

can be observed in these figures that the ripple of the active

and reactive power output relating to the stator reduces

more using the TLBO method in comparison with the PSO

and ICA. It means the power quality improvement. Indeed,

this object represents the higher efficiency of the TLBO

method in precisely tuning the PI controller coefficients

compared to the PSO and ICA.

It can be derived that the efficiency of the stator’s active

power varies between 92% and 94%, whereas the TLBO

algorithm’s efficiency is 96% as shown Figs. 12b, 13b, 14b

and 15b. It can be derived that the efficiency of the stator’s

reactive power varies between 86 and 93%, whereas the

TLBO algorithm’s efficiency is 94% as shown in Figs. 12d,

13d, 14d and 15d.

Furthermore, Figs. 16 and 17 show the total harmonic

distortion (THD) value for rotor and stator current in three

methods. Figure 18 depicts the voltage of the DC link

applied to the inverter. Lower THD in the PS plant means a

higher power factor, lower peak currents and a higher

efficiency. It is noted in Figs. 16 and 17 that the TLBO

algorithm has a better performance than PSO and ICA in

terms of the THD.

It can be deducted that the presented control frameworks

on the basis of the TLBO lead to a rational dynamic per-

formance. The behavior of the system in the case of using

the TLBO, PSO and ICA for self-tuning the controllers is

indicated in Table 10. This table represents the THD

measurements in the three-phase grid voltage and grid

current waveforms, as well as the three-phase rotor voltage

and current wave forms, ripple percentage of the stator’s

active and reactive power and also the THD in the three

algorithms. However, it is noticed that the TLBO method

Fig. 11 Rotor current of DFIG
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shows an effective performance in determining the optimal

parameters relating to the PID controller and enhances the

transient behavior of the wave energy system during dif-

ferent operating conditions.

The important point to be noted in the simulation results

is that because of long run time in the three methods, a

small number of iterations and initial population have been

considered. The simulation run time in the method based

Fig. 12 a Variations in stator active power in the method based on PID controller; b efficiency of the stator’s active power in the method based

on PID controller; c variations in the stator’s reactive power in the method based on PID controller; d efficiency of the stator’s reactive power in

the method based on PID controller
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Fig. 13 a Variations in the stator’s active power in the method based on PSO; b efficiency of the stator’s active power in the method based on

PSO; c variations in the stator’s reactive power in the method based on PSO; d efficiency of the stator’s reactive power in the method based on

PSO
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on the PSO for the iterations needed to run as well as the

initial population size mentioned in Table 6 is about

87,350 s. The run time for the method based on the ICA

with the conditions stated in Table 7 is about 27,300 s. The

run time for the method based on the TLBO with the

conditions stated in Table 8 is about 22,700 s. It is clear

Fig. 14 a Variations in the stator active power in the method based on ICA; b efficiency of the stator active power in the method based on ICA;

c variations in the stator’s reactive power in the method based on ICA; d efficiency of the stator’s reactive power in the method based on ICA
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that the number of iterations and the initial population

stated in this paper cannot lead to the ideal answer. It is

expected that when computer systems with a higher

processing capability are used, further iterations and initial

population can be assigned to the model resulting in better

results. Simulation results show that the proposed approach

Fig. 15 a Variations in the stator’s active power in the method based

on TLBO; b efficiency of the stator’s active power in the method

based on TLBO; c variations in the stator’s reactive power in the

method based on TLBO; d efficiency of the stator’s reactive power in

the method based on TLBO
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Fig. 16 a THD value for rotor current in the method based on PID controller; b THD value for rotor current in method based on the PSO; c THD

value for the rotor current in method based on ICA; d THD value for rotor current in the method based on TLBO
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Fig. 17 a THD value for stator current in the method based on the PID controller; b THD value for stator current in the method based on PSO;

c THD value for stator current in the method based on ICA; d THD value for stator current in the method based on TLBO
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is efficient in finding the optimal parameters of the PID

controllers, and therefore, it improves the transient per-

formance of the PS plant over a wide range of operating

conditions.

11 Conclusion

In this paper, a doubly fed induction machine together with

a back-to-back converter in a PS plant was modeled and the

direct power control (DPC) technique was used to control

the machine to eliminate the power ripple and current

harmonic. The space vector machine (SVM) method was

also utilized in the switching. Considering that the control

coefficients KI and KP in the PI controller employed in the

SVM method need to be tuned, three intelligent approa-

ches, namely particle swarm optimization (PSO), imperi-

alist competitive algorithm (ICA) and teaching–learning-

based optimization (TLBO), have been used to this end and

a comparison was made between the results obtained from

the three approaches. The comparison showed that using

TLBO algorithm to adjust coefficients would improve the

power quality by reducing the active as well as the reactive

power ripple of the stator. Moreover, in the case of utilizing

the tuned coefficients obtained by TLBO method, the total

harmonic distortion (THD) of the rotor and stator currents

is less than the case with PSO and ICA. However, it should

be noted that the results are derived using a very small

number of iterations and initial population that was due to

the long run time.
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