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Abstract
Data aggregation from different databases into a data warehouse creates multidimensional data such as data cubes. With

regard to the 3D structure of data, data cube clustering has significant challenges to perform on data cube. In this paper,

new preprocessing techniques and a novel hybridization of DBSCAN and fuzzy earthworm optimization algorithm

(EWOA) are proposed to solve the challenges. Proposed preprocessing consists of an assigned address to each cube cell

and dimension move to create a related 2D data from the data cube and new similarity metric. The DBSCAN algorithm, as

a density-based clustering algorithm, is adopted based on both Euclidean and newly proposed similarity metric, which are

called DBSCAN1 and DBSCAN2 for the related 2D data. A new hybridization of the EWOA and DBSCAN is proposed to

improve the DBSCAN, and it is called EWOA–DBSCAN. Also, to dynamically tune parameters of EWOA, a fuzzy logic

controller is designed with two fuzzy group rules of Mamdani (EWOA–DBSCAN-Mamdani) and Sugeno (EWOA–

DBSCAN-Sugeno), separately. These ideas are proposed to present efficient and flexible unsupervised analysis for a data

cube by utilizing a meta-heuristic algorithm to optimize DBSCAN’s parameters and increasing the efficiency of the idea by

applying dynamic tuning parameters of the algorithm. To evaluate the efficiency, the proposed algorithms are compared

with DBSCAN1 and GA-DBSCAN1, GA-DBSCAN1-Mamdani and GA-DBSCAN1-Sugeno. The experimental results,

consisting of 20 runs, indicate that the proposed ideas achieved their targets.

Keywords Data cube � Dimension move � DBSCAN clustering � Fuzzy logic controller � Dynamic tuning parameters �
Earthworm optimization algorithm

1 Introduction

There is a natural requirement for the effective methods for

accessing data and extracting useful knowledge, with

regard to the increasing expansion of data on different

storage media. Data mining consists of the most effective

methods in this field. The data mining is an iterative pro-

cess in order to make the discovery of knowledge which is

done manually and automatically. The data mining sear-

ches valuable and new information from the huge volume

of data (Gnanapriya et al. 2010).

Description and prediction are the main aims of the data

mining. In the first category, data attributes are described in

a dataset and its focus is about finding patterns from the

dataset so that the found patterns can be described by

human. The second category is based on data deduction,

looking for unknown variables and values of the data

(Mining 2006). Each of these categories includes different

patterns such as exploring frequent patterns, classification

and regression, clustering and exploring outline patterns,

each of which has its own application and features. The

aim of this study is to investigate the clustering analysis,

which is part of the descriptive patterns with regard to the

type of data used for data mining (Pujari 2001).

In clustering, we can create a grouping of data and so, its

main aim is to maximize similarity between samples of a

cluster as well as minimizing similarity between samples of
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the various clusters (Berkhin 2006). The clustering widely

helps discovery of unknown patterns in data and has a vast

application in the various fields including Web searching,

security and business intelligence as well (Vercellis 2011;

Han et al. 2011). The data mining in business intelligence

as a powerful and advanced technology will enable com-

panies to have more focus on important data in data

warehouses. It can help corporations to adopt effectively

knowledge-based decisions in order to increase business

profits using data mining tools (Hema and Malik 2010).

The multidimensional data analysis is one of the most

important factors in improving efficiency and increasing

the data mining speed in business intelligence. In this

study, due to clustering, data cube-contained datasets were

used; this type of data provides the possibility of analysis in

various aspects. In the following, some of the works done

in the data cube are investigated.

The data warehouses that contain collected data from

data sources and are around a specific topic provide pos-

sible widespread. The data require the complex analysis for

managers by using OLAP tools (Hema and Malik 2010).

The data warehouse and OLAP tools are based on a mul-

tidimensional data model; therefore, the data cube is the

best concept for data modeling in several dimensions, in

which data are represented by dimensions and facts. In

addition, it is possible to use the OLAP operation in order

to create views, interactive query and perform data analysis

in the data cube (Chaudhuri and Dayal 1997). With regard

to Liço (2017), OLAP is introduced as the main component

of business intelligence and data cube is considered as an

OLAP’s main component. Moreover, it considers the data

cube as the most powerful tool for using in Big Databases.

The study introduces intelligent cube in order to reduce

system response time and also addresses using compression

techniques to reduce storage memory space.

Introducing clustering algorithm for modeling of the

data cube and collecting information from cuboid has been

already done by Woo et al. (2015). In this study, the

amounts of special attributes contain flow of large data and

cuboid is used for saving different parts of flow data and so

clustering is carried out on this type of data. A research was

done on hierarchical-based clustering algorithm (Ceci et al.

2015) through continuous data, and their aim was using the

algorithm in applications including wireless sensor

network.

In the current research, data cube clustering is consid-

ered to prepare an efficient unsupervised analysis through

the data. The challenge of cube data clustering is the

existence of irregular and specific data (when data size is

high), which makes it difficult to cluster. There are several

approaches for clustering (Joshi and Kaur 2013), which

include partitioning method, hierarchical-based clustering,

density-based clustering and grid-based clustering, and

among these four approaches, only a density-based

approach has the ability to identify nonconvex clusters.

Therefore, in order to achieve higher efficiency, we use

density-based clustering methods. Among the density-

based clustering methods, the method of DBSCAN is

widely used in comparison with other methods. The pop-

ularity reasons of the DBSCAN are its simplicity to per-

formance and its ability to recognize clusters with different

sizes and nonconvex shapes (Berkhin 2006; Cheng 2017).

Hence, in the current research, the DBSCAN algorithm is

selected for density-based clustering. The DBSCAN is a

very good candidate to find nonconvex clusters in data

space (Kumar and Reddy 2016). The challenge of the

DBSCAN clustering is the cluster’s dependence on its

parameters such as the neighborhood radius and the mini-

mum points. These parameters are empirically chosen

according to the type of data. So, the fine-tuning of these

parameters has a significant role in identifying proper

clusters.

There are several studies which tried to improve

DBSCAN. In Smiti and Eloudi (2013), fuzzy set theory

was applied to design fuzzy clustering and improve

DBSCAN that the authors called Soft DBSCAN. The Soft

DBSCAN is a new fuzzy clustering, which offers appro-

priate primal degrees for data’s membership to express

proximities of data entities to the cluster centers. A graph-

based index structure method group (Kumar and Reddy

2016) was proposed to improve the performance of

DBSCAN on high-dimensional dataset that accelerated the

neighbor search operations. A new measurement criterion

(Cheng 2017) was utilized to obtain a distance which was

calculated based on the threshold analysis of the nearest

neighbor with the total neighbors. Darong and Peng (2012)

combined partition technique with DBSCAN. The goal was

to obtain the proper input parameters for DBSCAN.

However, the effectiveness of this method was not evalu-

ated for datasets with different densities. A combination of

Gaussian-means method with DBSCAN (Smiti and Eloudi

2012) was proposed to improve the determination of

DBSCAN parameters. However, Gaussian-means creates

circular clusters that are not density-based and do not act

very well against dense data as well. The DBSCAN clus-

tering was combined with binary differential evolution

(Karami and Johansson 2014) to determine the parameters

of the DBSCAN. Recently, many meta-heuristic algorithms

have been presented to improve clustering on various

algorithms for reducing clustering sensitivity to the

important parameters of the algorithms (Chen 2012; Pei

et al. 2008; Zhao 2007; Aydilek and Arslan 2013).

Among them, there is a lack of improvement in the

DBSCAN as a density-based clustering with a meta-

heuristic algorithm such as earthworm optimization algo-

rithm (EWOA) (Wang et al. 2018). Therefore, in this
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paper, the EWOA is considered to identify the best

parameters for the DBSCAN. The proposed clustering

algorithm, which is called the improved DBSCAN

(EWOA–DBSCAN), contains a hybridization of the

DBSCAN with the EWOA on the obtained 2D data from

the data cube based on the new dimension move and

similarity metric.

The EWOA’s challenge is tuning Reproduction 1 and

Reproduction 2 parameters that are also empirically

determined. The parameters have a significant impact on

the efficiency and convergence of the algorithm. There

have been several attempts to dynamically tune the other

meta-heuristic parameters such as proposing a diversity

measure between GA’s chromosomes in the population,

designing a variation depending on the fitness function

values of GA’s chromosomes and planning fuzzy logic

controllers (FLCs) (Angelova and Pencheva 2011;

Karafotias et al. 2015), but this type of tuning parameters

has not been considered for the EWOA. An FLC is con-

structed with a knowledge base, which consists of the

information given by linguistic control rules, a fuzzification

interface, an inference system and a defuzzification inter-

face (Liu and Lampinen 2005; Herrera and Lozano 2003).

Therefore, in order to modify the EWOA–DBSCAN,

another data cube clustering algorithm is proposed, which

attempts to improve accurate selection of effective EWOA

parameters by using a new simple FLC based on two group

linguistic control rules such as Mamdani’s rules and Tak-

agi–Sugeno’s rules. We name the second algorithm as

‘‘soft improved DBSCAN’’ (EWOA–DBSCAN- Mamdani

and EWOA–DBSCAN-Sugeno). The proposed ideas and

their achievements will be considered to design 3D clus-

tering in our future work.

The rest of the paper is organized as follows. In Sect. 2,

we describe preprocessing of data cube based on data cube

structure, assigning an address to each cube cell, designing

a dimension move to create a related 2D data from the data

cube and proposing a new similarity metric. The proposed

clustering algorithms are explained in Sect. 3 and consist

of three investigated evaluation indices, DBSCAN algo-

rithm, improved and soft improved DBSCAN algorithms.

Then, in the following, the experimental results are illus-

trated in Sect. 4. Finally, conclusion and future works are

explained in Sect. 5.

2 Preprocessing of data cube

In order to smoothly explain the proposed clustering

algorithms and demonstrate their scalability, it is necessary

to first describe in four steps the cube data structure, the

normalizing data cube, the dimension move and the new

similarity metric in this section. To clarify these

Dimension 
separation

Dimension 
move

Fig. 1 A data cube’s structure, dimension separation and dimension

move
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descriptions, a data cube sample is designed with size

5� 4� 3, which is shown in Fig. 1. The sample’s values

belong to the sales of three well-known hypermarkets in

Iran, namely Refah (Ref), Etkah (Etk) and Shahrvand

(Sha). The sales are obtained in five cities in Iran, namely

Tehran (Teh), Shiraz (Shi), Mashhad (Mash), Tabriz (Tab)

and Esfahan (Esf). Each city’s hypermarket sales have been

measured in four seasons, namely winter, spring, summer

and fall. It is assumed that the cities are represented by X

( Xj j ¼ 5), the seasons by Y ( Yj j ¼ 4) and the hypermarkets

by Z ( Zj j ¼ 3). So, the steps of preprocessing are described

as follows.

2.1 Data cube structure

A normal datum is a two-dimensional array of values in

which each row is called an object and each column is

called as attribute. Since, data cube is a multidimensional

array of values that it has more than 2D. Each dimension of

data cube belongs to an attribute. The investigated data

cube of the current research consists of 3D array of values,

which is called cube(x; y; zÞ ¼ value. In Fig. 1, there are

three attributes, namely city (x), season (y) and hyper-

market (z), and for example, cubeð3; 2; 1Þ ¼ 163 represents

163 sale units of Shahrvand Hypermarket on Mashhad city

in spring. In the research, an address is assigned to each

cube cell based on the following function:

Vr : r ¼ Z � Yj j � ði� 1Þ þ Yj j � ðk � 1Þ þ j ð1Þ

where i, j and k represent the cell indices for X, Y and Z,

respectively. For example, in Fig. 1, v42 is the address of

cubeð4; 2; 2Þ ¼ 600. Also, the above function has the fol-

lowing inverse function:

i ¼ div r; Z � Yj jð Þ; if mod r; Z � Yj jð Þ ¼ 0

div r; Z � Yj jð Þ þ 1; otherwise

�
ð2Þ

j ¼ r � Z � Yj j � ði� 1Þ � Yj j � ðk � 1Þ ð4Þ

The address function and its inverse create a two-way

relationship between 3D and 2D search spaces. Because the

proposed data cube clustering converts the 3D space of

data cube into a two-dimensional space by moving one

dimension along the other dimensions using the Dimension

Move Algorithm.

2.2 Normalizing data cube

There are different scaling sizes between the 3D attributes

of the data, and application of normalizing the attributes

causes removal of the effect of larger scale attributes on

smaller one. The min–max normalization (Han et al. 2011)

is a linear converter of vi 2 A into v0i 2 A0 with new bound

new minA0 ; new maxA0½ �. The min–max normalization was

proposed for 2D data, and a 3D draft of the normalization

(see Fig. 1), which is linearly converted to ½0; 1�, is

designed in the current research whose procedure is shown

for the first layer as follows:

cube0ði; j; 1Þ ¼

cubeði; j; 1Þ � min
1� i� Xj j
1� j� Yj j

cube(i; j; 1Þ

max
1� i� Xj j
1� j� Yj j

cube(i; j; 1Þ � min
1� i� Xj j
1� j� Yj j

cube(i; j; 1Þ

..

.

cube0 i; j; Zj jð Þ ¼

cube i; j; Zj jð Þ � min
1� i� Xj j
1� j� Yj j

cube i; j; Zj jð Þ

max
1� i� Xj j
1� j� Yj j

cube i; j; Zj jð Þ � min
1� i� Xj j
1� j� Yj j

cube i; j; Zj jð Þ

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð5Þ

where i ¼ 1; . . .; Xj j and j ¼ 1; . . .; Yj j.

2.3 Dimension move

There are technical reshape data cube and 3D matrix such

as Scovanner et al. (2007), Zhao and Yang (2015) and

Johnson et al. (2013) which have different complexity

levels and are applied in image processing. In the current

research, a dimension move is designed to convert a 3D

matrix into a 2D matrix (see Fig. 1). To achieve the aim,

first, sub-2D matrixes of the 3D matrix are considered by

dimension separation along a given dimension. For

example, three sub-2D matrixes (X � Y) are separated

along Z in Fig. 1. Second, the 2D matrixes are joined

together along one of their dimensions. In Fig. 1, the 2D

separated matrixes are joined together along Y which create

a 2D matrix with Xj j rows and Yj j � Zj j columns. The

procedure of dimension move is presented in Algorithm 1.

k ¼ div r � Z � Yj j � ði� 1Þð Þ; Yj jð Þ; if mod r � Z � Yj j � ði� 1Þð Þ; Yj jð Þ ¼ 0

div r � Z � Yj j � ði� 1Þð Þ; Yj jð Þ þ 1; otherwise

�
ð3Þ
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2.4 New similarity metric

As mentioned, each cell of a data cube is indicated with four

values such asCube(i; j; kÞ ¼ value,where i; j; k are dimension

values of X (XCube), Y (YCube) and Z (ZCube), respectively.

Because the obtained 2D data from a given data cube consist of

quantitative values for its rows and column labels, a new

similaritymetric is proposed to calculate distance between rows

A and B in the 2D data. The similarity’s procedure is presented

in Algorithm 2. The similarity metric is utilized to calculate

dissimilarity of two rows in the procedure of DBSCAN clus-

tering (Algorithm 3) and the investigation evaluation indices

between the samples in each cluster [(7) and (8)].

Here, d is an effectiveness parameter for comparing

quantitative values of XCube, YCube and ZCube. The

parameter is tuned in the range of 0:2; 0:4½ �, since 3D

matrix was normalized.

3 The proposed clustering algorithms

With regard to the proposed preprocessing, the data cube

with its 3D matrix structure was converted to a related 2D

data by the dimension move (Algorithm 1) and the distance

between rows A and B were calculated by a new similarity

metric (Algorithm 2) in the 2D data. Now, two improved

drafts of density-based clustering are proposed to solve data

cube clustering. In the next subsections, first, three investi-

gation evaluation indices are explained. Second, DBSCAN

algorithm is presented and also the challenge of DBSCAN

algorithm and novel strategies are proposed to improve it.

3.1 The investigation evaluation indices

Three investigation evaluation indices, namely the Davies–

Bouldin index (DBI) (Davies and Bouldin 1979), Dunn

index (DI) (Bezdek and Pal 1995) and Silhouette index (SI)

(Rousseeuw 1987), are considered to evaluate the obtained

clusters with DBSCAN. The DBI calculates within-cluster

distance and between-cluster distance. The best choice of

clusters will be done, since the DBI is minimized and the

index is formulated as follows:

DBI ¼ 1

N

XN
i¼1

max
j ¼ 1; . . .;N

j 6¼ i

Si þ Sj
dij

� �
0
BBB@

1
CCCA ð6Þ

where N is the number of clusters and dij is the average

linkage as between-cluster distance of clusters Ci and Cj.

Also, Si and Sj are the average distance of within-cluster Ci

and within-cluster Cj, respectively.

dij ¼
P

pr2Ci;ps2Cj
pr � ps

CiCj
ð7Þ

Si ¼
P

pr ;ps2Ci
pr � ps

Ci Ci � 1ð Þ ð8Þ

where �k k is Algorithm 2 and pr 2 Ci means point r

belongs to the cluster i.

The DI focuses on compactness of clusters which are

well-separated from others based on inter-cluster distance

and cluster’s diameter, respectively. So, it calculates the

minimum inter-cluster distance divided by the maximum

cluster size. The best choice of clusters will be done, since

the DI is maximized and the index is formulated as follows:

DI ¼

min i; j ¼ 1; . . .;N
j 6¼ i

Dij

� �

maxk¼1;...;N diamkð Þ ð9Þ

Dij ¼ min
pr2Ci;ps2Cj

pr � psk k ð10Þ

diamk ¼ max
p;p02Ck

p� p0k k ð11Þ

where �k k is Algorithm 2, Dij is the inter-cluster distance

between clusters Ci and Cj and diamk is the diameter of

cluster Ck.

Algorithm 1 : Dimension Move
Input: () as a given 3D matrix
1: for = 1 : ( , 1)
2: Count = 1;
3:      for = 1 : ( ,2) .
4:            for = 1 : ( , 3)
5:                  2 _ ( , ) = ( , , ) ;
6:          Count++;
7:            end for 3
8:      end for 2
9: end for 1

Algorithm 2 : Similarity Metric
Input: () as a given 3D matrix, and are assigned 

addresses of each cell in rows and , respectively.
1: for = 1 : ( )
2: Calculate ( , , ) by (2), (3) and (4) from ;
3: Calculate ( , , ) by (2), (3) and (4) from ;
4:  if ( , , ) = = ( , , ) then
5:           = 0;
6:     else
7: = 1;
8:     if ( , , ) = = ( , , ) then
9:          = 0;
10:   else
11:           = 1;
12:   if ( , , ) = = ( , , ) then
13:        = 0;
14:   else
15:           = 1;
16: + = | ( , , ) − ( , , ) | + ( +

+ );
17: end for
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The SI focuses on consistency within clusters based on

comparison of the similarity of an object to its own cluster

to other clusters. The index is calculated for a data point pi
in the cluster Ci and ranges from - 1 to ? 1, where the

values close to 1 show that the object is well matched to its

own cluster and poorly matched to neighboring clusters.

So, the best choice of clusters will be done, since the DI is

maximized by being close to 1 and the SI’s average of the

all data points is formulated as follows:

SI ¼ 1

Dataj j
XDataj j

i¼1

b pið Þ � a pið Þ
max a pið Þ; b pið Þf g

� �
ð12Þ

b pið Þ ¼ min
k 6¼ i

k ¼ 1; . . .;N

1

Ckj j
X
pj2Ck

pi � pj
�� �� ð13Þ

a pið Þ ¼ 1

Cij j � 1

X
pj;pi2Ck

pi � pj
�� �� ð14Þ

where �k k is Algorithm 2 and |Data| and Ckj j are the

number of all data points and the number of data points in

cluster k, respectively. a pið Þ is the mean distance between

pi and all other data points in the same cluster, and b pið Þ is
the mean dissimilarity of pi to the other clusters.

3.2 DBSCAN algorithm

DBSCAN (Han et al. 2011) is an information clustering

method based on the data density whose brief procedure is

presented in Algorithm 1. Two parameters, namely the

neighborhood radius (e) and minimum points (MinPts) (l),
needed to form a cluster have been used in order to eval-

uate the distributed density of points. This algorithm begins

from an optional point, and then it accounts for the points

which are located in the neighborhood radius of this point

at a distance less than e. If the number of points is more

than l parameter, they produce a cluster; otherwise, the

intended point is known as outliner data. In the next step,

this point may be recognized as a part of a cluster. The

advantage of this method is the ability to distinguish and

separate the outliner data from other data.

In this algorithm, the most important role is to find the

proper e and l points. Commonly, by using statistical and

classical methods of combining different data mining ways,

we can find these points. In many cases, despite consuming

too much time, this is not run with high precision. There-

fore, in the research, we try to use the earthworm opti-

mization algorithm (EWOA) (Wang et al. 2018), as a meta-

heuristic algorithm, to estimate the exact values of these

parameters and achieve significant improvements.

3.3 The improved DBSCAN

To design the improved BDSCAN (EWOA–DBSCAN),

the EWOA is adapted to find the optimum values of P, l
and e in Algorithm 3. In the adapted EWOA to improve

DBCSAN for an obtained 2D dataset (Algorithm 1) with

|Data| objects/points and M attributes, each earthworm is

an M ? 2-dimensional array such as (15). The first M

elements represent an initial point P at which DBSCAN

starts. The element of M ? 1 represents the neighboring

radius (e), and the last element represents the value of

MinPts (l).

EWi ¼
minij � ewij �maxij; if 1� j�M
dismin � ewij � dismax; if j ¼ M þ 1

2� ewij; if j ¼ M þ 2

8<
: ð15Þ

minij ¼ min
1� j� Dataj j

2D Data i; jð Þ ð16Þ

maxij ¼ max
1� j� Dataj j

2D Data i; jð Þ ð17Þ

dismin ¼ min
1� i; r� Dataj j

i 6¼ r

pi � prk k ð18Þ

dismax ¼ max
1� i; r� Dataj j

i 6¼ r

pi � prk k ð19Þ

where i; r ¼ 1; . . .; pop size, minij and maxij are the min-

imum and the maximum values of jth columns of 2D Data,

dismin and dismax are the minimum and the maximum dis-

tances between objects/points. Note that minij ¼ 0 and

maxij ¼ 1 for a normalized 2D data.

The EWOA’s inputs are population size (pop size),

similarity factor (a), the number of kept earthworms

(nKEW), maximum generations (MaxGen) and/or other

terminate criteria (Carvalho and Freitas 2004; Nagar and

Srivastava 2008; Huang 1997; Freitas 2003). In Algorithm

4, a brief procedure of the EWOA is presented based on

Initialization, Reproduction 1, Reproduction 2 and

Selection.

Initialization:With regard to the earthworm’s structure

(15), pop size earthworms are generated, as initial popula-

tion in the zero generation EW(0Þ ¼ EW0
1; . . .;

�
EW0

pop sizeg

Algorithm 3 : DBSCAN Clustering
Input: 2 _ obtained by Algorithm1 as the input data, |Data|

objects to be clustered, the neighborhood radius (ε) and 
minimum points (µ)

1: Randomly select a point 
2: Retrieve all points density-reachable from based on ε and µ

and Similarity Metric (Algorithm2)
3: If is a core point, a cluster is formed.
4: If is a border point, no points are density-reachable from P 

and DBSCAN selects the next no-visited point randomly.
5: Continue the procedure until all points have been processed.
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randomly that is EW0
i ¼ ewi1; . . .; ewi;Mþ2

� �
. To evaluate

each earthworm,Algorithm 3 runs and theDBI (6) calculates

its fitness function. The worms of EW 0ð Þ are sorted in

ascending order, and the best one is saved as EWbest.

Reproduction 1: The EWOA’s procedure includes two

strategies to generate new offspring such as Reproduction 1

and Reproduction 2. The behavior of Reproduction 1 is

similar mutation in GA, and first the operation is run. The

Reproduction 1 has just effects on e and l values, and one

worm (EWi) gene0 .rates a new offspring (EWnew
i ) by the

following formula and saves it in R1 Gð Þ:

Algorithm 4 : EWOA-DBSCAN

Input: _ , , and 
1: = 0
2: Initialization: Generate _ worms based on (15) randomly 

as the initial generation EW(G).
3: Evaluate (G) with run Algorithm3 and calculate (6).
4: Sort Ascending EW( ) and get its best as .
5: while (G ≤ G) do
6:   for = 1: _
7:       Generate based on (20) and save it in 1( ) .
8:       if > then
9:            Select a worm from (G) by Roulette wheel.
10:             Run the Scattered Crossover (Fig.2) on the selected

worms and and save 2 offspings in 2( ) .
11:     else
12:          Generate based on (21) and save it in 2( ) .
13:     end if
14:   end for
15:   Evaluate 1( ) and 2( ) by Algorithm3 and (6).
16: Select new generation EW( + 1) by Sort Ascending 

EW( ) 1( ) 2( ) and save .
17: G = G+ 1
18: end while
19: represent  the best worm: .

⊂⊂

EWnew
i ¼

ewi;j; if 1� j�M
dismaxþdismin�a� ewi;j; if j¼Mþ1

2�ewi;jþ U �a;að Þ� Dataj jð Þ; if j¼Mþ2

8<
:

ð20Þ

where a 2 0; 1½ � is a similarity factor, and it can adjust the

distance between the parent earthworm (EWi) and its off-

spring (EWnew
i ). Decreasing a value causes reduces the

distance. U �a; að Þ generates random real value in �a; a½ �.
Reproduction 2: There are different strategies to gener-

ate offspring in Reproduction 2 since earthworm’s index is

bigger or smaller than nKEW. In the adapted draft of EWOA

for the current research, if the index is bigger than nKEW

(i[ nKEW), a earthworm is selected from EW(GÞ like EWS

(i 6¼ S) based on the Roulette wheel. Then, the scattered

crossover (Fig. 2) is run on EWS and EWi to generate two

new offspring (EWnew
1 and EWnew

2 ) and save them in R2 Gð Þ.
If the index is smaller than nKEW (i� nKEW), the

earthworm (EWi) is known as the elite worm and is stored in

R2 Gð Þ by changing e and l values as follows:

EWnew
i ¼

ewi;j; if 1�j�M

dismaxþdismin�
a
2
�ewi;j; if j¼Mþ1

2�ewi;jþ U
�a
2
;
a
2

	 

� Dataj j

	 

; if j¼Mþ2

8>><
>>:

ð21Þ

Selection: There are EW Gð Þ [ R1 Gð Þ [ R2 Gð Þ earth-

worms in the last generation G, and the evaluation of

offspring worms in R1 Gð Þ [ R2 Gð Þ is done by running

Algorithm 3 and (6). To reduce the number of worms to

pop size one for considering in the next generation (EW

Gþ 1ð Þ), EW Gð Þ [ R1 Gð Þ [ R2 Gð Þ and the top pop size

worms are sorted in the ascending order. Also, the best one

is saved as EWbest.

The challenge for the EWOA is to optimize the deter-

mination of the Reproduction 1 (a) and Reproduction 2

(nKEW) parameters. These parameters are empirically

determined and have a significant impact on the efficiency,

accuracy and speedup of the algorithm.

3.4 The soft improved DBSCAN algorithm

To fill up the above challenge and to design the soft

improved DBSCAN (EWOA–DBSCAN–FLC), a new self-

adaptive EWOA based on a new fuzzy logic controller

(FLC) is designed in this subsection.

Algorithm 5 : EWOA-DBSCAN-FLC
Input: _ , , and 
1: = 0
2: Initialization: Generate _ worms based on (15) 

randomly as the initial generation EW(G).
3: Evaluate (G) with run Algorithm3 and calculate (6).
4: Sort Ascending EW( ) and get its best as .
5: while (G ≤ G) do
6:   for = 1: _
7:      Select a worm from (G) by Roulette wheel as .
8:    Calculate G and fitBest by (22) and (23) respectively.
9:    Calculate and by ( , ) (Fig.3).
10:      Generate based on (20) and save it in 1( ) .
11: = [ × _ ]
12:    if > then
13:     Run the Scattered Crossover (Fig.2) on the selected

worms and and save 2 offsping in 2( ) .
14:   else
15:        Generate based on (21) and save it in 2( ) .
16:     end if
17:   end for
18:   Evaluate 1( ) and 2( ) by Algorithm3 and (6).
19: Select new generation EW( + 1) by Sort Ascending 

EW( ) 1( ) 2( ) and save .
20: G = G+ 1
21: end while
22: represent  the best worm: .

⊂⊂
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Algorithm 5 has the procedure like Algorithm 4, except

calculating a and nKEW by the proposed FLC (see Fig. 3)

based on the inputs such as the UG and the fitBest. The

FLC’s inputs are normalized values related to generation,

and the evaluation function (6) that they calculate is as

follows:

UG ¼ G

MaxG
ð22Þ

fitBest ¼ DBI EWbestð Þ
min DBI EWSð Þ;DBI EWið Þð Þ ð23Þ

The FLC consists of fuzzifying the inputs, linguistic

logic strategy (LLS) and defuzzifying the outputs. The

inputs fuzzify based on the presented membership func-

tions in Fig. 4. The LLS includes two main parts: rule

based and inference engine. There are two group rules,

which are called Mamdani’s rules and Takagi–Sugeno’s

rules, because the FLC is designed to generate dynamic

outputs based on Mamdani (Mamdani and Assilian 1975)

and Takagi–Sugeno’s inferences (Takagi and Sugeno

1993). The LLS creates outputs’ surfaces in Figs. 5 and 6

by Mamdani’s rules and Takagi–Sugeno’s rules, respec-

tively. Maximum and minimum operations are considered

for ‘‘OR’’ and ‘‘AND’’ operators in the LLS’s inference

engine to aggregation functions and reasoning. The center

of gravity is used for defuzzification method.

1. If (UG is HIGH) and ( is HIGH) then (α is HIGH)(nKEW is low)

2. If (UG is LOW) and ( is LOW) then (α is LOW)(nKEW is HIGH)

3. If (UG is MEDIUM) and (  is LOW) then (α is MEDIUM)(nKEW is MEDIUM)

4. If (UG is MEDIUM) and (  is MEDIUM) then (α is HIGH)(nKEW is MEDIUM)

5. ( ) ( ) ℎ (α )(nKEW )

6. ( ) ( ) ℎ (α )(nKEW )

7. ( ) ( ) ℎ (α )(nKEW )

8. ( ) ( ) ℎ (α )(nKEW )

1. If (UG is HIGH) and ( is HIGH) then
(α = 0.5UG + 0.5�itBest + 0.1) (nKEW = 0.2UG + 0.1�itBest + 0.1)

2. If (UG is LOW) and (  is LOW) then
(α = 0.1UG + 0.1�itBest + 0.1) (nKEW = 0.75UG + 0.5�itBest + 0.1)

3. If (UG is MEDIUM) and (  is LOW) then
(α = 0.25UG + 0.25�itBest + 0.1) (nKEW = 0.5UG + 0.25�itBest + 0.1)

4. If (UG is MEDIUM) and (  is MEDIUM) then
(α = 0.5UG + 0.5�itBest + 0.1) (nKEW = 0.5UG + 0.25�itBest + 0.1)

5. ( ) ( ) ℎ
(α = 0.1UG + 0.1�itBest + 0.1) (nKEW = 0.5UG + 0.25�itBest + 0.1)

6. ( ) ( ) ℎ
(α = 0.5UG + 0.5�itBest + 0.1) (nKEW = 0.2UG + 0.1�itBest + 0.1)

7. ( ) ( ) ℎ
(α = 0.5UG + 0.5�itBest + 0.1) (nKEW = 0.2UG + 0.1�itBest + 0.1)

8. ( ) ( ) ℎ
(α = 0.5UG + 0.5�itBest + 0.1) (nKEW = 0.5UG + 0.25�itBest + 0.1)
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Inference engine

Linguistic Logic Strategy
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Fig. 3 Proposed fuzzy logic controller based on two inputs UG; fitBestð Þ and two outputs a; nKEWð Þ

Fig. 2 Scattered crossover procedure
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4 Evaluation of the improved DBSCAN
algorithm and the soft improved DBSCAN

To evaluate the effectiveness of the proposed algorithms,

experiments were performed on the Intel Core i5 3.2 GHz

CPU and 4.00 GB memory. The algorithms were imple-

mented in MATLAB 2017a. Six benchmarks datasets of

the data cube, which are available from UCI and consid-

ered for experimentation, are shown in Table 1.

In order to achieve scalability of the proposed data cube

clustering algorithms, each cell of the investigated 3D

benchmarks such as i; j; kð Þ is assigned by a given address

like r based on (1) and the addresses have inverse functions

(2), (3) and (4) to calculate their i; j; kð Þ. The data are

normalized based on (5), and their related 2D data are

obtained by dimension move (Algorithm 1). To analyze

DBSCAN2, which utilizes the proposed similarity metric

(Algorithm 2) in the procedure of DBSCAN clustering

(Algorithm 3) and the investigation evaluation indices,

DBSCAN1 is considered based on the Euclidean metric in

Algorithm 3 and the indices for its evaluation.

Eight drafts of the proposed clustering algorithms are

preformed, namely DBSCAN1, DBSCAN2, EWOA–

DBSCAN1, EWOA–DBSCAN2, EWOA–DBSCAN1-

Mamdani, EWOA–DBSCAN2-Memdani, EWOA–

DBSCAN1-Sugeno and EWOA–DBSCAN2-Sugeno.

Fig. 4 Membership functions of two inputs UG; fitBestð Þ based on

linguistic values of low, medium and high

Fig. 5 Outputs’ surfaces of the LLS based on Mamdani’s rules

Fig. 6 Outputs’ surfaces of the LLS based on Takagi–Sugeno’s rules

Table 1 Investigated data cube

ID Dataset cube Dimensions

1 Daily Demand Forecasting Orders 8� 12� 5

2 Istanbul Stock Exchange 20� 9� 26

3 Dow Jones Index 330� 14� 2

4 ADL Recognition 844� 3� 10

5 Software Engineering Teamwork 63� 84� 5

6 User Identification From Walking Activity 1144� 4� 6
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There are eight parameters in the experimentation, namely

l and e in Algorithm 3, pop size, a, nKEW and MaxG in

Algorithm 4 and pop size and MaxG in Algorithm 5.

Tuning parameters of Algorithm 3 are based on e = 0.5 and

l is 10% of the investigated data, because other values

increased the DBI and number of clusters simultaneously.

Also, Algorithm 4 was tested on the data cube of ‘‘Daily

Demand Forecasting Orders’’ by different values for a and

nKEW; then, a ¼ 0:8 and nKEW ¼ 0:2� pop size½ �,
which had the best results, were considered for experi-

mentations of all data cubes. Finally, pop size and MaxG

were tuned with 100 earthworms and 100 generations.

In order to compare the behavior of the EWOA in

improving the designed DBSCAN with other meta-

heuristics, a genetic algorithm (GA) with the scattered

crossover (Fig. 2), single point mutation, Pc ¼ 0:8 (cross-

over rate), Pm ¼ 0:02 (mutation rate), popsize ¼ 100 and

MaxItr ¼ 100 is performed and called GA-DBSCAN1.

Also, Pc and Pm are dynamically tuned by the FLC (Fig. 3)

in GA-DBSCAN1-Mamdani and GA-DBSCAN1-Sugeno.

The algorithms are run 20 times on each data cube, and

then the best obtained DBI (6), DI (9) and SI (12) are

reported as the best quality clustering of the data. The

details of the obtained results from implementations are

shown in ‘‘Appendix’’ and Tables 6, 7, 8, 9, 10, 11, 12 and

13. The best obtained DBI (6), DI (9) and SI (12) are

summarized in Tables 2, 3 and 4, respectively. With regard

to the tables, the performance of the EWOA–DBSCAN2-

Sugeno (Algorithm 3 based on Takagi–Sugeno’s rules) is

significantly superior to that of the other performed

algorithms.

Also, a comparison of the obtained results of DBSCAN1

and DBSCAN2 can show that except Dow Jones Index

dataset for the DBI and except ADL Recognition dataset

for Dunn and Silhouette indices, DBSCAN2 on the other

datasets obtains between 3.6 and 25.5% better results in

Table 2, between 1.6 and 33.6% better results in Table 3

and between 1.5 and 188.3% better results in Table 4. So,

the newly proposed similarity metric is more efficient than

Euclidean metric.

To compare the functionality of the proposed data cube

clustering algorithms, the curve convergences of the best

DBI, DI and SI are shown on the datasets in Figs. 7, 8, 9,

10, 11 and 12. The horizontal axis of the figures is mea-

sured based on the number of generations from 1 to 100,

and the vertical axis is denoted by the best found DBI, DI

and SI through improvement. Based on the figures, the

EWOA has more control over the search space than the

GA. Although the EWOA and the GA have almost the

same evolutionary structure, the EWOA generates more

offspring than the GA in a generation that the fact enhances

the search process and increases the diversity of search

points. Ta
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To evaluate the significance level of the comparisons for

the proposed data cube clustering algorithms, a hypothesis

test is done to test the difference in the resulting quality

between the algorithms. Because the obtained results of each

algorithm are not normally distributed, a nonnormally dis-

tributed hypothesis test, such as the Wilcoxon signed-rank

test, is utilized in SPSS between two samples at a significant

Fig. 7 Convergence curves for the Daily Demand Forecasting Orders

based on three investigation evaluation indices

Fig. 8 Convergence curves for the Istanbul Stock Exchange based on

three investigation evaluation indices
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level of a = 0.05. The results are presented in the form of [Z,

P] in Table 5. IfP value\ 0.05, then the null hypothesis (the

two samples are dependent samples) can be rejected at the

95% level, but if P value[ 0.05, then the null hypothesis

cannot be rejected. Therefore, the bold P values present that

the comparison of two mentioned clustering algorithms on

the related datasets is significant at the 95% level.

Fig. 9 Convergence curves for the Dow Jones Index based on three

investigation evaluation indices

Fig. 10 Convergence curves for the ADL Recognition based on three

investigation evaluation indices
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Fig. 11 Convergence curves for the Software Engineering Teamwork

based on three investigation evaluation indices
Fig. 12 Convergence curves for the User Identification from Walking

Activity based on three investigation evaluation indices
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5 Conclusion and discussion

This paper focuses on the data cube clustering, and the

DBSCAN algorithm is considered as the basic clustering

technique, because it successfully recognizes nonconvex clus-

ters and does not depend on a given number of clusters as an

input. Since the efficiency of the DBSCANAlgorithm is highly

dependent on the parameters of the neighboring radius and the

number of neighbors, the study tries to improve this algorithm.

For this purpose, first new techniques were proposed in

the preprocessing section. Assigning a unique address (1) to

each cube cell for clarifying and interpreting the scalability

of the proposed data cube clustering algorithms, obtaining

the related 2D data from the 3D data by moving dimension

(Algorithm 1) and designing similarity metric (Algorithm

2) are those techniques. The DBSCAN1 and the DBSCAN2

were performed based on embedding Euclidean and new

similarity metrics in Algorithm 3, respectively.

Table 5 Results of the Wilcoxon signed-rank test in the form of [Z, P]

DBSCAN1

versus GA-

DBSCAN1

DBSCAN1

versus EWOA–

DBSCAN1

GA-DBSCAN1

versus EWOA–

DBSCAN1

GA-DBSCAN1

versus GA-

DBSCAN1-Mamdani

EWOA–DBSCAN1

versus EWOA–

DBSCAN1-Mamdani

GA-DBSCAN1-Mamdani

versus EWOA–DBSCAN1-

Mamdani

1 [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 2.427, 0.015] [- 3.323, 0.001] [- 3.211, 0.001]

2 [- 3.920, 0.000] [- 3.920, 0.000] [- 0.672, 0.502] [- 1.568, 0.117] [- 0.411, 0.681] [- 2.352, 0.019]

3 [- 3.920, 0.000] [- 3.920, 0.000] [- 3.621, 0.000] [- 1.456, 0.145] [- 2.053, 0.040] [- 2.091, 0.037]

4 [- 0.821, 0.411] [- 2.427, 0.015] [- 2.501, 0.012] [- 1.232, 0.218] [- 0.672, 0.502] [- 2.203, 0.028]

5 [- 3.584, 0.000] [- 3.920, 0.000] [- 3.584, 0.000] [- 1.904, 0.057] [- 3.621, 0.000] [- 0.672, 0.020]

6 [- 0.149, 0.881] [- 0.821, 0.411] [- 3.211, 0.001] [- 2.613, 0.009] [- 3.621, 0.000] [- 1.941, 0.052]

GA-DBSCAN1

versus GA-

DBSCAN1-

Sugeno

EWOA–DBSCAN1

versus EWOA–

DBSCAN1-Sugeno

GA-DBSCAN1-

Sugeno versus

EWOA–DBSCAN1-

Sugeno

GA-DBSCAN1-

Sugeno versus GA-

DBSCAN1-

Mamdani

EWOA–DBSCAN1-

Sugeno versus EWOA–

DBSCAN1-Mamdani

GA-DBSCAN1-

Sugeno versus

EWOA–DBSCAN1-

Sugeno

1 [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.211, 0.001] [- 2.763, 0.006]

2 [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.883, 0.000] [- 2.352, 0.019] [- 2.501, 0.012]

3 [- 3.920, 0.000] [- 3.883, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 2.091, 0.037] [- 1.680, 0.093]

4 [- 0.821, 0.411] [- 2.949, 0.003] [- 3.173, 0.002] [- 2.501, 0.012] [- 2.203, 0.028] [- 2.165, 0.030]

5 [- 3.584, 0.000] [- 3.285, 0.001] [- 3.696, 0.000] [- 3.584, 0.000] [- 0.672, 0.020] [- 0.933, 0.351]

6 [- 0.149, 0.881] [- 3.323, 0.001] [- 3.696, 0.000] [- 3.211, 0.001] [- 1.941, 0.052] [- 3.136, 0.002]

DBSCAN1

versus

DBSCAN2

EWOA–DBSCAN2

versus EWOA–

DBSCAN2-

Mamdani

DBSCAN2

versus EWOA–

DBSCAN2

DBSCAN2 versus

EWOA–

DBSCAN2-

Mamdani

DBSCAN2 versus

EWOA–

DBSCAN2-

Sugeno

EWOA–DBSCAN2-

Mamdani versus EWOA–

DBSCAN2-Sugeno

1 [- 3.323, 0.001] [- 2.613, 0.009] [- 1.829, 0.067] [- 3.472, 0.001] [- 3.061, 0.002] [- 2.501, 0.012]

2 [- 0.411, 0.681] [- 2.315, 0.021] [- 2.912, 0.004] [- 3.509, 0.000] [- 3.733, 0.000] [- 2.576, 0.010]

3 [- 2.053, 0.040] [- 0.597, 0.050] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 0.933, 0.351]

4 [- 0.672, 0.502] [- 2.016, 0.044] [- 0.131, 0.896] [- 3.006, 0.003] [- 3.061, 0.002] [- 2.109, 0.035]

5 [- 3.621, 0.000] [- 1.157, 0.247] [- 2.053, 0.040] [- 3.024, 0.002] [- 3.323, 0.001] [- 1.200, 0.263]

6 [- 3.621, 0.000] [- 1.419, 0.156] [- 1.195, 0.232] [- 2.240, 0.025] [- 3.547, 0.000] [- 3.024, 0.002]

GA-DBSCAN1

versus EWOA–

DBSCAN2

EWOA–

DBSCAN1

versus EWOA–

DBSCAN2

EWOA–DBSCAN1-

Mamdani versus

EWOA–DBSCAN2-

Mamdani

EWOA–DBSCAN1-

Sugeno versus

EWOA–DBSCAN2-

Sugeno

GA-DBSCAN1-

Mamdani versus

EWOA–DBSCAN2-

Mamdani

GA-DBSCAN1-

Sugeno versus

EWOA–DBSCAN2-

Sugeno

1 [- 0.885, 0.576] [- 2.817, 0.005] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.547, 0.000] [- 1.064, 0.287]

2 [- 3.179, 0.001] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.883, 0.000] [- 3.883, 0.000] [- 1.381, 0.167]

3 [- 3.823, 0.000] [- 3.883, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000] [- 3.920, 0.000]

4 [- 0.483, 0.629] [- 0.261, 0.794] [- 3.969, 0.000] [- 2.501, 0.012] [- 3.435, 0.001] [- 1.531, 0.126]

5 [- 2.817, 0.005] [- 2.725, 0.006] [- 3.920, 0.000] [- 3.584, 0.000] [- 3.733, 0.000] [- 1.885, 0.059]

6 [- 0.302, 0.763] [- 1.755, 0.079] [- 3.435, 0.001] [- 3.211, 0.001] [- 2.800, 0.005] [- 0.784, 0.433]
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The EWOA was adapted to improve DBSCAN (Algorithm

4) and find the optimum values for P, l and e in Algorithm 3

(EWOA–DBSCAN1 and EWOA–DBSCAN2). To fill up the

clustering algorithms’ challenges and enhance the exploration

and exploration capabilities of the algorithms, a new FLC

(Fig. 3) was designed to dynamically tune the EWOA’s

parameters (Algorithm 5) and EWOA–DBSCAN1-Mamdani,

EWOA–DBSCAN2-Mamdani, EWOA–DBSCAN1-Sugeno

and EWOA–DBSCAN2-Sugenowere performed for analyzing

the efficiency of the proposed ideas. The designedFLChas been

carried out by Mamdani’s rules and Takagi–Sugeno’s rules.

For comparison of the obtained results, the GA was con-

sidered to embed in Algorithms 4 and 5 and GA-DBSCAN1,

GA-DBSCAN1-Mamdani andGA-DBSCAN1–Sugenowere

performed on the experimental results. Three investigation

evaluation indices were considered to find the most similar-

ities between members of the cluster, and on the other hand,

they can provide separation issue which is related to less

similarity with other clusters.

To evaluate and compare the proposed clustering algo-

rithms, six datasets of data cube were considered and the

details of the obtained results are reported in ‘‘Appendix’’.

All experiments indicated the efficiency and improvement

of the DBSCAN2 compared to the DBSCAN1 and the

EWOA–DBSCAN2–Sugeno compared to the others. In

addition, the q values of the Wilcoxon signed-rank test

were calculated to recognize the significant level of the

comparisons for the proposed algorithms. With regard to

Table 5, comparisons of the most of the algorithms were

significant at the 95% level for all datasets.
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Table 6 Details of the experimental results for 20 runs of the DBSCAN1

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 1.0776 3 1.0528 3 0.7730 3 0.8672 3 0.7592 4 0.6292 4

2 1.0262 3 1.1977 4 0.8301 3 0.8466 3 0.6852 3 0.6853 4

3 1.0239 3 1.1589 4 0.8918 4 0.9471 4 0.6964 3 0.6117 3

4 1.2061 4 1.0006 3 0.7155 2 0.8639 3 0.7537 4 0.6703 4

5 1.1385 3 0.9610 3 0.8017 3 0.9257 3 0.7299 4 0.6326 3

6 1.1123 3 1.1252 3 0.6985 3 0.8863 3 0.7327 4 0.7943 4

7 1.1833 3 1.0124 3 0.7280 2 0.9833 4 0.7650 4 0.6788 3

8 1.2829 3 1.0595 3 0.8011 3 0.8868 4 0.7383 4 0.6874 3

9 1.2433 3 1.0501 3 0.8571 3 0.9303 4 0.6823 3 0.6575 3

10 1.2922 4 0.9971 2 0.8751 3 0.9115 4 0.6654 2 0.6269 3

11 1.0393 3 1.1844 4 0.7895 3 0.8720 3 0.7289 4 0.6975 3

12 1.0551 3 1.1529 4 0.8025 3 0.9771 4 0.7188 3 0.6596 3

13 1.1059 3 1.0482 3 0.8560 4 0.8625 4 0.7877 4 0.7537 4

14 1.2973 4 1.1419 4 0.8272 3 0.8771 3 0.8123 4 0.6260 3

15 1.2534 4 1.1095 3 0.8021 3 0.9849 4 0.8853 4 0.6971 3

16 1.1245 3 1.1616 4 0.8143 3 0.9947 4 0.7322 4 0.7277 4

17 1.2078 3 0.9770 3 0.7337 3 0.9437 4 0.7881 4 0.6536 3

18 1.0307 4 1.0180 2 0.8166 3 0.8598 3 0.8615 4 0.6998 3

19 1.2267 3 1.0835 2 07956 3 0.9644 4 0.8718 4 0.6473 3

20 1.2367 4 1.1481 4 0.8185 3 0.9735 4 0.6418 2 0.7238 4

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters
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Table 7 Details of the experimental results for 20 runs of the GA-DBSCAN1

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.9499 3 0.8919 2 0.7152 3 0.9596 3 0.6076 3 0.7239 4

2 0.7897 3 0.7970 2 0.7341 3 0.9136 3 0.6253 3 0.7159 4

3 0.9975 3 0.8528 3 0.6781 2 0.9219 3 0.7481 4 0.6311 3

4 0.882 2 0.9419 3 0.5120 2 0.8010 2 0.7453 4 0.7250 4

5 0.939 3 0.8240 3 0.5208 2 0.9352 3 0.6612 3 0.6356 3

6 0.8475 2 0.8667 2 0.6642 3 0.9466 3 0.6771 3 0.6095 2

7 0.7816 2 0.9029 4 0.5891 2 0.8730 2 0.7024 3 0.7004 3

8 0.9584 3 0.8641 3 0.5676 2 0.9792 4 0.5723 2 0.6202 3

9 0.8214 3 0.9380 4 0.5621 2 0.9944 4 0.7415 4 0.5862 2

10 0.7777 2 0.9714 4 0.5650 2 0.8032 2 0.5731 2 0.6473 3

11 0.7782 2 0.9824 4 0.5972 2 0.9095 3 0.7305 4 0.7033 3

12 0.7644 2 0.9737 4 0.6207 3 0.9421 3 0.6156 3 0.6557 2

13 0.8651 3 0.9534 3 0.6947 3 0.9859 4 0.5877 2 0.6351 2

14 0.9289 4 0.9487 3 0.6214 3 0.8078 2 0.7318 4 0.6972 3

15 0.9624 4 0.9400 3 0.6456 3 0.9831 4 0.7321 4 0.6411 3

16 0.8532 3 0.9185 3 0.7296 3 0.9160 3 0.6185 3 0.7415 4

17 0.8899 3 0.9349 3 0.5856 2 0.8289 2 0.7048 3 0.6050 2

18 0.9404 4 0.8578 2 0.7083 3 0.8625 2 0.6431 3 0.7358 3

19 0.8586 3 0.9067 3 0.5237 2 0.8503 2 0.6946 3 0.7372 3

20 0.9448 3 0.9851 3 0.6428 3 0.8104 2 0.5727 2 0.5885 2

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters

Table 8 Details of the experimental results for 20 runs of the GA-DBSCAN1-Mamdani

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.8995 3 0.8222 3 0.5066 2 0.8325 4 0.5567 2 0.6325 4

2 0.8448 3 0.8765 3 0.5427 2 0.8880 4 0.6112 3 0.5418 3

3 0.8040 3 0.7826 2 0.5624 3 0.8290 4 0.6827 3 0.5394 3

4 0.7542 2 0.9496 4 0.6782 4 0.9114 5 0.7250 4 0.7082 5

5 0.7815 2 0.8165 3 0.6407 4 0.8643 4 0.6940 3 0.6238 4

6 0.8198 3 0.8866 3 0.5441 3 0.8417 4 0.6981 3 0.7167 5

7 0.8022 3 0.7732 2 0.5161 2 0.8375 5 0.7020 4 0.6651 4

8 0.7279 2 0.7858 2 0.6492 3 0.8753 5 0.5671 2 0.6639 4

9 0.8153 2 0.8645 4 0.6588 3 0.9587 5 0.7068 4 0.5820 3

10 0.8153 2 0.7905 2 0.5447 2 0.8721 5 0.5581 2 0.7093 5

11 0.8527 3 0.8845 4 0.6578 3 0.9902 5 0.6231 3 0.6038 4

12 0.8531 3 0.8959 4 0.5796 3 0.8719 4 0.6852 3 0.5439 3

13 0.8667 3 0.8369 3 0.6764 4 0.7838 3 0.6686 3 0.5324 3

14 0.8470 3 0.9615 4 0.6533 3 0.8121 3 0.7097 4 0.6017 4

15 0.8212 3 0.9328 4 0.5449 3 0.8971 3 0.5705 2 0.6414 4

16 0.7505 2 0.9170 4 0.5331 2 0.9877 4 0.5697 2 0.5267 3

17 0.8046 2 0.9818 4 0.5683 3 0.9106 5 0.5549 2 0.5832 4

18 0.8125 3 0.9657 4 0.6576 4 0.7677 3 0.5890 2 0.5924 4

19 0.8482 3 0.9745 4 0.5402 2 0.8989 4 0.5721 2 0.5245 3

20 0.8187 3 0.9277 4 0.4890 2 0.8926 4 0.5963 2 0.5903 4

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters
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Table 9 Details of the experimental results for 20 runs of the GA-DBSCAN1-Sugeno

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones

Index

ADL

Recognition

Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.7393 2 0.8842 4 0.6156 3 0.7867 3 0.5733 2 0.5201 3

2 0.8141 3 0.7750 2 0.6806 4 0.7685 3 0.5900 3 0.6630 4

3 0.8824 4 0.8388 3 0.6152 3 0.8461 4 0.6837 4 0.5749 3

4 0.7680 2 0.8512 4 0.5044 2 0.7654 3 0.5888 2 0.6757 4

5 0.8131 3 0.8842 4 0.6641 3 0.8312 4 0.6072 3 0.6523 4

6 0.8622 3 0.8675 3 0.6948 4 0.8991 5 0.5977 2 0.5328 3

7 0.7720 3 0.8171 3 0.5382 2 0.8345 4 0.6150 3 0.6408 4

8 0.7187 2 0.8797 4 0.5214 2 0.8169 3 0.5708 2 0.5349 3

9 0.8531 3 0.8329 3 0.5966 3 0.8389 4 0.6670 4 0.5393 3

10 0.7684 2 0.7851 2 0.6360 3 0.7754 3 0.5828 2 0.6139 3

11 0.8867 4 0.8286 3 0.6112 3 0.8775 4 0.6691 3 0.6523 4

12 0.7171 2 0.7829 2 0.4670 2 0.7996 3 0.6782 3 0.5726 3

13 0.8028 3 0.8057 2 0.5313 3 0.7883 3 0.5528 2 0.6973 4

14 0.7413 2 0.8212 2 0.4894 2 0.8289 3 0.6738 4 0.6251 4

15 0.7686 2 0.7769 2 0.4948 2 0.7966 3 0.5940 2 0.6888 4

16 0.8150 3 0.8193 2 0.6360 3 0.8064 3 0.5683 2 0.5645 3

17 0.7781 2 0.8689 3 0.5709 2 0.8324 3 0.6140 3 0.6724 4

18 0.7160 2 0.8914 4 0.5883 3 0.8789 4 0.5757 2 0.6024 3

19 0.8123 3 0.7676 2 0.5297 3 0.8763 4 0.5602 2 0.5331 3

20 0.7502 2 0.8087 2 0.4604 2 0.7731 3 0.5520 2 0.5355 3

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters

Table 10 Details of the experimental results for 20 runs of the DBSCAN2

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.8869 3 0.8578 2 0.9734 4 0.9592 4 0.6753 3 0.7259 4

2 0.8455 2 0.8644 3 0.8011 3 0.9660 3 0.7248 3 0.6928 3

3 1.2051 4 0.9826 4 0.8135 3 0.8803 2 0.7988 3 0.6856 3

4 1.0561 3 0.9814 4 0.8166 3 0.9636 3 0.7605 4 0.6375 3

5 0.7827 3 1.1416 4 0.8687 2 0.8663 3 0.7405 4 0.7604 3

6 0.8386 3 0.9629 4 0.9384 4 0.8463 3 0.7422 4 0.6502 3

7 0.8186 3 1.0524 3 0.9822 4 0.9172 3 0.7481 4 0.6273 3

8 1.1933 3 0.9280 4 0.8021 3 0.8878 2 0.7337 4 0.6423 3

9 0.8986 3 1.1377 4 0.8631 3 0.8672 3 0.6764 3 0.6703 4

10 0.8656 3 1.1729 4 0.9049 4 0.9659 4 0.6753 3 0.6239 3

11 1.2457 4 1.1577 4 0.7265 2 0.9315 4 0.6156 3 0.6052 2

12 0.8631 3 1.4506 3 0.8077 3 0.8695 2 0.6436 3 0.6718 3

13 1.1133 3 0.9634 3 0.8175 3 0.8781 3 0.7329 4 0.6872 3

14 1.2878 3 0.8541 3 0.9077 3 0.8828 4 0.7484 4 0.7159 4

15 0.8799 3 1.4182 3 0.8262 3 0.8753 3 0.8716 4 0.5895 2

16 0.7644 2 0.9167 3 0.9459 3 0.9356 3 0.7532 4 0.6706 4

17 0.8786 3 1.1877 4 0.8551 3 0.9645 4 0.8423 4 0.6898 3

18 0.7616 2 1.1180 2 0.9884 4 0.9843 4 0.7665 4 0.6426 3

19 1.0062 3 1.1716 4 0.7845 3 0.8079 2 0.6156 3 0.7472 3

20 0.9089 4 0.9124 4 0.8969 2 0.801 2 0.7777 4 0.6492 4

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters
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Table 11 Details of the experimental results for 20 runs of the EWOA–DBSCAN2

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.9484 3 0.8642 3 0.5636 2 0.9492 4 0.5725 2 0.6222 3

2 0.8446 2 0.9819 4 0.5623 3 0.9196 5 0.5533 2 0.5872 4

3 0.8387 3 0.9297 4 0.4889 2 0.8976 4 0.5965 2 0.5903 4

4 0.9804 4 0.8568 2 0.7183 3 0.8515 2 0.6631 3 0.7358 3

5 0.9039 3 0.8345 3 0.5108 2 0.9556 3 0.6212 3 0.6376 3

6 0.7082 2 0.9724 4 0.5872 2 0.9015 3 0.7805 4 0.7003 3

7 0.8199 3 0.9149 3 0.5816 2 0.8239 2 0.7948 3 0.6085 2

8 0.7532 2 0.9696 4 0.6382 4 0.9214 5 0.7825 4 0.7082 5

9 0.7882 2 0.9024 4 0.5972 2 0.9091 3 0.7309 4 0.7033 3

10 0.7915 2 0.8195 3 0.6617 4 0.8603 4 0.6194 3 0.6238 4

11 0.8653 2 0.8915 4 0.6898 3 0.9589 5 0.7063 4 0.5815 3

12 0.8714 3 0.9518 4 0.5631 2 0.9942 4 0.7412 4 0.5862 2

13 0.9939 3 0.8538 3 0.5218 2 0.9353 3 0.6612 3 0.6456 3

14 0.7944 2 0.9747 4 0.6607 3 0.9426 3 0.6156 3 0.6557 2

15 0.8691 3 0.9954 3 0.6977 3 0.9819 4 0.5877 2 0.6371 2

16 0.8819 3 0.9249 3 0.5836 2 0.8281 2 0.7048 3 0.6905 2

17 0.8945 3 0.8542 3 0.5966 2 0.8327 4 0.5567 2 0.6325 4

18 0.8922 2 0.9414 3 0.5112 2 0.8018 2 0.7453 4 0.7695 4

19 0.7702 2 0.9825 4 0.5902 2 0.9995 3 0.7305 4 0.7083 3

20 0.8607 3 0.8569 3 0.6714 4 0.7438 3 0.6686 3 0.5727 3

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters

Table 12 Details of the experimental results for 20 runs of the EWOA–DBSCAN2-Mamdani

Daily Demand

Forecasting Orders

Istanbul Stock

Exchange

Dow Jones Index ADL Recognition Software Engineering

Teamwork

User Identification From

Walking Activity

DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC** DBI* NC**

1 0.8247 3 0.9185 4 0.6093 3 0.8211 3 0.7197 4 0.6047 4

2 0.884 4 0.8428 3 0.6122 3 0.8641 4 0.6737 4 0.5769 3

3 0.8415 3 0.8913 2 0.636 3 0.8024 3 0.6083 2 0.5745 3

4 0.7545 2 0.9137 4 0.5331 2 0.9827 4 0.6097 2 0.5867 3

5 0.8022 3 0.7842 2 0.5611 2 0.8275 5 0.7102 4 0.6641 4

6 0.8125 3 0.9567 4 0.6567 4 0.7677 3 0.8589 2 0.6924 4

7 0.8242 3 0.9238 4 0.5494 3 0.8941 3 0.7705 2 0.6814 4

8 0.8187 3 0.9831 4 0.498 2 0.8966 4 0.6963 2 0.6903 4

9 0.7792 2 0.7588 2 0.6432 3 0.8123 5 0.6671 2 0.6939 4

10 0.755 2 0.917 4 0.5471 2 0.9817 4 0.6597 2 0.5967 3

11 0.7343 2 0.848 4 0.6165 3 0.7897 3 0.5973 2 0.5901 3

12 0.8247 3 0.8545 4 0.6578 3 0.9102 5 0.6321 3 0.6308 4

13 0.7866 2 0.7719 2 0.5468 2 0.7566 3 0.5954 2 0.6678 4

14 0.7952 2 0.8087 2 0.6604 2 0.7831 3 0.5992 2 0.5351 3

15 0.8028 3 0.8057 2 0.5613 3 0.7883 3 0.5528 2 0.6173 4

16 0.7732 3 0.8171 3 0.5832 2 0.8445 4 0.6125 3 0.6438 4

17 0.7178 2 0.8194 4 0.5873 3 0.8779 4 0.5957 2 0.6164 3

18 0.716 2 0.8941 4 0.5786 3 0.8219 4 0.5987 2 0.6204 3

19 0.7520 2 0.8077 2 0.4984 2 0.7931 3 0.552 2 0.5515 3

20 0.761 2 0.8947 4 0.5838 3 0.8789 4 0.6537 2 0.6204 3

The best obtained clustering is bolded for each dataset

*Denotes Davies Bouldin index (DBI)

**Denotes the number of clusters
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