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Abstract
The artificial bee colony algorithm (ABC), as one of the excellent intelligent optimization technologies, has presented very
good optimization performance for many complex problems due to its simplicity and easiness of implementation. However,
ABC has a very good performance at exploration relatively, but for some complex problems it still results in slower convergent
speed and lower convergent accuracy in the later stage of algorithms. Meanwhile, ABC has relatively poor performance at
exploitation. To overcome these drawbacks further, the enhancing ABC algorithm using refraction principle is proposed
(EABC-RP) in this paper. In EABC-RP, on the one hand, in order to enhance its exploration further, the unified opposition-
based learning (UOBL) based on refraction principle is employed to generate refraction solutions (new food sources) for
employed bees, which helps to increase population diversity and guide search direction close to the global optimal solution.
On the other hand, for exploitation, when ABC has fallen into the local optimal solution, the UOBL based on refraction
principle is employed for mutation to increase the probability of jumping out of the local optimal solution for scout bees.
A lot of experiments are conducted on 23 benchmark functions to verify the effectiveness of EABC-RP. The experimental
results show that EABC-RP achieves higher solution accuracy and faster convergent speed in most cases and outperforms
other ABC variants. In addition, EABC-RP is used to optimize finite impulse response (FIR) low-pass digital filter which
obtains the better filtering performance, which validates the effectiveness of the EABC-RP algorithm further.

Keywords Evolutionary algorithms · Artificial bee colony algorithm · Opposition-based learning · Refraction principle

1 Introduction

In real world, especially in nowadays with information tech-
nology developing rapidly, many fields have faced or are
facing a variety of complex optimization problems. How-
ever, with the increasing complexity of problems, traditional
optimization methods have been difficult to deal with them.
Fortunately, evolutionary algorithms (EAs) have very good
optimization performance over these complex problems and
play a more and more important role in the field of opti-
mization. In order to solve various complex optimization
problems, more and more EAs have been proposed such as
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particle swarm optimization (PSO) (Kennedy and Eberhart
1995), differential evolution (DE) (Storn and Price 1997),
genetic algorithm (GA) (Goldberg 1989; Holland 1992) and
artificial bee colony (ABC) (Karaboga 2005).

In this paper, the research object is the ABC algorithm
which was proposed by Karaboga in 2005 inspired by the
foraging behavior of honey bee (Karaboga 2005). The ABC
algorithm has risen wide spread attention from researchers
due to its outstanding optimization performance over many
complex optimization problems in various fields such as arti-
ficial neural networks (Yeh and Hsieh 2012; Bullinaria and
Alyahya 2014), load balancing (Xing et al. 2018), scheduling
problem (Zhang et al. 2013; Sundar et al. 2015; Horng 2017;
Pang andShan 2019), power flowoptimal problem (Adaryani
andKarami 2013; Bai et al. 2017), optimal filter design (Bose
et al. 2014), parameter estimation (Oliva et al. 2017; Chen
et al. 2018) and sensor placement (Yang and Peng 2018)
and so forth. Compared with traditional optimization meth-
ods, ABC has few requirements of objective function and
constraints such as continuity and non-convexity. Moreover,
it does not use external information in the searching pro-
cess and only takes fitness function as the basis of evolution
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(Karaboga and Basturk 2007). ABC has some advantages
such as simple operation, fewer control parameters, high
search accuracy and strong robustness. But it has a disad-
vantage of slower convergence, especially in the middle and
last stages of the search process (Zhou et al. 2016b). In order
to overcome these demerits, scholars have proposed some
excellent improvedABCvariantswhichmainly concentrated
on balancing the exploration and exploitation.

In this paper, on the one hand, for the sake of enhancing
the exploration of ABC further, the unified opposition-based
learning (UOBL) based on refraction principle (Shao et al.
2015), an improved strategy of opposition-based learning
(OBL) (Tizhoosh 2005), is employed in ABC to improve its
performance. Themain idea ofUOBL is to improve the oppo-
site process ofOBLaccording to the refraction phenomena of
light, which can increase the population diversity to enhance
the probability of finding the global optimal solution. Based
on the idea of the strategy, UOBL has been employed in the
performance improvement in PSO (Shao et al. 2015), and
in the improved PSO a large number of experimental results
demonstrate that it has achieved very good optimization per-
formance. On the other hand, the UOBL strategy is used
again in ABC as a mutation strategy. When ABC algorithm
traps into the local optimal domain, UOBL can generate the
mutation solution based on refraction principle and guide the
algorithm to search for the global optimal solution rather than
random mutation resulting in aimless search. To verify the
effectiveness of the adopted UOBL in ABC, 23 benchmark
functions are tested in the next experiments, and extensive
experimental results demonstrate that EABC-RP can achieve
better optimization performance over the majority of them
compared with other ABC variants.

The other parts of this paper can be organized as follows:
In Sect. 2, related works including the basic idea of ABC and
some other excellent ABC variants are introduced briefly.
The main design idea of proposed ABC is described in detail
in Sect. 3. Section 4 demonstrates the experimental results
and analysis of the results. Finally, in Sect. 5 the conclusions
are drawn.

2 Related works

2.1 Artificial bee colony algorithm

Similar to other swarm intelligent algorithms such as PSO,
ABC is proposed inspired by collective intelligent behavior
of biology in the nature and it simulates the collaborative for-
aging behavior of a swarm of honey bees. In the nature, a bee
swarm is categorized into three groups in process of collabo-
rative foraging, and they are the employed bees, the onlooker
bees and the scout bees. Similarly, in ABC, the entire search
process of the algorithm is also divided into three phases, the

employed bee phase, the onlooker bee phase and the scout
bee phase, and each specified phase plays itself role in ABC.
The employed bees play a role that searches food sources,
and after all the employed bees finishing their search of food
sources, they will share some information including the posi-
tions and the nectar amounts of food sources on the dance
area to the onlooker bees. The onlooker bees make a decision
to choose a better food source according to the information
provided by the employed bees and then continue exploiting
other food sources around the chosen food source. The food
source that has more amount of nectar has a higher proba-
bility to be chosen by the onlooker bees compared with one
of less nectar. If a food source is exhausted, the scout bee is
translated from its associated employed bee, which abandons
the food source and continues searching a new food source
randomly (Zhou et al. 2016b; Bao and Zeng 2011).

In ABC, the position of each food source is generated
randomly in the initial population and it is regarded as a
candidate solution Xi for optimization problems which is
expressed as Xi = (xi1, xi2,. . ., xiD) and D is the dimen-
sional size of optimization problems. The main idea of ABC
algorithm can be described as follows:

Firstly, the employed bees are in charge of searching food
sources generated randomly. After all employed bees com-
plete the search process, some information including the
nectar amounts and the positions of food sources is shared by
employed bees to the onlooker bees by the way of dancing
in dancing area. Each employed bee generates a new food
source Vi = (vi1, vi2,. . ., vi D) in the neighborhood of its
parent position Xi by the following equation:

vi j = xi j + ri j · (xi j − xk j ) (1)

where k ∈{1,2,…,SN} and j ∈{1,2,…,D} are selected ran-
domly, but k has to be different from i and k is a solution in
the neighbor domain of i ; ri j ∈ [−1, 1] is a random number
which controls the generated range of the neighbor domain
of xi j ; SN is the number of generated food sources randomly
and the number of employed bees corresponds to the number
of food sources.

Then, if the fitness of the new food source Vi generated
by Eq. (1) is better than the one of its parent Xi , and Xi

is replaced with Vi . The onlooker bees continue searching
other food sources according to Eq. (1) after receiving the
related information including nectar amounts and positions
of food sources from the employed bees. A food source is
chosen by onlooker bees according to the probability related
with amount of nectar, and the more amount of nectar food
sources have, the greater the probability they are chosen. The
probability pi depends on the nectar amount (fitness value)
of food sources, which is defined as follows:

pi = fitnessi
∑SN

j=1 fitness j
(2)
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where pi is the selection probability and the parameter fit-
nessi is the fitness value of the solution Xi evaluated by its
employed bee, and from Eq. (2) we can see that the num-
ber of the onlooker bees is also equal to the one of the food
sources.

Lastly, if the quality of a food source is not improved
further in predetermined generations, it can be considered
that the algorithm has trapped into the local optimal domain.
Therefore, it is taken into consideration to abandon the food
source. The employed bee associated with the food source
would be transformed into the scout bee to continue searching
a new food source randomly. In ABC, the parameter limit is
used to control the role changing of employed bees and scout
bees. When the value of limit exceeds the predetermined
generations, a new food source is generated randomly by
scout bees to replace the abandoned food source according
to the following equation.

xi j = a j + rand j · (b j − a j ) (3)

where [a j , b j ] is the boundary constraint for the j th dimen-
sional variable and the parameter rand j is a distributed
random number within the range [0, 1] uniformly.

2.2 Some excellent ABC variants

Since the original ABC is proposed, it has attracted many
scholars attention and many excellent ABC variants have
been proposed in the past decade. To overcome the poor
exploitation ability further and enhance the optimization
performance of ABC algorithm, some good strategies have
been introduced to improve its optimization performance.
For example, Zhou et al. (2016b) proposed an improvedABC
based onGaussian bare-bones (GBABC). Zheng et al. (2010)
proposed a Gbest-guided artificial bee colony algorithm
(GABC) for numerical function optimization. The GABC
improved the exploitation by incorporating the information
of global best solution into the solution search equation.
Huo et al. (2015) proposed a discrete Gbest-guided ABC
(DGABC) to simulate the search for the optimal service
composition solution. Cui et al. (2017) proposed a modified
Gbest-guided ABC algorithm with new probability model
(MPGABC). In MPGABC, the novel search strategy was
proposed by utilizing the useful information from the current
best solution and the newprobability selectedmodelwas pro-
posed. The OBL strategy was applied into ABC algorithm
by some scholars. For instance, El-Abd (2011) proposed an
opposition-based ABC and after 1 year El-Abd (2012) used
a generalized opposition-based learning strategy in initial-
ization population and generation jumping to improve ABC
(GOABC). Guo et al. (2015) proposed an elite opposition-
based artificial bee colony algorithm for global optimization
(EOABC). In EOABC, it executed the elite opposition-based

learning strategywith a preset learningprobability to enhance
its exploitation capacity. Moreover, Wang et al. (2014) com-
bined several strategies intoABCalgorithm to proposemulti-
strategy ensemble artificial bee colony algorithm (MEABC).
Zhou et al. (2016a) proposed an improved multi-strategy
ensemble artificial bee colony algorithm with neighborhood
search (MEABC). Zhou et al. (2015) used the neighbor
search strategy to propose an enhancing the modified arti-
ficial bee colony algorithm (MABC-NS). Fan et al. (2018)
proposed a hybrid artificial bee colony algorithm with vari-
able neighborhood search andmemorymechanism (HABC).
Zhong et al. (2017) adopted modified neighborhood based
on update operator and independent-inheriting-search strat-
egy to propose and improve artificial bee colony algorithm
for global optimization (MNIIABC). In the MNIIABC algo-
rithm, a modified neighborhood-based update operator was
applied in the employed bee stage and an independent-
inheriting-search strategy was used in the onlooker stage.

In this paper, what the search strategy mainly adopts is
the UOBL model based on refraction principle to enhance
the optimization performance of ABC algorithm. Note that
some prominent ABC variants are listed briefly and other
excellent ABC variants are not listed in this paper.

3 The proposed algorithm design

3.1 OBL based on refraction principle

3.1.1 Opposition-based learning

Opposition-based learning (Tizhoosh 2005) (OBL), pro-
posed by Tizhoosh, is an excellent scheme for machine
intelligence, which has been applied to various optimiza-
tion algorithms and proved to be effective. The main idea
of OBL is that the candidate solution for a given problem is
computed to obtain its opposite solution according to Eq. (4),
which increases the probability of finding a candidate solu-
tion closer to the global optimum solution. Tizhoosh gives
the following definition for OBL.

Let Xi = (xi1, xi2,...,xiD) be as a candidate solution in
D-dimensional space and the value of Xi be a real number
defined in interval [a j , b j ]. The opposite solution X∗

i of Xi

can be defined as follows:

x∗
i j = a j + b j − xi j , j = 1, 2, 3, . . . , D (4)

The OBL strategy has been applied to improve the global
optimization of intelligent algorithms such as PSO andABC,
and it has obtained very good optimization performance.
However, in the later stage of algorithms, due to the nar-
rowing of the search interval, the opposition solution still
falls into the local extremum region with a larger probability,
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Fig. 1 Opposite learning process based on refraction principle (UOBL)

which results in trapping into the local optimal solution easily
(Wang et al. 2007). Some scholars proposed some improved
OBL strategies to enhance its optimization performance.
For example, Wang et al. (2011a) proposed a generalized
opposition-based learning strategy to optimize PSO algo-
rithm. Shao et al. (2015) proposed an improvedOBL strategy
based on refraction principle to optimize PSO algorithm.

3.1.2 The unifiedmodel of opposition-based learning
based on refraction principle

As mentioned above, OBL is easy to trap into the local opti-
mum solution in the later stage of algorithms so that some
improved OBL strategies are proposed such as UOBL using
the refraction principle (Shao et al. 2015) to improve its oppo-
site process.

The refraction of light is a common physical phenomenon
in the nature. When the light slants from a medium into
another medium, its propagation direction will be changed,
that is, a part of light is refracted. According to the refrac-
tion phenomenon of light, in our previous work (Shao et al.
2015), an improved OBL (UOBL) is proposed to ameliorate
its performance, and the improvement process of UOBL is
described in Fig. 1.

In Fig. 1, the parameter x* represents the refraction solu-
tion of the candidate solution x , and the incident angle and
the refraction angle are α and β, respectively. According to
the refraction law of light and Fig. 1, it can be concluded that
the refractive index n is expressed by the following equation:

n = sin α/ sin β (5)

Let k = h/h*, and it can be seen from Fig. 1 that we can
conclude the computational formula of refraction solution
X∗
i = (xi1, xi2,. . ., xiD) is presented as follows:

x∗
i j = (a j + b j )/2 + (a j + b j )/(2kn) − xi j/kn (6)

where a j and b j are the minimum and maximum values of
the j th dimension, respectively, in current population and xi j
represents the value of the j th dimension of the i th particle
in current population and x∗

i j is the refraction solution of xi j ;
h and h* are the length of the incident light and refraction
light, respectively. When n = 1 and k = 1, Eq. (6) can be
simplified to the OBL model (Eq. (4)). Hence, the improved
OBL model based on refraction principle can be regarded as
the unifiedmodel of opposition-based learning (UOBL). Due
to very good optimization performance of UOBL model, it
is employed to enhance the global optimization performance
of PSO in our previous work (Shao et al. 2015). Meanwhile,
the enhanced PSO based on UOBL model is applied to opti-
mize FIR digital filters, which achieves very good filtering
performance.

3.2 Modified employed bee phase

The original ABC has excellent global optimization perfor-
mance for many complex problems. That is to say, ABC
has good exploration for optimization problems. The OBL is
also a global optimization strategy, which has been applied to
improve the global optimization of evolutionary algorithms
such as PSO and ABC and achieves very good optimiza-
tion performance. In order to enhance the performance of
OBL further, the UOBL model is used to enhance the global
searching ability of ABC algorithms. In this paper, UOBL is
adopted to modify the search process of employed bees in
ABC.

In ABC, the employed bees are responsible for searching
optimal solutions in an initiate population generated ran-
domly. The diversity of population has a great influence on
the evolution of species. Similarly, in swarm intelligence
algorithm, the diversity of population has a great influence
on finding the optimal solution. For the sake of enhancing the
population diversity in ABC, the UOBL model [as shown in
Eq. (6)] which has a better optimization performance over
PSO (Shao et al. 2015) is introduced to the employed bees
to improve the diversity of the population and then enhance
the global search of ABC algorithm.

The main idea of modified employed bee phase is that
firstly each employed bee generates a new food source (a
candidate solution) Vi according to Eq. (1) and its fitness
value is calculated. And then the refraction solution X∗

i of
the candidate solution Vi is obtained according to Eq. (6) and
its fitness value is also computed. If the fitness value of the
refraction solution is better than the one of the candidate solu-
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Algorithm 1 : Modified employed bees
Step 1: for i=1 to SN
Step 2: The new candidate solution Vi is achieved according to Eq. (1);
Step 3: Calculate the fitness f (Vi ) of the candidate solution;
Step 4: The refraction solution X∗

i of the candidate solution is calculated according to Eq. (6) ;
Step 5: Calculate the fitness f (X∗

i ) of the refraction solution;
Step 6: if f (X∗

i ) < f (Vi ) then
Step 7: Vi is replaced with X∗

i ;
Step 8: end if
Step 9: end for

tions, the candidate solution is replaced with the refraction
solution. The modified process of the employed bee phase is
described in algorithm 1.

3.3 Probability selection for the onlooker bee phase

As mentioned above, after all employed bees finished their
search of food sources according to Eq. (1), the onlooker bees
will receive nectar amounts and positions of food sources
that all employed bees provide. And the food source which
has more nectar amounts is chosen with higher probability
by the onlooker bees. In ABC, the probability of select-
ing food source is calculated according to Eq. (2). From
the above equation, we can see that the probability is pro-
portional to the fitness value, that is, the food source with
higher fitness value is bound to be selected, which adopts a
greedy selection method to choose a better food source actu-
ally, and its disadvantage is that the algorithm is easy to fall
into the local optimum solution with the very big probabil-
ity.

For the above problem, in EABC-RP, Eq. (2) is modified
modestly and a linear equation as Eq. (7) is adopted to reduce
the probability of falling into local optimum region.

pi = maxValue ∗ Fitnessi
max(Fitness)

+ minValue (7)

where the parameters maxValue and minValue are numbers
between [0, 1] and the parametermaxValue is greater than the
parameter minValue. The max(Fitness) represents the maxi-
mal fitness value of all bees.

3.4 Mutation for the scout bee phase

As previously mentioned, if food sources are abandoned,
the scout bees are transformed from a few employed bees
and then generate new food sources randomly according
to Eq. (3). However, the way of randomly generating new
ones still has its disadvantage such as easy to get caught
in the local optimal region when the search space becomes
smaller in the later stage of the algorithm. Furthermore,
if food sources are directly abandoned, the more help-
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Fig. 2 Diagram of mutation for scout bees

ful search information obtained by the abandoned food
source during the process of evolution would be lost,
which makes it more difficult to find the optimal solu-
tion.

To overcome these drawbacks and enhance the perfor-
mance of ABC, Eq. (6) is also employed in scout bee phase
as a mutation operation to generate refraction solutions of
the abandoned food sources. On the one hand, as mentioned
above, in a narrow search space, the randommutationmethod
is extremely vulnerable to falling into the local extremum
region. But the method of generating the refraction solution
can enlarge the search space and increase the probability of
jumping out the local extremum region. On the other hand,
by computing the refraction solution of the abandoned food
source, themore helpful information that the abandoned food
source contains can be preserved to guide the search direc-
tion close to the optimal solution . The mutation diagram of
scout bees is described in Fig. 2.

In summary, based on the above basic idea, the pseu-
docode of EABC-RP is described in detail in algorithm 2.
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Algorithm 2: Pseudo-code of EABC-RP algorithm
Step 1: Generate SN food sources Xi (i=1,2, …, SN) as candidate solutions randomly and other related

parameters such as number of iteration FEs, maximum number of iterations MaxFEs and dimensional
size D and so on;

Step 2: Calculate the fitness values f (Xi ) in accordance with the candidate solutions in the random population;
Step 3: while FEs≤MaxFEs do
Step 4: for i=1:SN do /*The employed bees*/
Step 5: Choose j from 1 to D randomly and generate a random number ri j ;
Step 6: Choose k from 1 to SN randomly and choose a solution xk j from the current population;
Step 7: Generate a new candidate solution Vi according to Eq. (1) and calculate its fitness value f (Vi );
Step 8: if f (Vi ) < f (Xi ) then
Step 9: Xi is replaced with Vi ;
Step 10: Call Eq. (6) to generate a refraction solution X∗

i ;
Step 11: Calculate the fitness value f (X∗

i ) of the refraction solution;
Step 12: if f (X∗

i ) < f (Vi ) then
Step 13: Vi is replaced with X∗

i ;
Step 14: end if
Step 15: trial(i)=0;//Set the iteration times
Step 16: else
Step 17: trial(i) = trial(i)+1;
Step 18: end if
Step 19: FEs=FEs+1;
Step 20: end for
Step 21: /*Onlooker bees*/
Step 22: Calculate the choose probability pi according to Eq. (7);
Step 23: while t=0<SN do
Step 24: if rand< pi then //The parameter rand represents a random number
Step 25: t = t+1;
Step 26: Choose a food source X j according to Eq. (7) which must be different from Xi ( j �= i);
Step 27: Generate a new candidate solution Vi according to Eq. (1) and calculate its fitness value f (Vi );
Step 28: if f (Vi ) < f (X j ) then
Step 29: X j is replaced with Vi ;
Step 30: trial(i)=0;//Set the iteration times
Step 31: else
Step 32: trial(i)+=1;
Step 33: end if
Step 34: end if
Step 35: i = i+1;
Step 36: end while
Step 37: /*Scout bees*/
Step 38: for i=1: SN do
Step 39: if trial(i) > limit then
Step 40: trial(i)=0;//The food source Xi without improvement in limited times is abandoned
Step 41: Generate a mutation solution of the food source abandoned Xi according to Eq. (6) and

calculate its fitness value;
Step 42: end if
Step 43 end for
Step 44: end while

4 Experimental verifications

4.1 Test problems and parameter setting

In order to verify the effectiveness of the proposed algorithm,
in the next experiments, a set of 23 benchmark functions
(F01–F23) are adopted, which are also tested widely in some
excellent ABCvariantsmentioned above. The brief introduc-
tion of these benchmark functions is listed in Table 1, and
more detailed description of them can be found in the fol-
lowing literatures (Xin et al. 1999; Xiong et al. 2014; Dervis
and Bahriye 2009).

Note that, in Table 1, U, M, S and N, respectively, rep-
resent unimodal, multimodal, separable and non-separable.
Furthermore, for the Rosenbrock function, it has the char-
acteristic of multimodal functions when D is greater than
3.

For the sake of comparison fairness, the common param-
eters of all ABC variants are set as follows in the next
experiments. The dimensional size D of benchmark func-
tions is 30 and 50, respectively, and the corresponding
maximum number of function evaluations (MaxFEs) is set
to 5000·D. Each benchmark function is tested for 30 times.
In the proposed algorithm, maxValue and minValue are 0.9
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Table 1 23 benchmark functions tested in the experiments

No. Functions Characteristics Range Global Optimum

F01 Sphere US [−100, 100] 0

F02 rosenbrock UN [−30, 30] 0

F03 ackley MN [−32, 32] 0

F04 griewank MN [−600, 600] 0

F05 rastrigin MS [−5.12, 5.12] 0

F06 schwefel MS [−500, 500] −418.98 ∗ D

F07 Quartic with noise US [−1.28, 1.28] 0

F08 Schaffer MN [−100, 100] 0

F09 Schewel UN [−10, 10] 0

F10 step US [−100, 100] 0

F11 SumDifferent US [−1, 1] 0

F12 SumSquares US [−10, 10] 0

F13 Zakharov UN [−5, 10] 0

F14 shiftedSphere US [−100, 100] −450

F15 shiftedRosenbrock MN [−100, 100] 390

F16 shiftedRastringin MS [−5, 5] −330

F17 shiftedRotatedRastrigin MN [−5, 5] −330

F18 Schwefel’s Problem 2.6 with Global Optimum on Bounds UN [−100, 100] −310

F19 Shifted Rotated High Conditioned Elliptic Function UN [−100, 100] −450

F20 Shifted Schwefel’s Problem 1.2 UN [−100, 100] −450

F21 Shifted Schwefel’s Problem 1.2 with Noise in Fitness UN [−100, 100] −450

F22 Shifted Rotated Griewank’s Function without Bounds MN [0, 600] −180

F23 Shifted Rotated Ackley’s Function with Global Optimum on Bounds MN [−32, 32] −140

and 0.1, respectively, and the optimal combination of other
parameters is set according to our previous work (Shao et al.
2015).

4.2 Comparison of EABC-RPwith other excellent ABC
algorithms

4.2.1 Comparison of EABC-RP, ABC and GOABC-s

In this subsection, amounts of experiments are carried out
at D = 30 and D = 50, respectively, to verify the effec-
tiveness of EABC-RP algorithm. In the next experiments,
the parameters SN and limit are set to 30 and 100, respec-
tively. A comprehensive comparison study is carried out
between EABC-RP and other two ABC variants. The mean
values and standard deviation (SD) are listed in Tables 2
and 3 at D = 30 and D = 50, respectively. Furthermore,
the Wilcoxon signed-rank test, a nonparametric statistical
hypothesis test, is employed to compare the significant dif-
ference between two algorithms, which can be used as an
alternative to the paired t test when the results do not obey
the normal distribution (Garcia et al. 2010). “+,” “−” and
“≈” indicate EABC-RP is better than, worse than and simi-
lar to that of other ABC variants, respectively, according to

the Wilcoxon signed-rank test when the significance level α
is 0.05. The experimental results are summarized as “w/l/t ,”
which denotes that EABC-RP wins on w functions, loses on
l functions and ties on t functions compared with other ABC
variants, respectively.

• ABC: the original ABC;
• GOABC-s: the simplified GOABC. GOABC-s is an
improved ABC based on generalized OBL (GOBL)
for simplify. That is to say, GOABC-s removes other
strategies and only retains the GOBL strategy compared
with GOABC. Correspondingly, similar to EABC-RP,
the GOBL strategy is also used to improve employed
bees and scout bees, respectively, in GOABC-s, which
is to compare the performance of GOBL and UOBL in
improving ABC algorithm to prove the effectiveness of
UOBL strategy.

Table 2 presents the comparison results of EABC-RP,
ABC andGOABC-s at D = 30. As can be seen from the data
presented inTable 2, the optimization performance ofEABC-
RP significantly outperforms the other two ABC algorithms
for majority of benchmark functions. Specially, EABC-RP
outperforms ABC over 16 out 23 benchmark functions while
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Table 2 Comparison of
EABC-RP with ABC and
GOABC-s at D = 30

Functions ABC GOABC-s EABC-RP
Mean value ± SD Mean value ± SD Mean value ± SD

F01 4.71e−016± 5.01e−017+ 9.96e−021± 3.63e−020+ 0.00e+000± 0.00e+000

F02 3.23e−003± 2.49e−003− 7.75e−001± 1.28e+000+ 1.52e−001± 8.63e−002

F03 4.16e−014± 2.38e−015+ 8.88e−016± 0.00e+000≈ 8.88e−016± 0.00e+000

F04 2.36e−016± 1.73e−016+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F05 9.47e−015± 2.11e−014+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F06 −12569.5± 4.48e−012≈ −12569.5± 5.30e−012≈ −12569.5± 0.00e+000

F07 2.64e+000± 3.58e−001+ 3.86e−004± 3.33e−004+ 7.65e−006± 6.72e−006

F08 1.41e+001± 1.85e−003+ 1.41e+001± 5.86e−003+ 1.40e+001± 0.00e+000

F09 1.22e−015± 1.20e−016+ 5.63e−019± 8.06e−019+ 0.00e+000± 0.00e+000

F10 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F11 1.25e−016± 5.91e−017+ 1.78e−027± 7.15e−027+ 0.00e+000± 0.00e+000

F12 4.48e−016± 6.34e−017+ 2.20e−020± 6.71e−020+ 0.00e+000± 0.00e+000

F13 4.62e−016± 4.73e−017+ 4.67e−016± 5.70e−017+ 4.55e−016± 4.56e−017

F14 4.60e−016± 4.44e−017≈ 4.14e−016± 6.36e−017≈ 4.42e−016± 6.95e−017

F15 1.65e−001± 1.40e−001+ 3.86e−001± 3.59e−001+ 8.52e−002± 2.31e−001

F16 0.00e+000± 0.00e+000≈ 5.32e−016± 1.30e−015+ 0.00e+000± 0.00e+000

F17 2.20e+002± 3.50e+001− 3.50e+002± 3.08e+001− 3.32e+002± 4.49e+001

F18 7.36e+003± 7.61e+002+ 7.17e+003± 8.76e+002+ 6.61e+003± 6.69e+002

F19 7.41e+006± 1.30e+006+ 9.33e+006± 1.87e+006+ 5.49e+005± 8.92e+005

F20 6.79e+002± 2.00e+002+ 6.02e+002± 1.37e+002+ 3.94e+002± 1.26e+002

F21 3.31e+004± 4.04e+003− 2.86e+004± 3.99e+003− 3.56e+004± 4.23e+003

F22 4.69e+003± 5.37e−011+ 8.74e+002± 1.70e+002+ 4.31e+002± 5.18e−010

F23 2.09e+001± 3.69e−002+ 2.02e+001± 3.81e−002+ 2.01e+001± 2.84e−002

w/l/t 16/3/4 15/2/6 –

ABC only obtains the better results on 3 out 23 benchmark
functions (F02, F17 and F21). For F02, EABC-RP has no
advantage compared with ABC when D is greater than 3,
which is because its global optimal solution is located in a
narrow parabolic-shaped flat valley which results in more
difficulty to get better results, and the above three ABC vari-
ants also do not achieve better results for F02. However, for
the most of other multimodal problems EABC-RP obtains
better optimization performance than ABC or at least similar
to ABC. For F17 and F21, EABC-RP slightly loses to ABC.
For GOABC-s, EABC-RP also obtains significantly better
performance than its over 15 out of 23 benchmark functions
while GOABC-s merely slightly outperforms EABC-RP on
2 out of 23 benchmark functions (F17 and F21). Moreover,
for F06, the above three ABC variants all obtain the optimal
solution. But the difference among them is that the SD of
EABC-RP is minimal, which indicates that the optimization
performance of EABC-RP is the most stable than other two
ABC algorithms.

The convergent speed of EABC-RP, ABC and GOABC-
s is presented in Fig. 3. As seen in Fig. 3, for the majority
of benchmark functions the EABC-RP has faster convergent
speed and lower convergent accuracy compared with other

twoABC variants. From this perspective, EABC-RP is better
than the other two ABC variants.

Table 3 demonstrates the comparison results of EABC-
RP, ABC and GOABC-s at D = 50. From Table 3, we can
draw that the optimization performance of EABC-RP is sig-
nificantly better than ABC and GOABC-s at D=50 on the
whole. Specifically, EABC-RP outperforms ABC over 17
out 23 benchmark functions and outperforms GOABC-s on
15 out 23 benchmark functions. These benchmark functions
that outperform ABC and GOABC-s at D = 50 are almost
same as at D = 30 besides the slight different results of few
functions such as F16, which shows that the optimization
performance of EABC-RP is not significantly affected along
with the complexity increase of problems.

Moreover, to validate the effectiveness of EABC-RP fur-
ther, the Friedman test, a statistical analysis method, is
employed to compare the significant difference of three ABC
variants at a statistical level α = 0.05. When the parameter
p value is smaller than α = 0.05, it shows that there is the
significant difference among algorithms. In Table 4, average
rankings are presented for three algorithms at D = 30 and
D = 50, respectively, and the best value is boldface. As can
be seen from it, whether D = 30 or D = 50, p value is lower
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Fig. 3 Convergent curves of ABC, GOABC-s and EABC-RP on some representative functions at D = 30
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Fig. 3 continued

than 0.05, and the best average rankings are obtained by the
proposed EABC-RP.

4.2.2 Comparison of EABC-RP and other ABC variants

In this subsection, we present a comparison and analysis
between EABC-RP and other excellent ABC variants at
D = 30 and D = 50. In the next experiments, the GBABC
(Zhou et al. 2016b), an excellent improved ABC based on
Gaussian bare-bones, is used to be compared with EABC-
RP and ABC. The experimental results on 17 representative
functions are listed in Table 5.

From Table 5, it can be seen that EABC-RP obtains bet-
ter optimization performance compared with ABC on the
majority of benchmark functions besides three benchmark

functions (F02, F17 and F21). For F02, EABC-RP outper-
forms GBABC, but they are defeated by ABC. For F17
and F21, EABC-RP has slight worse accuracy than those of
other two ABC variants. Compared with GBABC, EABC-
RP outperforms it on 8 benchmark functions and loses it on
5 benchmark functions while EABC-RP has similar results
on 4 benchmark functions. From this view, the optimization
performance of EABC-RP outperforms those of ABC and
GBABC.

Table 6 presents experimental results of EABC-RP, ABC
and GBABC at D = 50. As can be seen from it, EABC-RP
outperforms the other two ABC variants. More specifically,
EABC-RP outperforms ABC over 13 benchmark functions
and outperforms GBABC on 10 benchmark functions.
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Table 3 Comparison of
EABC-RP, ABC and GOABC-s
at D = 50

Functions ABC GOABC-s EABC-RP
Mean value ± SD Mean value ± SD Mean value ± SD

F01 1.13e−015± 1.23e−016+ 3.99e−020± 1.22e−019+ 0.00e+000± 0.00e+000

F02 2.79e−003± 3.14e−003− 6.60e−001± 1.37e+000+ 4.23e−001± 2.06e−001

F03 9.29e−014± 7.30e−015+ 8.88e−016± 0.00e+000≈ 8.88e−016± 0.00e+000

F04 7.69e−016± 2.71e−016+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F05 1.40e−013± 6.99e−014+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F06 −20949.1± 1.43e−007≈ −20949.1± 5.63e−007≈ −20949.1± 2.53e−008

F07 8.55e+000± 9.04e−001+ 2.55e−004± 2.73e−004+ 7.36e−006± 5.96e−006

F08 2.40e+001± 2.47e−003≈ 2.40e+001± 6.75e−003+ 2.40e+001± 0.00e+000

F09 2.65e−015± 1.64e−016+ 1.80e−018± 1.51e−018+ 0.00e+000± 0.00e+000

F10 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F11 3.31e−014± 4.00e−014+ 3.26e−024± 1.73e−023+ 0.00e+000± 0.00e+000

F12 1.09e−015± 1.08e−016+ 7.10e−020± 1.62e−019+ 0.00e+000± 0.00e+000

F13 1.09e−015± 1.19e−016+ 1.08e−015± 1.04e−016+ 1.07e−015± 1.20e−016

F14 1.07e−015± 1.17e−016+ 1.00e−015± 1.18e−016≈ 1.00e−015± 8.74e−017

F15 2.17e−001± 4.06e−001+ 4.28e−001± 2.72e−001+ 1.88e−001± 2.63e−001

F16 2.36e−015± 2.08e−015− 2.35e−013± 5.04e−013+ 4.42e−015± 8.58e−015

F17 7.27e+002± 5.58e+001− 7.61e+002± 3.62e+001− 8.94e+002± 4.20e+001

F18 1.97e+004± 1.35e+003+ 1.96e+004± 1.45e+003+ 1.15e+003± 9.41e+002

F19 1.81e+007± 2.50e+006+ 2.04e+007± 2.61e+006+ 1.43e+006± 1.79e+006

F20 1.28e+004± 1.61e+003+ 9.97e+004± 1.37e+003+ 4.11e+003± 8.85e+002

F21 9.65e+004± 8.38e+003+ 8.87e+004± 9.16e+003− 9.31e+004± 1.70e+004

F22 6.19e+003± 1.27e−012+ 1.97e+003± 3.84e+002+ 5.14e+002± 1.46e−012

F23 2.10e+001± 3.19e−002+ 2.03e+002± 4.03e−002+ 2.01e+001± 2.00e−002

w/l/t 17/3/3 15/2/6 –

Table 4 Average rankings of ABC, GOABC-s and EABC-RP at D =
30 and D = 50

Algorithms Average rankings

D = 30 p value D = 50 p value

ABC 2.48 2.48

GBABC 2.13 0.000 2.04 0.001

EABC-RP 1.39 1.48

Moreover, the Friedman test is also conducted to com-
pare the optimization performance of the above three ABC
variants at D = 30 and D = 50, respectively. The average
rankings are presented in Table 7. As can be seen from it,
whether D = 30 or D = 50, p value is lower than 0.05,which
shows that there is the significant difference among algo-
rithms. The best average rankings are obtained by EABC-RP
and presented in boldface, which means that the sort of three
ABC variants is EABC-RP, GBABC and ABC.

4.3 FIR low-pass digital filter optimization

4.3.1 FIR digital filters

Digital filters, which can be used to filter out the noise
of interfering signals, have been concerned over years and

achieved some intensive research works. Digital filters can
be classified into two categories, namely infinite impulse
response filters (IIR) andfinite impulse response filters (FIR),
according to the length of unit impulse response (Cheng
2009). In comparison, FIR digital filters have the charac-
teristics of strict linear phase and arbitrary amplitude which
makes the filters more stable. What’s more, it is known to
all that the communication channels that image processing
and data transmission need must have the characteristic of
linear phase. In other words, FIR digital filters have practical
application more widely such as image processing, remote
sensing, defense and medicine.

The transform function H(z) of FIR digital filters can
be expressed using z transform by Eq. (8) (also called the
systemic function) (Cheng 2009):

H(z) =
N−1∑

n=0

h(n)z−n, 0 ≤ n ≤ N − 1 (8)

where N is the orders of the filter; the parameter h(n) is the
unit impulse response, namely filter coefficients; (N+1) is
the number of filter coefficients.
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Table 5 Comparison of EABC-RP, ABC and GBABC at D = 30

Functions ABC GBABC EABC-RP
Mean value ± SD Mean value ± SD Mean value ± SD

F01 4.71e−016± 5.01e−017+ 2.63e−049 ± 5.27e−049+ 0.00e+000± 0.00e+000

F02 3.23e−003± 2.49e−003− 3.63e+000± 3.40e+000+ 5.72e−001± 5.78e−001

F03 4.16e−014± 2.38e−015+ 4.44e−016± 0.00e+000≈ 8.88e−016± 0.00e+000

F04 2.36e−016± 1.73e−016+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F05 9.47e−015± 2.11e−014+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F07 2.64e+000± 3.58e−001+ 9.82e−005± 7.06e−005+ 7.65e−006± 6.72e−006

F10 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F14 4.60e−016± 4.44e−017+ 6.44e−014± 1.93e−014+ 4.42e−016± 6.95e−017

F15 1.65e−001± 1.40e−001+ 3.64e+001± 4.94e+001+ 8.52e−002± 2.31e−001

F16 0.00e+000± 0.00e+000≈ 6.63e−014± 2.12e−014+ 0.00e+000± 0.00e+000

F17 2.20e+002± 3.50e+001− 1.28e+002± 1.77e+001− 4.07e+002± 5.69e+001

F18 7.36e+003± 7.61e+002+ 2.43e+003± 4.72e+002− 6.61e+003± 6.69e+002

F19 7.41e+006± 1.30e+006+ 2.80e+006± 1.02e+006+ 5.49e+005± 8.92e+005

F20 6.79e+002± 2.00e+002+ 2.94e+002± 1.11e+002− 3.94e+002± 1.26e+002

F21 3.31e+004± 4.04e+003− 7.38e+003± 1.46e+003− 3.56e+004± 4.23e+003

F22 4.69e+003± 5.37e−011+ 1.86e−002± 1.63e−002− 4.31e+002± 5.18e−010

F23 2.09e+001± 3.69e−002+ 2.09e+001± 8.62e−002+ 2.01e+001± 2.84e−002

w/l/t 12/3/2 8/5/4 –

Table 6 Comparison of EABC-RP, ABC and GBABC at D = 50

Functions ABC GBABC EABC-RP
Mean value ± SD Mean value ± SD Mean value ± SD

F01 1.13e−015± 1.23e−016+ 1.15e−040 ± 1.33e−040+ 0.00e+000± 0.00e+000

F02 2.79e−003± 3.14e−003− 4.92e+001± 1.86e+001+ 4.23e−001± 2.06e−001

F03 9.29e−014± 7.30e−015+ 4.44e−016± 0.00e+000≈ 8.88e−016± 0.00e+000

F04 7.69e−016± 2.71e−016+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F05 1.40e−013± 6.99e−014+ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F07 8.55e+000± 9.04e−001+ 9.08e−005± 7.19e−005+ 7.36e−006± 5.96e−006

F10 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000≈ 0.00e+000± 0.00e+000

F14 1.07e−015± 1.17e−016≈ 1.35e−013± 2.74e−014+ 1.00e−015± 8.74e−017

F15 2.17e-001± 4.06e-001+ 7.17e+001± 7.63e+001+ 1.88e−001± 2.63e−001

F16 2.36e−015± 2.08e−015+ 1.63e−013± 2.84e−014+ 4.42e−015± 8.58e−015

F17 7.27e+002± 5.58e+001− 1.61e+002± 1.52e+001− 8.94e+002± 4.20e+001

F18 1.97e+004± 1.35e+003+ 5.47e+003± 7.62e+002+ 1.15e+003± 9.41e+002

F19 1.81e+007± 2.50e+006+ 7.11e+006± 2.86e+006+ 1.43e+006± 1.79e+006

F20 1.28e+004± 1.61e+003+ 5.61e+003± 1.01e+003+ 4.11e+003± 8.85e+002

F21 9.65e+004± 8.38e+003+ 3.33e+004± 3.56e+003− 9.31e+004± 1.70e+004

F22 6.19e+003± 1.27e−012+ 1.39e−002± 1.39e−002− 5.14e+002± 1.46e−012

F23 2.10e+001± 3.19e−002+ 2.10e+001± 8.13e−002+ 2.01e+001± 2.00e−002

w/l/t 13/2/2 10/3/4 –

According to the characteristics of FIR digital filters such
as the linear phase (Shao et al. 2015), Eq. (8) can be trans-
formed as the following expression:

H(ω) =
N/2∑

n=1

h

(
N

2
− n

)

• 2 cos

[(

n − 1

2

)

ω

]

(9)

where H(ω) is the amplitude function.
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Table 7 Average rankings of ABC, GBABC and EABC-RP at D = 30
and D = 50

Algorithms Average rankings
D = 30 p value D = 50 p value

ABC 2.47 2.50

GBABC 1.79 0.04 1.91 0.011

EABC-RP 1.74 1.59

The types of digital filters, such as low pass and high pass,
are determined by the coefficients h(n). For evaluating the
filtering performance of FIR digital filters, some generalized
specifications such as the maximal pass band ripple (Cheng
2009;Wang et al. 2011b) have been taken into consideration.

What is the FIR low-pass digital filter? In signal filtering,
the FIR low-pass digital filter allows the low-frequency com-
ponents of the signal to pass through in the pass band and
suppresses the high-frequency components in the stop band
to remove the mixed noise in the signal. For FIR low-pass
digital filter with linear phase, its ideal frequency response
can be described as the following equation:

H(ω) =
{
1 0 ≤ ω ≤ ωp

0 ωs ≤ ω ≤ 1
(10)

where ωp and ωs are the normalized cutoff frequency of the
pass band and the stop band, respectively.

4.3.2 Fitness functions

The filtering performance of digital filters is related to their
coefficients h(n) to a large extent, and to be exact, it is con-
cernedwith the combination of filter coefficients h(n) for FIR
digital filter optimization. Hence, the process of obtaining the
coefficient combination of digital filters can be regarded as
the combinational optimization problem. In order to obtain a
set of optimal combination of FIR digital filter coefficients,
EABC-RP is employed to optimize FIR low-pass digital fil-
ter to verify its optimization performance and effectiveness
for solving practical application.

It is of importance that designing or choosing a proper
error function (fitness function) evaluates the performance
of evolutionary algorithms. In this paper, Eq. (11) has been
used as the fitness function because of achieving better digital
filtering performance compared with other fitness functions
which is adopted in Saha et al. (2013).

J =
∑

abs[abs(|H(ω)| − 1) − δp]
+

∑
[abs(|H(ω)|) − δs] (11)

where δp and δs are the ripples of the pass band and the stop
band, respectively.
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Fig. 4 Magnitude response for FIR low-pass filters

4.3.3 Results and analysis

In this subsection, the numerical experiments are presented
for designing the FIR low-pass digital filter and each algo-
rithm is performed in MATLAB for 500 iteration times. The
parameters of FIR low-pass digital filters are set as follows:
The order N is 20, and the number of coefficients is 21. The
pass band ripple δp and stop band ripple δs are 0.1 and 0.01,
respectively. The normalized pass band cutoff frequency ωp

is 0.45, and normalized stop band cutoff frequencyωs is 0.55.
The transition width (ωp−ωs) is 0.1. In order to demonstrate
the effectiveness of FIR low-pass digital filter designed by
the EABC-RP algorithm, the zero-phase FIR digital filter
as H0 (Ngamtawee and Wardkein 2013), the PM algorithm
(Parks and Mcclellan 1972) and ABC are adopted for com-
parison algorithms to design the FIR low-pass digital filter,
respectively.

Figures 4 and 5 demonstrate the magnitude responses
and the magnitude attenuations of FIR low-pass digital fil-
ters which are designed by different comparative algorithms,
respectively. In Fig. 4, from the magnitude responses we
can be see that the stop band ripple of FIR low-pass digi-
tal filter designed by EABC-RP is closest to 0, which shows
that most high-frequency components are suppressed. From
Fig. 5 as can be seen, the FIR low-pass digital filter designed
by EABC-RP achieves the minimal magnitude attenuation
compared with the ones optimized by H0, PM and ABC,
respectively.

The maximal pass band ripples are listed in Table 8.
From Table 8, we can see that the FIR low-pass digital filter
designed by EABC-RP obtains the maximal pass band ripple
compared with the ABC algorithm.

The coefficients of the FIR low-pass digital filters are
listed in Table 9.
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Fig. 5 Magnitude attenuation for FIR low-pass filters

Table 8 Maximal pass band ripples

Functions Mean value SD Maximum

ABC 9.29e−001 3.46e−002 9.98e−001

EABC-RP 1.00e+000 1.90e−002 1.30e+000

Table 9 Coefficients of FIR low-pass digital filter

Coefficients ABC EABC-RP

h(1) = h(21) 0.451645 0.452411

h(2) = h(20) 0.480228 0.448904

h(3) = h(19) 0.534912 0.446048

h(4) = h(18) 0.469924 0.526375

h(5) = h(17) 0.471997 0.418659

h(6) = h(16) 0.037409 0.037646

h(7) = h(15) − 0.000594 − 0.001333

h(8) = h(14) − 0.002535 − 0.001797

h(9) = h(13) 0.002448 0.001988

h(10) = h(12) − 0.001403 − 0.000997

h(11) 0.550651 0.452259

Table 10 Comparison results of ABC and EABC-RP

Functions Mean values SD Optimal values

ABC 1.31e+000 9.22e−002 1.28e+000

EABC-RP 1.28e+000 8.61e−002 1.26e+000

The comparison results of the mean values, SD and opti-
mal values of two ABC variants are listed in Table 10.

Moreover, Fig. 6 presents the convergent speed of EABC-
RP and ABC.

FromFig. 6, we can conclude that the EABC-RP has faster
convergent speed and higher convergent accuracy compared
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Fig. 6 Convergent comparison of two ABC variants

with the ABC when they optimize the FIR low-pass digital
filter, respectively.

To sum up, according to the above experimental results
and analysis, it is evidently shown that the FIR low-pass dig-
ital filter designed by EABC-RP has obtained better filtering
performance compared with the ones designed by the other
algorithms, which also proves that the effectiveness of the
EABC-RP algorithm.

5 Conclusions

In order to enhance the global search capability and local
search capability further to improve the optimization per-
formance of ABC, an improved OBL (UOBL) based on
refraction principle is used to improve the search process of
employed bees and mutation process of scout bees. On the
basis of these, an enhancing ABC based on refraction princi-
ple (EABC-RP) is proposed. In the aspect of the global search
of EABC-RP, the UOBL model is adopted to increase the
population diversity by calculating the refraction solutions of
the current candidate solutions to increase probability of find-
ing the optimal solution. In the aspect of the local search of
EABC-RP, to prevent trapping into the local optimal solution
resulted from the mutation randomly and preserve the search
experiences of the scout bees inABC,UOBLplays an impor-
tant role over leading the candidate solution tomutate toward
the optimal solution to skip the local optimal solution with
greater probability. The large number of experiment results
and analysis shows that EABC-RP has a better optimization
performance comparedwith otherABCvariants.Meanwhile,
the proposed EABC-RP is used to optimize the FIR low-pass
digital filters and the better filtering performance is obtained
by the designed FIR low-pass digital filters using EABC-RP,
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which proves the effectiveness of the proposed algorithm fur-
ther.
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