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Abstract
Medical decision support systems have been a core of intense research for years. The ongoing study shows that artificial

intelligence has been accustomed to probe risk factors for hypertension. Factors, like health-damaging personal behaviors

and changes in lifestyle and environment, are major contributors to chronic diseases. The goal of this research was to

forecast the risk of developing hypertension by revealing hidden patterns in medical datasets. Quality of the data is the key

to enhance the performance of learning model. But most healthcare data suffer from class imbalance problem, which

induce the need for an intelligent model which can learn from such grimy data. This paper incorporates a novel approach

by combing learning model and rule-based mining to offer decision support. Typically, the proposed work comprises two

main implications. First suggests an intelligent learning model using boosting-based support vector machine to diagnose

and expose multi-class categories in the imbalanced datasets. Finally, the enhanced predictive model is built upon the

classification solution which will portray the innate data similarities. An intelligent fuzzy-based approach was employed to

recognize frequent behavioral patterns. Based on these rules, valid decisions could be made to prevent hypertension. The

suggested enhanced model is evaluated using a real-time hypertension dataset obtained through primary health centers.

With the combination of ensemble strategies, the proposed intelligent learning model attains high classification accuracy

for the imbalanced dataset above the traditional model. Thus, the efficient integration of personalized behavior with health

data could provide a better understanding regarding patient health. In future this can serve as an eye toward personalized

medicine.

Keywords Medical decision support system � Medical diagnosis � Support vector machine � Boosting mechanism �
Fuzzy-based association rule mining � Pattern recognition � Hypertension

1 Introduction

As medicine forward, there comprises a need for sophis-

ticated decision support systems to induce real-time pre-

dictions. Recent advancement in artificial intelligence (AI)

exhibits an effective pertaining in the area of healthcare

(Moreira et al. 2019; Pereboom et al. 2019; Krittanawong

et al. 2018). It can formalize very intricate decisions and

predictive analysis which leads to personalized medicine.

Machine learning, a prominent style of AI, solves com-

plicated problems by identifying patterns to make appro-

priate forecasts (Krittanawong et al. 2017; Bzdok et al.

2018). Such models offer support for decision making in

several areas of health care like prediction, diagnosis and

hospital management (Horsky et al. 2017).

Hypertension is a major chronic disorder caused due to

raised level of blood pressure. It serves the leading risk
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factor for the global burdens of death and disability (Na-

tional Institute of Medical Statistics, Indian Council of

Medical Research (ICMR) 2009). Typically, the growing

pattern of prevalence of hypertension surged from 118.2

million in 2000–213.5 million by 2025 and remains one of

the world’s greatest public health problems (Ministry of

Home Affairs 2010). Uncontrolled hypertension can lead

the peril of health issues like coronary heart disease, renal

failure and stroke (Benhar et al. 2019). Health-damaging

personal behaviors accrue over time can contribute to the

high burden of this chronic disease (Poulter et al. 2015).

Hence, prevention and avoidance serve as a vital public

health and economics issues in the twenty-first century.

1.1 Motivation

Major clinical guidelines and landmark observation studies

like the Framingham Hypertension Study (FHS) discern the

common factor or characteristics that contribute to the

burden of the disorder (Parikh et al. 2008). These chronic

ailments are prone to enhance due to changes in the

demographic, lifestyle and the environment, and health-

damaging behaviors of the persons (Poulter et al. 2015).

Probably the most related investigate in hypertension has

recently been focusing on the prediction by analyzing

clinical trials. The factors accountable for badly controlled

hypertension not merely include clinical trials but need to

integrate genetics, behavioral and environmental factors.

This model can improve detection and prevention of

hypertension.

The raw clinical facts obtained through the laboratory

and clinical process experience poor quality due to

instrument or human error. The most medical dataset

possesses imbalance class due to frequent occurrence of

normal cases and rare occurrence of abnormal cases

(Haixiang et al. 2017; He and Garcia 2009). To distribute

the class properly, techniques like oversampling or

undersampling could be applied. Still these methodologies

involve some downsides like overfitting of minority classes

in case of oversampling and discarding of useful infor-

mation in case of undersampling. These effects have a

great impact on the medical dataset. Hence, there is a need

for an alternative approach, which can classify the imbal-

anced dataset. Furthermore, the problem of hypertensive

type diagnosis must classify different classes.

Correspondingly, these consequences impose a need for

intelligent learning model which can learn from imbal-

anced multi-class data to make accurate real-time predic-

tion. The prime objective of the article would be to

promote decision making through the diagnosis and predict

hypertension to evoke the quality of treatment. This

research proposes an enhanced model to predict the like-

lihood of acquiring hypertension by revealing the hidden

patterns in the medical dataset. In this regard, this paper

puts forward a unique approach to reinforce the decision

support system by combining supervised learning and

association rule mining. As the information quality influ-

ences the learning model’s performance, appropriate

combination of pre-processing strategies has been applied

(Benhar et al. 2019; Alexandropoulos et al. 2019).

This article proposes an intelligent learning model using

ensemble methodologies to handle the imbalanced dataset.

This approach constructs several classifiers and aggregates

them to form a strong classifier in order to improve the

performance. Most study evidences that support vector

machine (SVM) renders high level of accuracy when

equated to other techniques (Chen and Xu 2015). The

suggested intelligent learning model uses boosting-based

SVM to reveal various stages of hypertension. The out-

come of this diagnosis model is employed to build pre-

diction model. The premise of fuzzy sets has been greeted

as an appropriate tool to model various forms of patterns

(Delgado et al. 2003). This paper projected a combined

approach of fuzzy-based association rule mining to dis-

cover frequent behavioral styles within the medical data.

Based on the rules, needed decision can be made to have

impact on the BP control. Thus, promote efficient inte-

gration of behavioral data with health data to offer better

understanding. The enhance model proposed shows emi-

nent performance compared to the traditional methods.

The rest of the paper is organized as follows. Section 2

briefly discusses the background of the study and projected

the research gap. Section 3 elaborates the flow of the

proposed work and its phases. Section 4 presents the

implementation details and evaluation metrics, and Sect. 5

discusses about the evaluation results. Finally, Sect. 6

illustrates the conclusion and gave suggestion for the future

direction.

2 Background of the study

2.1 Hypertension and its risk factors

India has been facing a swift transition in health care with

rising prevalence of Non-Communicable Diseases (NCDs)

for the past 15 years. As indicated by the World Health

Organization, NCDs account for 63% of the overall demise

rate (Lubet 2014). According to the statistical report for the

reasons of fatality in India (2010–2013), non-communica-

ble diseases continue to upsurge in proportion as 49.2%

through the year 2010–13, 45.4% in 2004–06 and 42.4% in

2001–03 (Ministry of Health and Family Welfare

Government of India 2017; India State-level Disease Bur-

den Initiative Collaborators 2017). Figure 1 portraits the

comparative analysis of the death rate in India. Such
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disorders not merely have a significant impact on individ-

ual health, but additionally affect the economical growth

(Prakash Upadhyay 2012). Thus, India endures to lose 4.58

trillion dollars before 2030 due to NCDs. High blood

pressure is notable among them.

Hypertension a raised level of blood pressure serves a

significant risk for cardiovascular disease (CVD), has

considerably increased in last two decades. Health-dam-

aging personal behavior is the prime driving force for these

chronic diseases. Figure 2 shows various compositions of

the chronic disease. The genetic predisposition and social

circumstances where people reside and work also play a

crucial role. Table 1 shows the leading risk factors for the

major NCDs. Risk factors comprise behavior like tobacco

utilization, smoking, alcohol consumption, unhealthy diet,

obesity, lack of physical activities, stress and environ-

mental factors (National Institute of Medical Statistics,

Indian Council of Medical Research (ICMR) 2009). These

determinants are usually uncertain and controllable based

upon the lifestyle modification (WHO 2004; Non com-

municable Diseases Progress Monitor 2017; WG3 2017).

The basic inspiration of this research is to study individuals

with hypertension to improve the adherence. Thus, pro-

mote efficient integration of behavioral data with health

data to offer better understanding. This article acquaints a

way to predict and diagnose hypertension by employing

computational intelligence techniques to strengthen the

standard of treatment.

2.2 Artificial intelligence in hypertension

The component of computer science which is adequately

pertained in medical science is artificial intelligence.

Machine learning a style of AI presents assorted strategies

for resolving complicated problems by identifying inter-

action patterns (Bzdok et al. 2018). Medical decision

support technologies have manifested the ability to

improvise patient care across diverse healthcare settings.

Numerous studies suggested that clinical decision support

interventions are effective in assisting physician and health

professionals, with respect to process outcomes such as

guideline adherence (National Institute of Medical Statis-

tics, Indian Council of Medical Research (ICMR) 2009).

This section exhibits some prevailing works of artificial

intelligence associated with hypertension.
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Fig. 1 Distribution of deaths

rate in India
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Fig. 2 Composition of chronic disease

Table 1 Risk factors common to major NCDs

Risk factors/personal behaviors Diabetes Cancer CVD HT

Smoking/tobacco H H H H

Alcohol consumption H H H

Un-health Diet H H H H

Physical Activity H H H H

Raised Blood Pressure H H H H

Raised Blood Sugar H H H

Obesity H H H H

H—presence of risk factor; CVD—Cardiovascular Disease; HT—

Hypertension

Enhanced decision support system to predict and prevent hypertension using computational… 13295

123

RETRACTED A
RTIC

LE



Moreira et al. (Horsky et al. 2017) offer a comparative

analysis of the most meaningful solutions for intelligent

systems in health care. This investigation is imperative for

understanding the diverse approaches used in recent studies

to support and legitimize the best innovation for the

advancement of further research on the subject. Krawezyk

and Wozniak (2015) examined a hierarchical one-class

ensemble classifier to automatically diagnose the presence

of hypertension and hence proposed a medical decision

support system for highly imbalanced multi-class classifi-

cation. Goli et al. (2019) elaborated the state of the art in

the applications of data mining in traditional medicine. The

study reveals that machine learning techniques like Baye-

sian networks, support vector machines and artificial neural

networks were frequently used in the field of traditional

medicine for syndrome differentiation.

LaFreniere et al. (2016) proposed a prediction model for

hypertension using neural network by considering factors

like medical records and demographic information. This

model lacks the usage of behavioural information. George

et al. (2019) proposed a case study on the application of

artificial intelligence to cardiovascular disease diagnosis

and prognosis. Further, this article elaborates the technical

and methodological issues related to the implementation of

the various techniques. Yan et al. (2019) proposed a multi-

period hybrid decision support model for medical diagnosis

by combing similarity measurement and three-way deci-

sion theory under fuzzy environment. But this approach is

not applicable for many cases, as unable to deal with

incomplete data and attribute selection.

Chatterjee and Das (2019) projected a methodology for

the detection and classification of brain tumor using inte-

grated type-II fuzzy logic and ANFIS. Using an ensemble

approach, a novel classifying technique has been developed

to classify the detected tumor incorporating the extracted

features. Guzman et al. (2017) proposed a neuro-fuzzy

hybrid model (NFHM) to categorize blood pressure using

fuzzy system. The rules provided are optimized by a

genetic algorithm to get the most ideal number of princi-

ples for the classifier with the least classification error.

Vladimir et al. (2017) studied the effectiveness of various

machine learning techniques for investing arterial hyper-

tension by means of the short-term HRV and combining

statistical, spectral and nonlinear features.

This model lacks from the usage of behavioral infor-

mation. Moreira et al. (2019) applied a novel adaptive

classification system for the diagnosis of chronic diseases.

The proposed model employs a combined approach of PCA

and relief method with optimized support vector machine

classifier. Krittanawong et al. (2018) developed a ranking

method based on shape similarity using fuzzy number to

group decision-making problems. Das et al. (2013) build a

fuzzy expert system to analyze the threats of hypertension

by integrating various factors like set of symptoms and

rules. Srivastava et al. (2013) illustrate various soft com-

puting approaches for classification of hypertension. Guz-

man et al. (2015) designed fuzzy system for diagnosis of

hypertension using systolic and diastolic blood pressure as

input parameters. Using a set of decision rules, different

suggestions are provided for diagnosis.

2.3 Research gap and objectives

Advancement in artificial intelligence shows an immense

impact in the field of medical science. A wide range of

research studies is underway in medical diagnosis and

prediction using machine learning. But only very limited

works are available in the analysis of hypertension and its

disorders due to the nature and data quality. Awareness,

prevention and early diagnosis are essential to lessen the

pervasiveness of hypertension. These chronic disorders are

prone to enhance due to transitions in the health-damaging

behaviors of the individuals. Hence, behavioral and life-

style improvements may provide a way for prevention. As

prevention is the simplest way to evade the incidence of

hypertension, induce the need to analyze the personal

behavioral patterns from the data. These patterns may be

used for possible future forecast.

Most of the review works related to hypertension try to

forecast by considering clinical examinations alone and

neglects to capture behavioral factors. Furthermore,

hypertensive type diagnosis is the multi-class classification

problem; hence, it imposes a need to consider factors for

multiple categories. The clinical data suffer from poor

quality owed to the improper distribution of classes. Most

machine learning model works well while using balanced

dataset. But in the event with imbalanced distribution, the

majority classifier degrades in overall performance.

Though sampling techniques can conquer this dispersion,

still it can lead to loss of valuable information. These issues

impose a necessity for a model to investigate and analyze

several parameters, to predict the occurrence and to make

earlier decision. Thus, promoting efficient integration of

behavioral data with health data offers better understanding

for prediction.

3 Proposed methodology

The prime objective of this article is to promote decision

making through the diagnosis of hypertension to evoke the

quality of treatment. This research proposes an enhanced

model to forecast the probability of acquiring hypertension

by enlightening the hidden patterns in the medical dataset.

Awareness and preventive decision are the substantial way
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to reduce the event of hypertension. Most studies portrait

that lifestyle modification is the most effective aspect in

case of preventive measures. Hence, this proposed model

will explore on various parameters to perceive the indi-

vidual at the peril of developing various stages of hyper-

tension. Moreover, an intelligent and accurate diagnostic

system is mandatory to foresee the future.

3.1 The proposed enhanced decision support
model

The proposed work fuses a consolidated methodology of

learning model and rule-based mining. The raw medical

information required for analysis is gathered from health

centers through various investigations. Such information is

converted into the digital version for easy processing.

Generally, the raw medical data will be grimy and conse-

quently need preprocessing to wipe out missing values and

outliers. The proposed learning model employs these pro-

cessed data for analysis. This article proposes an intelligent

learning model using boosting -based SVM to uncover

diverse stages of hypertension. The outcome of this diag-

nosis model is employed to build prediction model. For

every category of the disease, the pattern of behavioral

factors is revealed using fuzzy-based association rule

mining. Based on the rules, efficient decision can be taken

for prevention. Figure 3 demonstrates the proposed

enhanced model. The main processes of the model include

four phrases: data collection phase, data preparing phase,

learning model phase and data exploration phase.

3.2 Data collection phase

The raw dataset was obtained from the primary health

centers under the guidance of the specialist and skilled

experts. The information is collected through various forms

like discussion done with patients, clinical reports and

doctor analysis. The dataset embraces the following details:

• Patients’ demographic information which includes

personal details

• Personal behavioral information including eating habits

and addiction behaviors

• Patients’ brief medical history including their past

history and family history of disorders

• Anthropometric measurement including height, weight

and related details

• Blood pressure measurement including systolic and

diastolic blood pressure readings

• Laboratory investigation including various laboratory

test reports

• Doctor analysis about the presence of hypertension and

its type

The clinical records are converted into Electronic Health

Record (EHR) also known as Electronic Medical Record

(EMR) which is an electronic version of the patient med-

ical record. It provides a remarkable opportunity to pertain

informatics techniques in healthcare (Hayrinen et al. 2008).

3.3 Data preparation phase

Data quality and data preparation are key for the high per-

formance of machine learning. Initially, the normalization

procedure is imposed to the data. Generally, the raw clinical

facts obtained through various laboratory procedures are of

low quality. This might be a result of instrument error while

estimating or manual error while enrolling (Ting et al. 2009;

Almuhaideb and Menai 2016). Such grimy data degrade the

performance of the entire learning model. Hence, the data

should be improvised in quality before commencing a

Data Collecting Phase Data preparing phase

Missing 
value 

Elimination

Outlier 
prediction

Learning Phase 
Exploration Phase 

Fuzzy Based 
ARM 

Rule 
Generation 

Decision 
Support 
System 

Clinical 
dataset

Electronic 
Health 
Record 

Proposed 
Intelligent 

Learning Model

Data 
Mart 

Fig. 3 Enhanced decision support system using computational intelligence
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learning model to extricate valuable information. Appro-

priate preprocessing techniques are applied to eradicate the

missing values and outliers. Normally, missing values occur

due to incomplete records in the dataset.

The proposed work wipes out the missing values by

imposing the mean substitution method (Grzymala-Busse

and Hu 2001; Kotsiantis et al. 2006). Based on the available

cases, the attributes with missing values are substituted by

calculating mean and mode values for the numerical and

nominal categories, respectively. The occurrence of errors or

outliers in the data is reckoned as noise. Outliers are the data

values which are extremely deviated from other values in the

dataset. Such noisy data should be addressed to enhance the

performance of the model. This work employs one of the

statistical methods such as interquartile range (IQR) tech-

nique for observing the incidence of outliers (Jassim 2013).

The interquartile range is calculated by finding the deviation

of the first quartile and the third quartile (Gamberger et al.

2000). This range depicts data distribution about the median.

Thus, any data values which lie beyond 1.5 IQR below the

first quartile and 1.5 IQR above the third quartile are con-

sidered as outliers and are eradicated.

3.4 Design and development of learning phase

The problem of hypertensive type diagnosis is the crucial

stage as it entails different classes. According to the liter-

ature reviews, most related works deal with the binary-

class classification problem. The condition is either the

patient has the disease or not. Consequently, there is a need

for a model which can learn from such data using multi-

class learning techniques, to make accurate real-time pre-

dictions (Tomar and Agarwal 2015).

Moreover, most healthcare problems suffer due to

imbalanced dataset. This is due to frequent occurrence of

normal cases and rare occurrence of abnormal cases

(Haixiang et al. 2017; He and Garcia 2009). Resampling

approaches can be applied to the data still there is a like-

lihood of overfitting and underfitting the minor and major

cases, respectively. Further, the number of attributes and

their dependency rely an impact on the accuracy of the

learning models. This can be dealt by preferring appro-

priate features from the basic feature set.

These issues impose a need for intelligent learning

model which can learn from imbalanced multi-class data to

make accurate real-time prediction. The fundamental

motivation of this paper is to assemble a learning model by

adopting supervised learning techniques. There has been

extensive investigation on the diligence of supervised

machine learning algorithms for medical data (Tomar and

Agarwal 2015). Most research evidences that support

vector machine (SVM) furnishes a high level of accuracy

when equated to other techniques (Chen and Xu 2015).

3.4.1 Support vector machine (SVM)

A set of training instances are chosen as support vectors to

determine the decision boundary hyperplane of the classi-

fier. SVM uses a kernel to project training data from an

input space to a higher-dimensional feature space and finds

an optimal separating hyperplane within the feature space

and uses a regularization parameter, C, to control its model

complexity and training error. But still it is inferred

through the distribution of outliers due to imbalance class

and increases the order of growth. This situation demands

an intelligent classifier that overcomes imbalance distri-

bution and at the same time with reduced order of growth.

3.4.2 Proposed intelligent learning model

This paper put ahead of an intelligent learning model by

improving SVM with boosting mechanism. AdaBoost

(Adaptive Boosting) an iterative algorithm is the most

popular boosting mechanism (Jain and Singh 2019). The

incredible accomplishment of AdaBoost can be ascribed to

its ability to maximize the margin on a training set, which

results in enhancing the performance of the classifier. This

model initially generates decision boundary hyperplane

which separates the feature vectors by solving linear

equation using SVM. For this initial classifier, classifica-

tion error is calculated. Weights are adjusted to the mis-

classified features, to minimize the error rate.

The boosting mechanism is applied to create a sequen-

tially weighted set of weak classifiers in order to generate

new classifiers (linear discriminator) which are more

operational on the training data. Hence, the AdaBoost

algorithm multiple classifiers iteratively endorse the clas-

sification accuracies of many different data sets compared

to the given best individual classifier. Finally cascading

operation ranks the efficient discriminator on top ladder so

that the feature vector gets classified correctly. The algo-

rithm for proposed intelligent learning model consists of

two phases. Table 2 elaborates the stepwise process.

• Training Phase—train the classifier with training

dataset by constructing strong linear classifier.

• Testing Phase—assign class of the testing dataset by

using classification error.

3.5 Design and development of prediction phase

The enhanced decision support system proposed in this

article builds a prediction model over the diagnosis phase

to predict the menace of accruing hypertension. Health-

damaging personal behaviors can contribute to the high

burden of this chronic disease. These determinants are

modifiable and controllable. Instead of early detection and
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diagnosis, awareness and prevention confer a way to

reduce the inference of hypertension. This phase explores

various personal behavior parameters and reveals the hid-

den patterns to identify the individuals at the threat of

raising various levels of hypertension. Based upon these

patterns, efficient decision can be taken for prevention.

3.5.1 Association rule mining

Association rule mining (ARM) is a rule-based machine

learning technique to discern interesting relations among

factors with regard to datasets. The intention of ARM is to

determine frequent item sets, and the interestingness of

each finding is evaluated and used to reduce the set of rules

(Huang et al. 2019). Interestingness measures are estimated

using two main factors support count and confidence level.

Based on these, decision can be made to determine which

findings are the unique, beneficial and well-supported by

the data. Support count is the sign of how often the items

appear within the dataset. Confidence level denotes the

number of occasions the if–then statements are observed

true in the dataset. Commonly association rule mining can

handle the binary dataset. However, for real-world appli-

cation with the diverse group of dataset induces the need

for a sophisticated algorithm. This proposed work use

fuzzy-based ARM to cope with the medical dataset.

3.5.2 Fuzzy-based association rule mining

The enhanced decision support system proposed in this

article builds a prediction model using fuzzy-based asso-

ciation rule mining. It is form of computational intelligence

technique to discover the hidden patterns of the clinical

data that are accrued continuously via health examination

and medical treatment. Fuzzy logic is deliberate to solve

problems in the similar manner that human thinks (Alayon

et al. 2007; Paul et al. 2017). Recent studies show that

fuzzy systems are progressively applied in several appli-

cations in medicine (LaFreniere et al. 2016). A fuzzy

system is a rule-based system where fuzzy logic is imposed

for representing varied styles of knowledge about a prob-

lem, and also for modeling the relationship and interactions

that exist amid the variables (Delgado et al. 2003). A Fuzzy

association rule is an implication of the form,

if A;Xð Þthen B;Yð ÞWhere;AandB
! disjointsitemsetsandXandY ! fuzzysets:

The support-confidence framework can also be applied

to fuzzy-based association rule mining through fuzzy

support (significance) values. Fuzzy Support count (FS) is

typically calculated as in Eq. (1).

FS Að Þ ¼
Pn

i¼1

Q
8 i l½ �½ �2A t

0 i l½ �½ �
n

ð1Þ

whereA ¼ a1; a2; a3; . . .; a Aj j
� �

! set of property attri-

bute-fuzzy set. Record t
0

i satisfies A if A � t
0

i. The indi-

vidual vote per record is found by multiplying the

membership degree with an attribute-fuzzy set pair

i l½ �½ � 2 A

Vote for ti satisfying A ¼
Y

8 i l½ �½ �2A
t0 i l½ �½ � ð2Þ

Fuzzy Confidence (FC) is calculated in the same manner

that confidence is calculated in classical ARM (Eq. 3).

FC A ! Bð Þ ¼ FS A [ Bð Þ
FS Að Þ ð3Þ

The algorithm for fuzzy-based association rule com-

prises of four major steps (Table 3):

Table 2 Algorithm for the proposed intelligent learning model

Table 3 Algorithm for fuzzy-based Association Rule Mining
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1. Convert the medical transactional data set Tð Þ into a

property data set TPð Þ.
2. Convert the property data set Tpð Þ into a fuzzy data set

Tf
� �

:

3. Apply an a priori style fuzzy association rule mining

algorithm to Tf
� �

using fuzzy support, confidence and

correlation measures to generate a set of frequent item

sets F.

4. Process F and generate a set of fuzzy association rules

R such that 8r 2 R the certainty factor (either confi-

dence or correlation as desired by the end user) is

above some user specified threshold.

4 Implementation

This section elaborates the implementation of the proposed

work. The performance of the proposed enhanced model

for prediction and prevention is evaluated using real-time

medical data. The data samples used for training and

testing the proposed system are gathered from the Primary

Health Centers with the support from Tamil Nadu Health

System Project—Non Communicable Disease wing. The

medical dataset comprises 599 samples with 21 attributes,

inclusion of the class attribute. The samples are categorized

into four classes, namely 238—normal hypertension

(Normal), 321—pre-hypertension (preHT), 20—newly

diagnosed hypertension (newHT), and 20—known hyper-

tension (KHT). The imbalance ratio (IR) for the dataset is

attained by solving Eq. (4). Based on this ratio value, the

proportions of all classes can be determined.

IR ¼ Nc � 1

NC

XNc

i¼1

Ii

In � Ii
ð4Þ

whereNc ! No of classes; Ii ! No of instances of ithclass;

In ! total no of instances:IR ! range from 1� IR\1ð Þ:
IfIR ¼ 1 ! completely balanced dataset

4.1 Classifier evaluation metrics

The learning model overall performance is generally drawn

in step with the confusion matrix related to the each clas-

sifier. Then the confusion matrix for one among the cate-

gories may have the structure as with Table 4.

The column in the table specifies the actual class dis-

persion in the dataset, whereas the row indicates the pre-

dicted classes. The TP and TN entries in the matrix furnish

the quantity of positive cases correctly identified as posi-

tive and the quantity of negative instances classified as

negative, respectively. Alternatively, FP and FN imply the

number of instances misclassified as negative and positive

instances, respectively (Sokolova and Lapalme 2009;

Hossin and Sulaiman 2015). Various evaluation metrics

like accuracy, precision, recall and F-measure are com-

puted based on the entries in the matrix. Equations (5),

(6), (7), and (8) represent the different performance

metrics.

Precision ¼ TP

TPþ FP
ð5Þ

Recall ¼ TP

TPþ FN
ð6Þ

F �Measure ¼ 2� precision� recall

precisionþ recall
ð7Þ

Accuracy ¼ TNþ TP

TNþ TPþ FNþ FP
ð8Þ

4.2 Experimental setup

This segment portrays the illustration of the suggested

enhanced model. The dirty data are pre-processed by

eliminating missing values and noise. The pre-processed

output is given to the learning model. The weights are

assigned to the feature vectors, and it is normalized. Ini-

tially, classifier is created applying SVM classifier. Based

on the classification error, the weights are adjusted to

construct new classifier. This approach goes up to four

iterations. Ultimately all the classifiers are merged to form

a strong classifier. In this process the weights are updated

intelligently in order to lessen the classification error.

Using cascading operation the best classifier is placed on

the top of the ladder so the testing data get classified

correctly.

Eventually, the prediction model is build over the

learning module. The goal of this analysis is to reveal the

concealed patterns by considering the behavioral attributes.

The proposed strategy will generate rules based on the

frequent item sets. When compared to standard ARM,

fuzzy-based association rule mining produces reduced set

of rules. These rules more precisely reflect the true patterns

in the data set. In this phase health-damaging behavioral

attributes are taken into consideration. Table 5 demon-

strates the attributes type and its name. The generated rules

Table 4 Confusion matrix for binary classification problems

Actual/predicted Positive class Negative class

Positive class True positive (TP) False negative (FN)

Negative class False positive (FP) True negative (TN)
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are accustomed to offer decision support for prevention.

The computing device used for experimentation is Lenovo

idea pad with 8 GB RAM. Python is used as a

programming platform. The system is developed using

Spyder Integrated Development Environment. Experi-

mental analysis is also done using Google Colab.

Table 5 Health-damaging behavioral attributes for prediction of hypertension

Feature type Feature name

Personal behavioral

information

Smoking, Smoking frequency, Type of tobacco, alcohol consumption, alcohol frequency, smokeless tobacco,

smokeless tobacco frequency, diet, non-veg frequency, oil used, physical activity, duration

Brief medical history Past history of HT, Family history of HT, complication of HT, past history of diabetes, family history of diabetes,

symptoms of diabetes, complication of diabetes, History of other disorder

Table 6 Comparitive performance analysis of learning models with balanced data and imbalanced dataset

Learning

Models

Imbalanced data Balanced data

Average

precision

Average

recall

Average

F-measure

Average

accuracy

Average

precision

Average

recall

Average

F-measure

Average

accuracy

SVM 80.5 80.1 80.2 80.2995 83.5 82.4 82.4 83.4121

ANN 77.9 76.9 77.3 76.8844 77.1 76.9 77 76.8844

IBK 80.2 78.9 79.4 78.8945 82.5 82.4 82.1 81.1121

NaiveBayes 80.2 79.9 79.4 80.001 83.5 82.4 82.4 83.1121
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5 Result and discussion

This section portrays the outcome associated with the

enhanced decision support model. The effectuation of the

suggested intelligent learning model using boosting-based

SVM classifier is extensively studied and compared with

other learning techniques. The performance of the most

learning algorithms relies on the class distribution. This

proposed model can classify multi-class imbalanced data-

set implicitly, avoidance explicit data sampling process.

Overall 599 samples are used for experimentation and out

of which 420 instances are taken for training and 179 are

used for testing, as per 70% and 30% split.

The performance comparisons of the diverse classifier

are furnished in Table 6. Figures 4 and 5 show that com-

pared to other algorithms SVM shows better performance.

Then the performance of the recommended model is

comparatively studied with traditional SVM classifier for

both imbalance and balanced data and are depicted in

Table 7. As per Fig. 6, it is interesting to note an

enhancement in overall performance is recorded for pro-

posed intelligent learning model.

The next set of experiment is to investigate the perfor-

mance of the exploration phase. The class-wise classified

dataset is given to the predictive model. This traditional

dataset is converted into the fuzzy dataset. A priori style

association rule mining is applied to derive the frequent

item sets. Based on the intelligent membership function, set

of fuzzy rules are generated. By varying the fuzzy mem-

bership function, different performance can be achieved as

shown in Fig. 7. This proposed model achieves overall

accuracy of 86%. Some example fuzzy association rules

generated have the form:

IF smoking is Yes AND diet is Nonveg AND physical-

activity is Yes THEN hypertension is Normal

IF smoking is Yes AND physical-activity is NO THEN

hypertension is preHT

These rules would be useful in analyzing individual

behavior patterns and to make need lifestyle modification.

Based upon the rules needed, decision can be taken to

prevent the incidence of hypertension.

Table 7 Comparitive analysis of performance of proposed model with SVM classifier

Learning models Average precision Average recall Average F-measure Average accuracy

SVM ? Imbalanced data 80.5 80.1 80.2 80.2995

SVM ? Balanced data 83.5 82.4 82.4 83.4121

Proposed intelligent learning model 88.3 91.6 89.9 91.8845
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6 Conclusion and future work

The key objective of this study is to promote an enhanced

decision support system particularly to handle hyperten-

sion. As the nature of data impact, the learning model’s

performance, this paper puts forward a combined approach

of ensemble classifiers. The proposed intelligent learning

model generates a strong classifier which can learn from

the improper class dispersion and own high computational

efficiency. The comparative analysis report proves an

improved accuracy and a better inferring of the learned

concept. The experiment outcome demonstrates the pro-

posed strategy affords improved performance in medical

diagnosis. The enhanced predictive version was built upon

the classification solution using fuzzy systems. This model

generates rules by uncovering frequent pattern. The pre-

dictive model reveals far better predictive accuracy. Based

on these rules, legitimate decisions could be made to pre-

vent hypertension. Moreover, this research considers

diverse peril factors like personal behavioral information

and past medical history for prediction. Thus, precise

decision could be made at the proper time as prevention

plays a vital role to reduce the incidence of hypertension.

As this system deals with medical data, still it needs

enhancement in handling classification errors. As a future

work, this learning model could be streamlined by focusing

misclassification patterns employing optimization tech-

niques. Further, this model can be extended as personalized

decision support system and serve as an eye toward per-

sonalized medicine.
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