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Abstract
Databases obtained from different search engines, market data, patients’ symptoms and behaviours, etc., are some common

examples of set-valued data, in which a set of values are correlated with a single entity. In real-world data deluge, various

irrelevant attributes lower the ability of experts both in speed and in predictive accuracy due to high dimension and

insignificant information, respectively. Attribute selection is the concept of selecting those attributes that ideally are

necessary as well as sufficient to better describe the target knowledge. Rough set-based approaches can handle uncertainty

available in the real-valued information systems after the discretization process. In this paper, we introduce a novel

approach for attribute selection in set-valued information system based on tolerance rough set theory. The fuzzy tolerance

relation between two objects using a similarity threshold is defined. We find reducts based on the degree of dependency

method for selecting best subsets of attributes in order to obtain higher knowledge from the information system. Analogous

results of rough set theory are established in case of the proposed method for validation. Moreover, we present a greedy

algorithm along with some illustrative examples to clearly demonstrate our approach without checking for each pair of

attributes in set-valued decision systems. Examples for calculating reduct of an incomplete information system are also

given by using the proposed approach. Comparisons are performed between the proposed approach and fuzzy rough-

assisted attribute selection on a real benchmark dataset as well as with three existing approaches for attribute selection on

six real benchmark datasets to show the supremacy of proposed work.

Keywords Set-valued data � Rough set � Fuzzy tolerance relation � Degree of dependency � Attribute selection

1 Introduction

Many real applications in the area of machine learning and

data mining consist of set-valued data, i.e. the data where

the attribute value of an object is not unique but a set of

values, for example, in a venture investment company, the

set of evaluation results given by expert (Qian et al.

2010b), the set of languages for each person from the

foreign language ability test (Qian et al. 2009), and in a

medical database, the set of patients symptoms and activ-

ities (He and Naughton 2009), etc. These kinds of infor-

mation systems are called set-valued information systems,

which are another important type of data tables and are

generalized models of single-valued information systems.

An incomplete information system (Kryszkiewicz

1998, 1999; Dai 2013; Dai and Xu 2012; Dai et al. 2013;

Leung and Li 2003; Yang et al. 2011, 2012) can be con-

verted into a set-valued information system by replacing all

missing values with the set of all possible values of each
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attribute. Set-valued information systems are always used

to portray the inexact and lost information in a given

dataset, in which the attribute set may vary with time as

new information is added.

Dataset dimensionality is the main hurdle for the com-

putational application in pattern recognition and other

machine learning tasks. In many real-world applications,

the generation and expansion of data occur continuously

and thousands of attributes are stored in databases.

Gathering useful information and mining-required knowl-

edge from an information system is the most difficult task

in the area of knowledge-based system. Not all attributes

are relevant to the learning tasks as they reduce the real

performance of proposed algorithms and increase the

training and testing times. In order to enhance the classi-

fication accuracy and knowledge prediction, attribute sub-

set selection (Hu et al. 2008; Yang and Li 2010; Qian et al.

2010a; Qian et al. 2011; Shi et al. 2011; Jensen and Shen

2009; Jensen et al. 2009) plays a key role via eliminating

redundant and inconsistent attributes. Attribute selection is

the process of selecting the most informative attributes of a

given information system to reduce the classification time,

complexity and overfitting.

Rough set approximations (proposed by Pawlak 1991

and Pawlak and Skowron 2007a, b, c) are the central point

of approaches to knowledge discovery. Rough set theory

(RST) uses only internal information and does not depend

on prior model conventions, which can be used to extract

and signify the hidden knowledge available in the infor-

mation systems. It has many applications in the fields of

decision support, document analysis, data mining, pattern

recognition, knowledge discovery and so on. In rough sets,

several discrete partitions are needed in order to tackle

real-valued attributes and then dependency of decision

attribute over conditional attributes is calculated. The

intrinsic error due to this discretization process is the main

issue while computing the degree of dependency of real-

valued attributes.

Dubois and Prade (1992) combines a fuzzy set (Zadeh

1996) with rough set and proposed a fuzzy rough set to

provide an important tool in reasoning with uncertainty for

real-valued datasets. Fuzzy rough sets combine distinct

concepts of indiscernibility (for rough sets) and vagueness

(for fuzzy sets) available in the datasets and successfully

applied to many fields. However, very few researchers are

working in the area of set-valued information systems

under the framework of rough set model in fuzzy

environment.

In this paper, we introduce a novel approach for attribute

selection in set-valued information system based on toler-

ance rough set theory. We define a fuzzy relation between

two objects of a set-valued information system. A fuzzy

tolerance relation is introduced by using a similarity

threshold to avoid misclassification and perturbation in

order to tackle uncertainty in a much better way. Based on

this relation, we calculate tolerance classes of each object

to determine lower and upper approximations of any subset

of the universe of discourse. Positive region of decision

attribute over a subset of conditional attributes can be

calculated using lower approximations. Degree of depen-

dency of decision attribute over a subset of conditional

attributes is the ratio of cardinality of positive region and

cardinality of the universe of discourse. Analogous results

of rough set theory are established in case of our proposed

method for validation. Moreover, we present a greedy

algorithm to clearly demonstrate our approach without

calculating degree of dependencies for each pair of attri-

butes. Illustrative example datasets are given for better

understanding of our proposed approach. We compare the

proposed approach with other existing approaches on real

datasets and test the statistical significance of the obtained

results.

The rest of the paper is structured as follows. Related

works are given in Sect. 2. In Sect. 3, basic definitions

related to incomplete and set-valued information systems

are given. The proposed concept for set-valued datasets is

presented and thoroughly studied in Sect. 4. In Sect. 5,

analogous results of rough set theory are verified for the

new proposed approach. An algorithm for attribute selec-

tion of set-valued information system is presented in

Sect. 6. Illustrative examples with comparative analysis are

given to demonstrate proposed model in Sect. 7. In Sect. 8,

experimental analysis is performed on six real benchmark

datasets. Section 9 concludes our work.

2 Related works

Nowadays, set-valued datasets are generated through many

sources. Dimensionality reduction is a key issue for such

type of datasets in order to reduce complexity, time and

cost. Different criteria have been proposed by a few

researchers to deal with set-valued datasets and to evaluate

the best suitable attributes in the process of attribute

selection. Lipski (1979, 1981) gave the idea of representing

an incomplete information system as a set-valued infor-

mation system and studied their basic properties. He also

investigated the semantic and logical problems often occur

in an incomplete information system. Concepts of internal

and external interpretations are introduced in the paper.

Internal interpretation is shown to lead towards the notion

of topological Boolean algebra and a modal logic, whereas

external interpretation is related to referring queries

directly to reality leads towards Boolean algebra and

classical logic. Orlowska and Pawlak (1984) established a

method to deal with non-deterministic information system
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which is considered as set-valued data. They defined a

language in order to define non-deterministic information

and introduced the concept of knowledge representation

system.

A generalized decision logic, which is an extension of

decision logic studied by Pawlak, in interval set-valued

information system is presented by Yao and Liu (1999).

They introduced two types of satisfiabilities of a formula,

namely interval degree truth and interval-level truth. They

also proposed generalized decision logic DGL and inter-

preted this concept based on two types of satisfiabilities. A

detailed discussion on inference rules is also presented.

Yao (2001) presented a concept of granulation for a uni-

verse of discourse in set-valued information systems and

reviewed the corresponding approximation structure. The

concept of ordered granulation and approximation struc-

tures are used in defining stratified rough set approxima-

tions. He first defined a nested sequence of granulations

and then corresponding nested sequence of rough set

approximations, which leads to a more general approxi-

mation structure.

Shoemaker and Ruiz (2003) introduced an extension of

apriori algorithm that is able to mine association rules from

a set-valued data. They introduced two different algorithms

for mining association rules from set-valued data and

compared their outcomes. They established a system based

on one of these algorithms and applied it on some bio-

logical datasets for justification. Set-valued information

systems were presented by Guan and Wang (2006). To

classify the universe of discourse, they proposed a toler-

ance relation and used maximal tolerance classes. They

introduced the concept of relative reduct of maximum

tolerance classes and used Boolean reasoning technique for

calculating relative reduct by defining a discernibility

function. The concepts of E-lower, A-upper and A-lower

relative reducts for set-valued decision systems are also

discussed in details.

For the conjunctive/disjunctive type of set-valued

ordered information systems, a dominance-based rough set

approach was introduced by Qian et al. (2010b). This

model is based on substitution of indiscernibility relation

by a dominance relation. They also developed a new

approach to sorting for objects in disjunctive set-valued

ordered information systems. This approach is useful in

simplifying a disjunctive set-valued ordered information

system. Criterion reduction for a set-valued ordered

information system is also discussed. Based on variable

precision relation, Yang et al. (2010) generalized the notion

of Qian et al. by defining an extended rough set model and

propounded variable precision dominance relation for set-

valued ordered information systems. They presented an

attribute reduction method based on the discenibility

matrix approach by using their proposed relation.

Zhang et al. (2012) proposed matrix approaches based

on rough set theory with dynamic variation of attributes in

set-valued information systems. In this paper, they defined

the lower and upper approximations directly by using basic

vector generated by the relation matrix in the set-valued

information system. The concept of updation of the lower

and upper approximations is also introduced by use of the

variation of the relation matrix. Luo et al. (2013) investi-

gated the updating mechanisms for computing lower and

upper approximations with the variation of the object set.

Authors proposed two incremental algorithms for the

updation of the defined approximations in disjunc-

tive/conjunctive set-valued information systems. After

experiments on several datasets for checking the perfor-

mance of the proposed algorithms, they showed that the

incremental approaches are way better than the non-in-

cremental approaches.

Wang et al. (2013) defined a new fuzzy preference

relation and fuzzy rough set technique for disjunctive-type

interval and set-valued information systems. They dis-

cussed the concept of relative significance measure of

conditional attributes in interval and set-valued decision

systems by using the degree of dependency approach. In

this paper, authors mainly focused on semantic interpre-

tation of disjunctive type only. They also presented an

algorithm for calculating fuzzy positive region in interval

and set-valued decision systems.

An incremental algorithm was designed to reduce the

size of dynamic set-valued information systems by Lang

et al. (2014). They presented three different relations and

investigated their basic properties. Two types of discerni-

bility matrices based on these relations for set-valued

decision systems are also introduced. Furthermore, using

the proposed relations and information system homomor-

phisms, a large-scale set-valued information system is

compressed into a smaller information system. They

addressed the compression updating via variations of fea-

ture set, immigration and emigration of objects and alter-

ations of attribute values.

In set-valued ordered decision systems, Luo et al. (2014)

worked on maintaining approximations dynamically and

studied the approximations of decision classes by defining

the dominant and dominated matrices via a dominance

relation. The updating properties for dynamic maintenance

of approximations were also introduced, when the evolu-

tion of the criteria values with time occurs in the set-valued

decision system. Firstly, they constructed a matrix-based

approach for computing lower and upper approximations of

upward and downward unions of decision classes. Fur-

thermore, incremental approaches for updating approxi-

mations are presented by modifying relevant matrices

without retraining from the start on all accumulated train-

ing data.
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Shu and Qian (2014) presented an attribute selection

method for set-valued data based on mutual information of

the unmarked objects. Mutual information-based feature

selection methods use the concept of dependency among

features. Unlike the traditional approaches, here the mutual

information is calculated on the unmarked objects in the

set-valued data. Furthermore, mutual information-based

feature selection algorithm is developed and implemented

on an universe of discourse to fasten the feature selection

process. Due to the dynamic variation of criteria values in

the set-valued information systems, Luo et al. (2015) pre-

sented the properties for dynamic maintenance of approx-

imations. Two incremental algorithms for modernizing the

approximations in disjunctive/conjunctive set-valued

information system are presented corresponding to the

addition and removal of criteria values, respectively.

Most of the above approaches are based on classical and

rough set techniques, which have their own limitations of

discretization, which leads to information loss. Rough set

in fuzzy environment-based methods deal with uncertainty

as well as noise available in information system in a much

better way as compared to classical and rough set-based

approaches without requirement of any discretization pro-

cess. Dai et al. (2013) defined a fuzzy relation between two

objects and constructed a fuzzy rough set model for attri-

bute reduction in set-valued information systems based on

discernibility matrices. In this paper, the similarity of two

objects in set-valued information system is taken up to a

threshold value in order to avoid misclassification and

perturbation and a tolerance rough set-based attribute

selection is presented by using degree of dependency

approach.

3 Preliminaries

In this section, we describe some basic concepts, symbol-

ization and examples of set-valued information system.

Definition 3.1 (Huang 1992) A quadruple IS ¼
U;AT;V ; hð Þ is called an Information System, where U ¼
u1; u2; . . .; unf g is a non-empty finite set of objects, called

the universe of discourse, AT ¼ a1; a2; . . .; anf g is a non-

empty finite set of attributes. V ¼
S

a2AT Va where Va is the

set of attribute values associated with each attribute a 2
AT and h : U � AT ! V is an information function that

assigns particular values to the objects against attribute set

such that 8a 2 AT,8u 2 U; h u; að Þ 2 Va.

Definition 3.2 (Huang 1992): In an information system, if

each attribute has a single entity as attribute value, then it is

called single-valued information system, otherwise it is

known as set-valued information system. Set-valued

information system is a generalization of the single-valued

information system, in which an object can have more than

one attribute values. Table 1 illustrates a set-valued infor-

mation system.

Definition 3.3 (Guan and Wang 2006): An information

system IS ¼ U;AT;V ; hð Þ is said to be a set-valued deci-

sion system if AT ¼ C [ D where C is a non-empty finite

set of conditional attributes and D is a non-empty collec-

tion of decision attributes with C \ D ¼ ;. Here V ¼
VC [ VD with VC and VD as the set of conditional attribute

values and decision attribute values, respectively. h be a

mapping from U � C [ Dto V such that h : U � C ! 2VC

is a set-valued mapping and h : U � C ! VD is a single-

valued mapping. Table 2 exemplifies a set-valued decision

system.

To give a semantic interpretation of the set-valued data,

many ways are given (Guan and Wang 2006), here we

encapsulate them as two types. In Type1, h u; að Þ is inter-

preted conjunctively, and in Type2, h u; að Þ is interpreted

disjunctively. For example, if a is an attribute, ‘‘speaking a

language’’, then h u; að Þ = {Chinese, Spanish, English} can

be inferred as: u speaks Chinese, Spanish and English in

case of Type1 and u speaks Chinese or Spanish or English,

i.e. u can speak only one of them in case of Type2.

Incomplete information systems with some unknown

attribute values or partially known attribute values are of

Type2 set-valued information system.

In many real-world application problems, lots of missing

data existed in the information system due to ambiguity

and incompleteness. All missing values presented in

Table 1 Set-valued information system

U c1 c2 c3 c4

u1 {1,2,3,4} {0,1} {1,2} 0.4

u2 {2,3} {2,3} {1} 0.5

u3 {1,2,3,4} {1,2} {1,2} 0.9

u4 {2,3,4} {0,1,2,3} {0,1) 0.2

u5 {2,4} {0,1,2} {0,1} 1

Table 2 Set-valued decision system

U c1 c2 c3 c4 D

u1 {1,2,3,4} {0,1} {1,2} 0.4 1

u2 {2,3} {2,3} {1} 0.5 1

u3 {1,2,3,4} {1,2} {1,2} 0.9 2

u4 {2,3,4} {0,1,2,3} {0,1) 0.2 1

u5 {2,4} {0,1,2} {0,1} 1 2
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information system can be characterized by the set of all

possible values of each attribute. This type of information

systems can also be considered as a special case of set-

valued information system. Table 3 is an example of an

incomplete decision system, in which some attribute values

of objects are missing. Table 4 illustrates the transforma-

tion of incomplete information system into a set-valued

information system.

4 Proposed methodology

In this section, we define a new kind of fuzzy relation

between two objects and supremacy over previously

defined relation is shown using an example. Then, lower

and upper approximations are defined using a threshold

value on fuzzy similarity degree. Some basic properties of

above-defined lower and upper approximations are also

discussed.

4.1 Fuzzy relation between objects

In this subsection, first we present the definition of toler-

ance relation available in the literature and then propose a

new fuzzy relation between two objects. In continuation,

we compared both the definition through an example.

Definition 4.1 (Orlowska (1985), Yao (2001)) For a set-

valued information system IS ¼ U;AT;V ; hð Þ; 8b 2 AT

and ui; uj 2 U; tolerance relation is defined as

T
_

b ¼ ui; uj
� �

jb uið Þ \ b uj
� �

6¼ /
� �

ð1Þ

For B � AT, a tolerance relation is defined as

T
_

B ¼ ui; uj
� �

jb uið Þ \ b uj
� �

6¼ /; 8b 2 B
� �

¼
\

b2B
T
_

b ð2Þ

where ui; uj
� �

2 TB implies that ui and uj are indiscernible

(tolerant) with respect to a set of attributes B:

Example 4.1 Let U;AT;V; hð Þ be a set-valued information

system with b 2 AT and u1; u2; u3 2 U such that

b u1ð Þ ¼ v1; v2; v3; v2f g; b u2ð Þ ¼ v4; v5; v6; v7f g. and

b u3ð Þ ¼ v1; v2; v3f g: Then, by Definition 4.1, we say that

both u1; u2ð Þ and u1; u3ð Þ belong to Tb, that is, u1; u2 are

indiscernible with respect to attribute b and u1; u3 are

indiscernible with respect to attribute b simultaneously.

It is obvious from above example that discernibility of

u1 and u3 is more difficult than discernibility of u1 and u2,

but Definition 4.1 is not able to describe the extent to which

two objects are related. To overcome this issue, we define a

fuzzy relation for a set-valued dataset.

Definition 4.2 Let SVIS ¼ U;AT;V; hð Þ; 8b 2 AT be a

set-valued information system, then we define a fuzzy

relation R
_

b as:

l
R
_

b

ui; uj
� �

¼
2 b uið Þ \ b uj

� ��
�

�
�

b uið Þj j þ b uj
� ��

�
�
� ð3Þ

For a set of attributes B � A, a fuzzy relation R
_

B can be

defined as

l
R
_

B

ui; uj
� �

¼ inf
b2B

l
R
_

b

ui; uj
� �

ð4Þ

Example 4.2 (Continued from Example 4.1). After cal-

culating degree of similarity by using fuzzy relation as

defined in Eq. (3), we get

l
R
_

b

u1; u2ð Þ ¼ 2 b u1ð Þ \ b u2ð Þj j
b u1ð Þj j þ b u2ð Þj j ¼

2

8
¼ 0:25

l
R
_

b

u1; u3ð Þ ¼ 2 b u1ð Þ \ b u3ð Þj j
b u1ð Þj j þ b u3ð Þj j ¼

6

7
¼ 0:86

Now, we can easily calculate the degree to which two

objects are discernible. h

4.2 Fuzzy tolerance relation-assisted rough
approximations

In this subsection, a fuzzy tolerance relation using a

threshold value is defined and lower and upper approxi-

mations of a set are presented

If we ignore some misclassification and perturbation by

using a threshold value on fuzzy relation between two

objects as given in Eq. (3), then the involvement of fuzzy

Table 3 Missing value dataset
U b1 b2 b3 b4 D

u1 0 1 1.0 10 1

u2 1 2 * 15 1

u3 * * * 20 2

u4 0 3 2.0 15 2

u5 * * 1.5 25 1

u6 1 1 2.5 20 1

Table 4 Set-valued decision system obtained from Table 3

U b1 b2 b3 b4 D

u1 0 1 1.0 10 1

u2 1 2 {1.0,1.5,2.0,2.5} 15 1

u3 {0,1} {1,2,3} {1.0,1.5,2.0,2.5} 20 2

u4 0 3 2.0 15 2

u5 {0,1} {1,2,3} 1.5 25 1

u6 1 1 2.5 20 1
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sets in the computation of fuzzy lower approximation will

increase and fuzzy positive region enlarges. Thus, the

knowledge representation ability becomes much stronger

with respect to misclassification.

So we define a new kind of binary relation using a

threshold value a as follows:

T
_a

b ¼ ui; uj
� �

jl
R
_

b

ui; uj
� �

� a
n o

ð5Þ

where a 2 ð0; 1Þ is a similarity threshold, which gives a

level of similarity for insertion of objects within tolerance

classes.

For a set of attributes B � AT; we define binary relation

as:

T
_a

B ¼ ui; uj
� �

jl
R
_

b

ui; uj
� �

� a
n o

ð6Þ

where l
R
_

b

ui; uj
� �

and l
R
_

B

ui; uj
� �

are defined by Eqs. (3)

and (4), respectively.

Definition 4.3 A fuzzy binary relation ~Rbðui; ujÞ between

objects ui; uj 2 U is said to be a fuzzy tolerance relation if

it is reflexive ði:e: ~Rbðui; uiÞ ¼ 1; 8ui 2 UÞ and symmetric

i:e: ~Rbðui; ujÞ ¼ ~Rbðuj; uiÞ; 8ui; uj 2 U
� �

Lemma 4.1 T
_a

b is a tolerance relation.

Proof

(i) Reflexive:

*l
R
_

b

ui; uj
� �

¼
2 b uið Þ \ b uj

� ��
�

�
�

b uið Þj j þ b uj
� ��

�
�
� ) l

R
_

b

ui; uið Þ

¼ 2 b uið Þ \ b uið Þj j
b uið Þj j þ b uið Þj j ¼

b uið Þj j
b uið Þj j ¼ 1� a

) ui; uið Þ 2 T
_a

b

(ii) Symmetric:

Let ui; uj
� �

2 T
_a

b

therefore, l
R
_

b

ui; uj
� �

¼ 2 b uið Þ\b ujð Þj j
b uið Þj jþ b ujð Þj j � a;

Now, l
R
_

b

uj;ui
� �

¼ 2 b ujð Þ\b uið Þj j
b ujð Þj jþ b uið Þj j ¼ l

R
_

b

ui;uj
� �

�a

) uj;ui
� �

2 T
_a

b

Therefore, T
_a

b is a fuzzy tolerance relation. h

Example 4.3 If we take a ¼ 0:3 in Eq. (5) and apply it on

Example 4.1, then we can see that only u1; u3ð Þ belongs to

T
_

b, i.e. only u1 and u3 are indiscernible with respect to

attribute b: So, our proposed definition gives more precise

tolerance relation than previous ones.

Now, we define tolerance classes for an object ui with

respect to b 2 B as follows:

½T
_a

b� uið Þ ¼ uj 2 UjuiT
_a

buj

n o
ð7Þ

For a set of attributes B � AT;

½T
_a

B� uið Þ ¼ uj 2 UjuiT
_a

buj; 8b 2 B
n o

ð8Þ

Then we propose, lower and upper approximations of

any object set X � U as:

T
_a

b # X ¼ ui 2 Uj T
_a

b

h i
uið Þ � X

n o
ð9Þ

T
_a

b " X ¼ ui 2 Uj T
_a

b

h i
uið Þ \ X 6¼ /

n o
ð10Þ

The tuple \T
_a

b # X; T
_a

b " X[ is called a tolerance

rough set.

4.3 Properties of lower and upper
approximations

In this subsection, we will examine the results on lower and

upper approximations equivalent to Dubois and Prade

(1992) for our proposed approach

Let U;C [ D;V ; hð Þ be a set-valued decision system.

Let B � C and X � U,a 2 0; 1ð Þ

Theorem 4.1 T
_a

B # X � X � T
_a

B " X

Proof Let x 2 T
_a

B # X ) T
_a

B

h i
ðxÞ � X

Since x 2 T
_a

B

h i
ðxÞ ) x 2 X:

Therefore, T
_a

B # X � X:

Now, let x 2 X, since x 2 T
_a

B

h i
ðxÞ ) T

_a

B

h i
ðxÞ \ X 6¼

u ) x 2 T
_a

B " X

Therefore, X � T
_a

B " X

Hence, T
_a

B # X � X � T
_a

B " X h

Theorem 4.2 Let B1 � B2 � C, then

(i) T
_a

B1
# X � T

_a

B2
# X

(ii) T
_a

B2
" X � T

_a

B1
" X
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Proof

ðiiÞ Let x 2 T
_a

B2
" X; then T

_a

B2

h i
ðxÞ \ X 6¼ u;

Since; B1 � B2 ) T
_a

B2

h i
ðxÞ � T

_a

B1

h i
ðxÞ

Thus; T
_ a

B1

h i
ðxÞ \ X 6¼ u ) x 2 T

_a

B1
" X:

Hence; T
_a

B2
" X � T

_a

B1
" X

h

Theorem 4.3 Let a1 � a2, then

(i) T
_a1

B # X � T
_a2

B # X

(ii) T
_a2

B " X � T
_a1

B " X

Proof

(i) Let x 2 T
_a1

B # X ) T
_a1

B

h i
ðxÞ � X

since T
_a1

B

h i
xð Þ ¼ y2Ujl

R
_

b

x;yð Þ[a1;8b2 B
n o

and T
_a2

B

h i
xð Þ ¼ y2Ujl

R
_

b

x;yð Þ[a2;8b2 B
n o

) T
_a2

B

h i
xð Þ � T

_a1

B

h i
xð Þ ðSince; a2 � a1Þ

) T
_a2

B

h i
xð Þ � X ðSince; T

_a1

B

h i
ðxÞ � XÞ

) x 2 T
_a2

B # X

ð11Þ

Hence, T
_a1

B # X � T
_a2

B # X

(ii) Let y 2 T
_a2

B " X, then T
_a2

B

h i
ðxÞ \ X 6¼ u. Since,

T
_a2

B

h i
ðxÞ � T

_a1

B

h i
ðxÞ {by (11)}

) T
_a1

B

h i
ðxÞ \ X 6¼ u ) y 2 T

_a1

B " X;

Hence, T
_a2

B " X � T
_a1

B " X

h

Theorem 4.4 T
_a

B # ðXCÞ ¼ T
_a

B " Xð Þ
� �C

, where XC de-

notes complement of set X.

Proof y 2 T
_a

B # ðXCÞ , T
_a

B

h i
ðyÞ � XC , T

_a

B

h i
ðyÞ \ X

¼ u , y 62 T
_a

B " Xð Þ

, y 2 T
_a

B " Xð Þ
� �C

. Hence, T
_a

B #ðXCÞ¼ T
_a

B " Xð Þ
� �C

h

Theorem 4.5 Let Y � U be another set of objects, then

following properties hold.

(i) T
_a

B # X \ Yð Þ ¼ T
_a

B # Xð Þ \ T
_a

B # Yð Þ
(ii) T

_a

B " X [ Yð Þ ¼ T
_a

B " Xð Þ [ T
_a

B " Yð Þ

Proof

(i) z 2 T
_a

B # X \ Yð Þ , T
_a

B

h i
ðzÞ � X \ Y ,

T
_a

B

h i
ðzÞ � X and T

_a

B

h i
ðzÞ � Y

, z 2 T
_a

B # ðXÞ and z 2 T
_a

B # ðYÞ , z 2 T
_a

B #
ðXÞ \ T

_a

B # ðYÞ:
Hence, T

_a

B # X \ Yð Þ ¼ T
_a

B # ðXÞ \ T
_a

B # ðYÞ

(ii) z 2 T
_a

B " X [ Yð Þ , T
_a

B

h i
ðzÞ \ X [ Yð Þ 6¼ u ,

T
_a

B

h i
ðzÞ \ X

� �
[ T

_a

B

h i
ðzÞ \ Y

� �
6¼ u

Either T
_a

B

h i
ðzÞ \ X 6¼ u or T

_a

B

h i
ðzÞ \ Y 6¼ u,

either z 2 T
_a

B " ðXÞ or z 2 T
_a

B " Yð Þ:
Therefore, z 2 T

_a

B " Xð Þ [ T
_a

B " Yð Þ
Hence, T

_a

B " ðX [ YÞ ¼ T
_a

B " ðXÞ [ T
_a

B " ðYÞ

h

Theorem 4.6

T
_a

B # Uð Þ ¼ U ¼ T
_a

B " ðUÞ and T
_a

B # uð Þ ¼ u ¼ T
_a

B " uð Þ

Proof Easy to check. h

Theorem 4.7

T
_a

B # T
_a

B

h i
ðxÞ

� �
¼ T

_a

B

h i
ðxÞ ¼ T

_a

B " T
_a

B

h i
ðxÞ

� �

ðiÞ Let x 2 T
_a

B1
# X then T

_a

B1

h i
ðxÞ � X;

* B1 � B2 ) T
_a

B2

h i
ðxÞ � T

_a

B1

h i
ðxÞ

Thus; T
_a

B2

h i
ðxÞ � X ) x 2 T

_a

B2
# X:

Hence; T
_a

B1
# X � T

_a

B2
# X

*B1 � B2

T
_a

B1

h i
xð Þ ¼ y 2 Ujl

R
_

b

x; yð Þ� a; 8b 2 B1

n o

T
_a

B2

h i
xð Þ ¼ y 2 Ujl

R
_

b

x; yð Þ� a; 8b 2 B2

n o

) T
_a

B2

h i
xð Þ � T

_a

B1

h i
xð Þ

8
>>>>><

>>>>>:
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Proof

Since T
_a

B # ðXÞ � X � T
_a

B " ðXÞ;

hence T
_a

B # T
_a

B

h i
ðxÞ

� �
� T

_a

B

h i
ðxÞ � T

_a

B " T
_a

B

h i
ðxÞ

� �

ð12Þ

Now, we have to show that,

T
_a

B

h i
ðxÞ � T

_a

B # T
_a

B

h i
ðxÞ

� �
and T

_a

B

h i
ðxÞ 	 T

_a

B

" T
_a

B

h i
ðxÞ

� �
:

If z 2 T
_a

B

h i
xð Þ; then l

R
_

b

x; zð Þ� a; 8b 2 B ð13Þ

If y 2 T
_a

B

h i
ðzÞ; then l

R
_

b

z; yð Þ� a; 8b 2 B ð14Þ

If T
_a

B is an equivalence relation,

then; min T
_a

B

h i
ðx; zÞ; T

_a

B

h i
ðz; yÞ

n o
� T

_a

B

h i
ðx; yÞ 8x; y; z

2 U; by transitivity of T
_a

B

� �

ð15Þ

From (13), (14) and (15), we can conclude that

lRb
x; yð Þ� a; 8b 2 B then, y 2 T

_a

B

h i
ðxÞ, hence, T

_a

B

h i
ðzÞ

� T
_a

B

h i
ðxÞ, then z 2 T

_a

B # T
_a

B

h i
ðxÞ

� �

hence; T
_a

B

h i
ðxÞ � T

_a

B # T
_a

B

h i
ðxÞ

� �
: ð16Þ

Now, if z 2 T
_a

B " T
_a

B

h i
ðxÞ

� �
, then T

_a

B

h i
ðzÞ \ T

_a

B

h i
ðxÞ 6¼ u

then 9y 2 U such that y 2 T
_a

B

h i
ðzÞ \ T

_a

B

h i
ðxÞ, then y 2

T
_a

B

h i
ðzÞ and y 2 T

_a

B

h i
ðxÞ then l

R
_

b

y; zð Þ� a and l
R
_

b

y; xð Þ� a; 8b 2 B:

therefore; T
_a

B " T
_a

B

h i
ðxÞ

� �
� T

_a

B

h i
ðxÞ: ð17Þ

Hence, from (12), (16) and (17), we get the required

result. h

Theorem 4.8 (i) T
_a

B # fxgC
� �

¼ T
_a

B

h i
ðxÞ

� �C

(ii) T
_a

B "

fxgð Þ ¼ T
_a

B

h i
ðxÞ

Proof ðiÞ z 2 T
_a

B # fxgC
� �

iff T
_a

B

h i
ðzÞ � fxgC ,

T
_a

B

h i
ðzÞ 6� fxg , z 62 T

_a

B

h i
ðxÞ , z 2 T

_a

B

h i
ðxÞ

� �C

:

ðiiÞ if z 2 T
_a

B " fxgð Þ; then; T
_a

B

h i
ðzÞ \ fxg 6¼ u; then;

x 2 T
_a

B

h i
ðzÞ; then z 2 T

_a

B

h i
ðxÞ h

Theorem 4.9

ðiÞ T
_a

B # T
_a

B # ðXÞ
� �

¼ T
_a

B # ðXÞ

ðiiÞ T
_a

B " T
_a

B " ðXÞ
� �

¼ T
_a

B " ðXÞ

Proof ðiÞ Since; T
_a

B # ðXÞ � X; now; replacing X by

T
_a

B # ðXÞ; we get

T
_a

B # T
_a

B # ðXÞ
� �

� T
_a

B # ðXÞ ð18Þ

Now; let y 2T
_a

B # ðXÞ; we have to show that y 2 T
_a

B #
T
_a

B # ðXÞ
� �

If y 2 T
_a

B # ðXÞ; then T
_a

B

h i
ðyÞ � X ð19Þ

Let z 2 T
_a

B

h i
ðyÞ; then l

R
_

b

ðz; yÞ� a; 8b 2 B ð20Þ

If u 2 T
_a

B

h i
ðzÞ; this implies that l

R
_

b

ðu; zÞ� a; 8b 2 B ð21Þ

If T
_a

B is an equivalence relation, then from (20), (21) and

transitivity of T
_a

B, we get l
R
_

b

u; yð Þ� a; 8b 2 B, it implies

that u 2 T
_a

B

h i
ðyÞ. From (19), we get u 2 X:Since u 2 T

_a

B

h i

ðzÞ and u 2 X; hence; T
_a

B

h i
ðzÞ � X; then z 2 T

_a

B # ðXÞ:

Since z 2 T
_a

B

h i
ðyÞ and z 2 T

_a

B # ðXÞ. This gives that

T
_a

B

h i
ðyÞ � T

_a

B # ðXÞ; this implies that y 2 T
_a

B #

T
_a

B # ðXÞ
� �

;

hence; T
_a

B # ðXÞ � T
_a

B # T
_a

B # ðXÞ
� �

ð22Þ

Hence, from (18) and (22), we get the required result

ðiiÞ Since; X � T
_a

B " ðXÞ; then; replacing X by

T
_a

B " ðXÞ; we get

T
_a

B " ðXÞ � T
_a

B " T
_a

B " ðXÞ
� �

ð23Þ

Now, let y 2 T
_a

B " T
_a

B " ðXÞ
� �

, this implies that T
_a

B

h i
ðyÞ \

T
_a

B " ðXÞ 6¼ u: Let us consider z 2 T
_a

B

h i
yð Þ \ T

_a

B " ðXÞ;

then z 2 T
_a

B

h i
ðyÞ and z 2 T

_a

B " ðXÞ this gives that l
R
_

b

z; yð Þ

� a; 8b 2 B and T
_a

B

h i
ðzÞ \ X 6¼ u; this implies that 9u,

such that u 2 T
_a

B

h i
ðzÞ and u 2 X ) l

R
_

b

u; zð Þ� a; 8b 2
B and u 2 X: Since, l

R
_

b

z; yð Þ� a; 8b 2 B and l
R
_

b
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u; zð Þ� a; 8b 2 B; hence, using transitivity of T
_a

B, we can

conclude that l
R
_

b

u; yð Þ� a; 8b 2 B ) u 2 T
_a

B

h i
ðyÞ:

Since, u 2 T
_a

B

h i
ðyÞ and u 2 X, this provides that T

_a

B

h i
ðyÞ

\X 6¼ u, this implies that

y 2 T
_a

B " ðXÞ: Hence; T
_a

B " T
_a

B " ðXÞ
� �

� T
_a

B " ðXÞ ð24Þ

From (23) and (24), we get the result. h

Theorem 4.10

ðiÞ T
_a

B # ðXÞ � T
_a

B " T
_a

B # ðXÞ
� �

� T
_a

B " ðXÞ

ðiiÞ T
_a

B # ðXÞ � T
_a

B # T
_a

B " ðXÞ
� �

� T
_a

B " ðXÞ

Proof

(i) Since, X � T
_a

B " ðXÞ, then, replacing X by

T
_a

B # ðXÞ, we get

T
_a

B # ðXÞ � T
_a

B " T
_a

B # ðXÞ
� �

:

Now, let y 2 T
_a

B " T
_a

B # ðXÞ
� �

; it results in;

T
_a

B

h i
ðyÞ \ T

_a

B # ðXÞ 6¼ u:

It implies that 9z 2 U, such that

z 2 T
_a

B

h i
ðyÞ and z 2 T

_a

B # ðXÞ; then; z 2 T
_a

B

h i

ðyÞ and T
_a

B

h i
ðzÞ � X;

this implies that z 2 T
_a

B

h i
ðyÞ and z 2 X, this

provides that

T
_a

B

h i
ðyÞ \ X 6¼ u; then y 2 T

_a

B " ðXÞ: Hence;

T
_a

B " T
_a

B # ðXÞ
� �

� T
_a

B " ðXÞ:

(ii) Since, T
_a

B # ðXÞ � X, then replacing X by T
_a

B " ðXÞ,
we can conclude that

T
_a

B # T
_a

B " ðXÞ
� �

� T
_a

B " ðXÞ:

Now, let y 2 T
_a

B # ðXÞ; this implies that

T
_a

B

h i
ðyÞ � X:

Since, X � T
_a

B " ðXÞ; hence; T
_a

B

h i
ðyÞ � T

_a

B "

ðXÞ; this results in; y 2 T
_a

B # T
_a

B " ðXÞ
� �

:

Hence, T
_a

B # ðXÞ � T
_a

B # T
_a

B " ðXÞ
� �

: h

In next section, we propose an attribute selection

method for set-valued information system based on degree

of dependency approach using above-defined lower

approximation.

5 Degree of dependency-based attribute
selection

Based on rough set as defined in Sect. 4, positive region of

set of decision attributes D over set of conditional attributes

B is defined as:

POSa
B Dð Þ ¼

[

X2U=D

ðT
_a

B # XÞ ð25Þ

where U=D = collection of classes having objects with

same decision values.

Theorem 5.1 Let U;C [ D;V ; hð Þ be a set-valued deci-

sion system and X � U;a 2 0; 1ð Þ: If B1 � B2 � C; then

POSaB1
Dð Þ � POSaB2

Dð Þ:

Proof If B1 � B2; we have T
_a

B1
# X � T

_a

B2
# X; as proved

in Theorem 4.3(i), so that
S

X2U=D

ðT
_a

B1
# XÞ �

S

X2U=D

ðT
_a

B2
#

XÞ: Therefore,POSaB1
Dð Þ � POSaB2

Dð Þ: h

Theorem 5.2 Let U;C [ D;V ; hð Þ be a set-valued deci-

sion system and X � U;a 2 0; 1ð Þ: If a1 � a2; then

POSa1

B Dð Þ � POSa2

B Dð Þ:

Proof If a1 � a2; we have T
_a1

B # X � T
_a2

B # X; as proved in

Theorem 4.2(i), so that
S

X2U=D

ðT
_a1

B # XÞ �
S

X2U=D

ðT
_a2

B # XÞ:

Hence, POSa1

B Dð Þ � POSa2

B Dð Þ: h

Now, using the definition of positive region, we

compute degree of dependency of decision attribute D

over set of conditional attributes B as:

CB Dð Þ ¼
POSa

B Dð Þ
�
�

�
�

Uj j ð26Þ

where j:j = cardinality of a set and CB Dð Þ 2 ½0; 1�

Theorem 5.3 (Monotonicity of CB Dð Þ) Suppose that

B � AT; cf g be an arbitrary conditional attribute that

belong to the dataset and D be the set of decision attributes

and a 2 0; 1ð Þ, then C
_

B[fcg Dð Þ�C
_

BðDÞ

Proof Since, T
_a

B ¼ ui; uj
� �

jl
R
_

B

ui; uj
� �

� a
n o

;T
_a

B[ cf g ¼

ui; uj
� �

jl
R

_

B[ cf g
ui; uj
� �

� a

	 


) T
_a

B[ cf g � T
_a

B: Therefore,

½T
_a

B[ cf g� uið Þ � ½T
_a

B� uið Þ ) T
_a

B[ cf g # X 	 T
_a

B # X Since,

POSB Dð Þ ¼
S

X2U=D

ðT
_a

b # XÞ h
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By Eq. (2), POSB[ cf g Dð Þ 	 POSB Dð Þ

Now; since CB Dð Þ ¼ POSB Dð Þj j
Uj j ; this implies that

CB[ cf g Dð Þ�CB Dð Þ:

A subset B of the conditional attribute set C is said to be

a reduct of SVDS if

CB Dð Þ ¼ CC Dð Þ
CB
 bif g Dð Þ\CB Dð Þ; 8bi 2 B

ð27Þ

The selection of attributes in reduct set is achieved by

comparing the degree of dependencies of decision attribute

over sets of conditional attributes. Attributes are selected

one by one until the reduct set provides the same quality of

classifications as the original set.

6 An algorithm for tolerance rough set-
based attribute selection of set-valued
data

In this section, a quick reduct algorithm for attribute

selection of set-valued information system is presented by

using degree of dependency method based on tolerance

relation. Initially, the proposed algorithm starts with an

empty set and add attributes one by one to calculate degree

of dependencies of decision attribute over a set of condi-

tional attributes. It selects those conditional attributes,

which provide a maximum increase in the degree of

dependency of decision attribute. The proposed algorithm

is given as follows:

The main advantage of proposed algorithm is that it

produces a close-to-minimal reduct set of a decision system

without thoroughly checking all possible subsets of con-

ditional attributes.

Now, we apply above proposed algorithm on some

example datasets to demonstrate our approach.

7 Illustrative examples

Example 7.1 Consider a set-valued decision system as

given in Table 2. A fuzzy tolerance relation between

objects ui; uj 2 U, calculated by using Eq. (3), is given in

Table 5.

We calculate the degree of dependency of decision

attribute d over conditional attribute c1 as follows, taking

a ¼ 0:70;

Tolerance Classes:

½T
_a

c1
� u1ð Þ ¼ u1; u3; u4f g; ½T

_a

c1
� u2ð Þ ¼ u2f g;

½T
_a

c1
� u3ð Þ ¼ u1; u3; u4f g;

½T
_a

c1
� u4ð Þ ¼ u1; u3; u4f g; ½T

_a

c1
� u5ð Þ ¼ u5f g
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U/d = {d1, d2}

d1= {u1, u2, u4}, d2= {u3, u5}

Lower approximation of U=d is calculated as:

T
_a

c1
# d1 ¼ u2f g; T

_a

c1
# d2 ¼ u5f g

So, positive region of d over c1 is calculated as:

POSc1
dð Þ ¼

[

X2U=d

ðT
_a

b # XÞ ¼ ðT
_a

b # d1Þ [ ðT
_a

b # d2Þ

¼ u2f g [ u5f g ¼ u2; u5f g

Now, degree of dependency of d over c1 is calculated as:

Cfc1g dð Þ ¼ POSc1
dð Þj j

Uj j ¼ 2

5
¼ 0:4

Similarly, we can calculate degree of dependency of

decision attribute with respect to other conditional

attributes,

Cfc2g dð Þ ¼ 3

5
¼ 0:6; Cfc3g dð Þ ¼ 1

5
¼ 0:2;

Cfc4g dð Þ ¼ 3

5
¼ 0:6;

since, Cfc3g dð Þ\Cfc1g dð Þ\Cfc2g dð Þ ¼ Cfc4g dð Þ
Either c2 or c4 will be the member of reduct set.

Suppose,c2 is first reduct member. We will add other

attributes to c2 one by one and calculate corresponding

degree of dependencies by using Eq. (8), we get

T
_a

c1;c2f g u1ð Þ ¼ u1f g; T
_a

c1;c2f g u2ð Þ ¼ u2f g;

T
_a

c1;c2f g u3ð Þ ¼ u3;u4

� �
;

T
_a

c1;c2f g u4ð Þ ¼ u3;u4

� �
; T

_a

c1;c2f g u5ð Þ ¼ u5f g

T
_a

c1;c2f g # d1 ¼ u1; u2f g; T
_a

c1;c2f g # d2 ¼ u5f g

POS c1;c2f g dð Þ ¼ T
_a

c1;c2f g # d1 [ T
_a

c1;c2f g # d2 ¼ u1; u2; u5f g

C c1;c2f g dð Þ ¼ 3

5
¼ 0:6

Similarly, C c2;c3f g dð Þ ¼ 3
5
¼ 0:6; C c2;c4f g dð Þ ¼ 5

5
¼ 1

Since degree of dependency cannot exceed 1, c2; c4f g
will be the reduct set of set-valued decision system as given

in Table 2.

Applying the method of Dai et al. (2013) on this

example set-valued dataset, we get the same reduct set

c2; c4f g; but, when we change the value of parameter a
from 0.7 to 0.9, our approach gives c2f g as reduct set.

Therefore, proposed approach gives the facility to get the

best minimal reduct for a set-valued decision system.

Example 7.2 After converting an incomplete decision

system as given in Table 3 into a set-valued decision sys-

tem by replacing missing attribute values to set of all

possible attribute values for any object, we get Table 4.

Again, similar to Example 7.1, the fuzzy tolerance relation

between objects ui; uj 2 U is given in Table 6.

Taking,a ¼ 0:4;

d1 ¼ u1; u2; u5; u6f g; d2 ¼ u3; u4f g

Calculating degree of dependency of decision attribute

D over conditional attribute c1,

½T
_a

c1
� u1ð Þ ¼ u1; u3; u4; u5f g; ½T

_a

c1
� u2ð Þ ¼ u2; u3; u5; u6f g;

½T
_a

c1
� u3ð Þ ¼ u1; u2; u3; u4; u5; u6f g;

½T
_a

c1
� u4ð Þ ¼ u1; u3; u4; u5f g; ½T

_a

c1
� u5ð Þ ¼ u1; u2; u3; u4; u5; u6f g;

½T
_a

c1
� u6ð Þ ¼ u2; u3; u5; u6f g

Now, T
_a

c1
# d1 ¼ /; T

_a

c1
# d2 ¼ /

POSc1
dð Þ¼/ and Cfc1g dð Þ ¼ 0

Similarly, for other conditional attributes,

Cfc2g dð Þ ¼ 0;Cfc3g dð Þ ¼ 0;Cfc4g dð Þ ¼ 0:67;

Since the degree of dependency is the highest for c4; c4

will be the first member of the reduct set. Similar to

Example 7.1, on adding other attributes to c4; we can

calculate corresponding degree of dependencies as follows:

C c1;c4f g dð Þ ¼ 1;C c2;c4f g dð Þ ¼ 1;C c3;c4f g dð Þ ¼ 0:67

Table 5 Fuzzy tolerance relation

l
R
_

c1

ui; uj
� �

l
R
_

c2

ui; uj
� �

l
R
_

c3

ui; uj
� �

l
R
_

c4

ui; uj
� �

1 0.67 1 0.86 0.67 1 0 0.5 0.67 0.8 1 0.67 1 0.5 0.5 1 0.5 0.9 0.8 0.4

0.67 1 0.67 0.8 0.5 0 1 0.5 0.67 0.4 0.67 1 0.67 0.67 0.67 0.9 1 0.6 0.7 0.5

1 0.67 1 0.86 0.67 0.5 0.5 1 0.67 0.8 1 0.67 1 0.5 0.5 0.5 0.6 1 0.3 0.9

0.86 0.8 0.86 1 0.8 0.67 0.67 0.67 1 0.86 0.5 0.67 0.5 1 1 0.8 0.7 0.3 1 0.2

0.67 0.5 0.67 0.8 1 0.8 0.4 0.8 0.87 1 0.5 0.67 0.5 1 1 0.4 0.5 0.9 0.2 1
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Hence, fc1; c4g or fc2; c4g will be the reduct set of

incomplete decision system as given in Table 3.

Here,a is user-oriented, so we can find the best minimal

reduct by changing the value of a as follows (Table 7):

So, expert can decide the value of a according to domain

in order to find the best suitable reduct set of a decision

system with missing values.

Example 7.3 Let us consider a practical situation from the

foreign language ability test in Shanxi University, China.

Results can be inferred as a conjunctive set-valued infor-

mation system. We have classified the whole test into four

factors: Audition, Spoken language, Reading and Writing.

The test results are given in Table 8, which can be down-

loaded from (http://www.yuhuaqian.com), where U ¼
u1; u2; u3; . . .; u49; u50f g: For convenience purpose, we have

used abbreviations for Audition, Spoken language, Reading

and Writing as A, S, R and W, respectively.

We have applied the same process as described in

Example 7.1 and calculate reduct for this dataset by taking

a ¼ 0:67 as follows:

Cfc1g Dð Þ ¼ 0; Cfc2g Dð Þ ¼ 2

50
; Cfc3g Dð Þ ¼ 9

50
;

Cfc4g Dð Þ ¼ 16

50

Cfc1;c4g Dð Þ ¼ 32

50
; Cfc2;c4g Dð Þ ¼ 43

50
; Cfc3;c4g Dð Þ ¼ 31

50
;

Cfc1;c2;c4g Dð Þ ¼ 48

50
; Cfc2;c3;c4g Dð Þ ¼ 48

50
;

Cfc1;c2;c3;c4g Dð Þ ¼ 48

50
:

So, reduct of the decision system is either fc2; c3; c4g or

fc1; c2; c4g.

So far, we have performed the experimental analysis for

attribute selection of set-valued information system by

applying proposed rough set-based approach in Example

7.1. We have compared proposed approach with an exist-

ing approach to find the close-to-minimal reduct set by

changing the value of the parameter a. In Example 7.2, we

have dealt the problem of attribute selection in an incom-

plete information system through conversion into set-val-

ued information system by replacing missing attribute

values for an object with the set of all possible attribute

values. Also the effect of parameter a has been shown to

find a minimal reduct set, which depend on users’ choice.

In Example 7.3, we have successfully applied our approach

in a practical situation obtained from foreign language

ability test in Shanxi University, China.

8 Experimental results and analysis

To check the efficiency of the proposed attribute reduction

algorithm for set-valued information systems, we perform

some experiments on a PC with specifications given in

Table 9. We conduct our experiments on six real datasets

taken from the University of California, Irvine (UCI)

Machine Learning Repository in (Blake 1998). All six real

datasets are incomplete decision systems (special case of

set-valued decision system) given in Table 10. For the

experimental work, we use the WEKA tool with ten fold

cross-validation technique (Hall et al. 2009). In the

experiments, we select three attribute reduction algorithms

for comparisons. There are two statistical approaches

Relief-F (Robnik-Šikonja and Kononenko 2003) and cor-

relation-based feature selection (Hall 1999), and one fuzzy

rough set model (Dai and Tian 2013). For convenience, we

denote them as Relief-F, CFS and FRSM, respectively. For

calculation of classification accuracies, we use two classi-

fiers, namely PART and J48. Finally, a paired t test is

performed to ensure the significance of experimental

Table 6 Fuzzy tolerance relation

l
R
_

b1

ui; uj
� �

l
R
_

b1

ui; uj
� �

l
R
_

c3

ui; uj
� �

l
R
_

b4

ui; uj
� �

1 0 0.67 1 0.67 0 1 0 0.5 0 0.5 1 1 0.4 0.4 0 0 0 1 0 0 0 0 1

0 1 0.67 0 0.67 1 0 1 0.5 0 0.5 0 0.4 1 1 0.4 0.4 0.4 0 1 0 1 0 0

0.67 0.67 1 0.67 1 0.67 0.5 0.5 1 0.5 1 0.5 0.4 1 1 0.4 0.4 0.4 0 0 1 0 0 0

1 0 0.67 1 0.67 0 0 0 0.5 1 0.5 0 0 0.4 0.4 1 0 0 0 1 0 1 0 0

0.67 0.67 1 0.67 1 0.67 0.5 0.5 1 0.5 1 0.5 0 0.4 0.4 0 1 0 0 0 0 0 1 0

0 1 0.67 0 0.67 1 1 0 0.5 0 0.5 1 0 0.4 0.4 0 0 1 1 0 0 0 0 1

Table 7 Effect of a on reduct set

Values of a Reducts

a ¼ 0:4 fc1; c4g or fc2; c4g
a ¼ 0:5 fc3; c4g
a ¼ 0:6 fc2; c4gor fc3; c4g
a ¼ 0:7 fc2; c3gorfc2; c4g
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results obtained from the proposed approach, where the

significance level is specified to be 0.05.

Size and the classification accuracy of the reduced fea-

ture subset obtained by FSRS are statistically compared

with those acquired by FRSM, Relief-F and CFS by using

the paired t test. The obtained results are listed in the last

columns of Tables 11, 12 and 13. In tables, ‘‘w’’ denotes

the number of win, ‘‘*’’ denotes the number of tie and ‘‘l’’

denotes the number of loss achieved by the proposed FSRS

approach, which is also written next to the values in

Table 11, 12 and 13. Here, win means that the cardinality

(or accuracy) of the feature subset obtained by FSRS is

significantly fewer (or higher) than that of FRSM, Relief-F

or CFS; tie means that the results obtained by FSRS have

no statistical difference with that of FRSM, Relief-F or

CFS; and loss means that the proposed approach is statis-

tically poor than other approaches.

8.1 Reduct size

After comparing proposed approach with other three

approaches on chosen datasets, reduced average (avg.)

feature subset size is given in Table 11. Effect of parameter

a on reduct size is also shown for the proposed approach.

Table 8 A set-valued decision

table obtained from foreign

language ability test in Shanxi

University

Students Audition Spoken language Reading Writing Evaluation

x1 {E} {E} {F,G} {F,G} Poor

x2 {E,F,G} {E,F,G} {F,G} {E,F,G} Good

x3 {F,G} {F} {F,G} {F,G} Good

x4 {E,F} {E,G} {F,G} {F} Poor

x5 {F,G} {F,G} {F,G} {F} Poor

x6 {F} {F} {E,F} {E,F} Poor

x7 {E,F,G} {E,F,G} {E,G} {E,F,G} Good

x8 {F,G} {F} {F,G} {F,G} Good

x9 {E,G} {G} {F,G} {F,G} Poor

x10 {E,F} {E,G} {F,G} {E,F} Good

x11 {F} {E,F} {F} {G} Good

x12 {E,F,G} {E,G} {E,F,G} {E,G} Poor

: : : : : :

x46 {E,G} {E,G} {E,F} {F,G} Good

x47 {E,F,G} {E,F,G} {E,F,G} {E,G} Poor

x48 {E,F} {E,G} {F,G} {F} Poor

x49 {E,F,G} {F,G} {E,F,G} {E,G} Poor

x50 {F,G} {F} {F,G} {F,G} Good

Table 9 The description of

experiment environment
No. Names Model Parameters

1. CPU Intel(R) Core(TM) i5-4210U 1.70 GHz, 2 Cores

2. Memory DDR3 SDRAM 8 GB 2401 MHz

3. Hard disk ST1000LM024 1 TB

4. System Windows 10 64-bit

5. Platform Python 2.7 Anaconda distribution for windows

Table 10 The description of

datasets
No. Datasets Abbreviation Objects Features Classes

1. Audiology_Standardized Audiology 226 69 24

2. Soyabean_Large Soyabean 307 35 19

3. Dermatology Dermatology 366 34 6

4. Hepatitis Hepatitis 115 19 2

5. Zoo Zoo 101 17 7

6. Processed_Cleveland Cleveland 303 14 5
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Results obtained from Table 11 indicate that all four fea-

ture selection algorithms exclude most of the features

available in unreduced datasets. But it can be observed that

the proposed approach provides more reduced or equal

reduct size as compared to other three approaches. As for

the hepatitis dataset having 19 attributes, proposed

approach (FSRS) selects 3 (nearest integer is taken) attri-

butes while FRSM, Relief-F and CFS select 6, 5 and 10

attributes, respectively. It shows that FSRS has a redun-

dancy-removing capacity, while other algorithms do not

completely eradicate the redundant features from the

selected feature subset.

Effect of parameter a The parameter a need to be set

individually according to different datasets because of their

different correlation strengths. In Table 11, selected feature

subset for soyabean dataset is varying with the change in

parameter a. At a = 0 and a = 0.3, FSRS does not provide

any reduct elements, but as we increase the threshold

parameter a, FSRS outperforms other approaches. For

example, at a = 0.5 and a = 0.7, FSRS select 9 and 12

attributes, respectively, while FRSM, Relief-F and CFS

select 16, 17 and 17 attributes, respectively. Also, for

audiology data, subset size is affected by parametric value

a as at a = 0.1, a = 0.3 and a = 0.5, FRSR gives reduct

sizes 12, 12 and 10, respectively, but at a = 0.7, reduct size

is same as at a = 0.5. Remaining 4 datasets show no

variation for the value of parameter a as they provide the

same number of selected attributes for all chosen values of

a.

Statistical analysis It can be seen clearly from the results

of t test which is applied between reduct sizes of FSRS (at

a = 0.5), FRSM, Relief-F and CFS algorithms (presented

in Table 11) that, for almost all the datasets, FSRS out-

performs the other three reduction algorithms in terms of

Table 11 Comparison of

feature subset size (Avg. subset

size)

Datasets FSRS FRSM Relief-F CFS Paired t test (w/t/l)

a = 0.1 a = 0.3 a = 0.5 a = 0.7

Audiology 11.6 12.3 9.6 9.6 17.0 w 17.0 w 18.0 w (3/0/0)

Soyabean 0 0 8.9 11.5 16.0 w 17.0 w 17.0 w (3/0/0)

Dermatology 6.0 6.0 6.0 6.0 11.7 w 16.0 w 15.0 w (3/0/0)

Hepatitis 2.9 2.9 2.9 2.9 6.3 w 5.0 w 9.6 w (3/0/0)

Zoo 6.2 6.2 6.2 6.2 7.7 * 9.0 w 10.0 w (2/1/0)

Cleveland 3.0 3.0 3.0 3.0 4.8 w 3.5* 3.0 * (1/2/0)

Table 12 Comparison of classification accuracies (rules-PART)

Datasets Original FSRS FRSM Relief-F CFS Paired t test (w/*/l)

a = 0.1 a = 0.3 a = 0.5 a = 0.7

Audiology 78.31 77.87 78.31 75.66 75.66 76.12* 80.08* 77.43* (0/3/0)

Soyabean 91.94 0 0 83.74 88.43 87.70* 87.99 l 85.06* (0/2/1)

Dermatology 94.53 91.26 91.26 91.26 91.26 90.25w 91.53w 90.71w (3/0/0)

Hepatitis 67.74 83.22 83.22 83.22 83.22 76.13w 84.51* 81.93* (1/2/0)

Zoo 92.07 95.04 95.04 95.04 95.04 85.14w 95.04* 95.04* (1/2/0)

Cleveland 53.79 54.12 54.12 54.12 54.12 49.17w 57.75 l 54.78* (1/1/1)

Table 13 Comparison of classification accuracies (trees-J48)

Datasets Original FSRS FRSM Relief-F CFS Paired t test(w/*/l)

a = 0.1 a = 0.3 a = 0.5 a = 0.7

Audiology 77.87 78.31 78.76 77.87 77.87 76.12* 78.76* 77.87* (0/3/0)

Soyabean 91.50 0 0 86.23 87.99 87.99* 87.84 l 85.36* (0/2/1)

Dermatology 93.98 92.62 92.62 92.62 92.62 88.28* 90.44* 87.70* (0/3/0)

Hepatitis 58.06 83.22 83.22 83.22 83.22 78.06w 84.51* 81.29* (1/2/0)

Zoo 92.07 94.05 94.05 94.05 94.05 89.10w 95.04* 95.04* (1/2/0)

Cleveland 52.14 54.12 54.12 54.12 54.12 54.12* 56.10* 54.12* (0/3/0)
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cardinality of the feature subset. In Table 11, FSRS

achieves significantly fewer features for all the datasets

except the dataset Cleveland and zoo. For Clevland dataset,

FSRS is significantly equivalent to Relief-F and CFS

algorithms in terms of subset size. In summary, out of total

18 paired t test performance results it gets 15 wins, 3 ties

and 0 loss.

8.2 Classification accuracy

Comparison of classification accuracies for classifiers

PART and J48 is presented in Tables 12 and 13, respec-

tively. The classification accuracies are presented in per-

centage. In Table 12, for soyabean, dermatology and zoo

datasets, classification accuracies evaluated by FSRS

algorithm are higher or equal as compared to rest three

algorithms while for other datasets, it shows mixed beha-

viour. For example, classification accuracy for Cleveland

dataset is 54.12 in case of FSRS approach and 49.17, 57.75

and 54.78 in case of FRSM, Relief-F and CFS approaches,

respectively. Similarly, for hepatitis dataset, proposed

algorithm provides better classification accuracy as FRSM

and CFS, but less than the Relief-F algorithm. In Table 13,

we can find similar kind of results as in Table 12.

Effect of parameter a As we change the value of a, cor-

responding classification accuracies are also changing for

datasets soyabean and audiology but not for other datasets. In

Table 12, for a = 0 and a = 0.3, classification accuracies in

case of soyabean dataset are 0 but for a = 0.5 and a = 0.7,

classification accuracies are 83.74 and 88.43, respectively. So,

by changing the value of parameter a, we can get better

classification accuracies than rest three approaches. There is

no effect of parameter on rest four datasets.

Statistical analysis Paired t test is applied between clas-

sification accuracies of FSRS (at a = 0.5), FRSM, Relief-F

and CFS approaches, and results are shown in the last column

Fig. 1 Variation of reduced

feature subset sizes with four

algorithms

Fig. 2 Variation of

classification accuracies with

classifier PART for four

algorithms
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of Tables 12 and 13. In Table 12, FSRS achieves signifi-

cantly higher or equivalent accuracy for all datasets except

the datasets soyabean and Cleveland where it loses to Relief-

F approach. In summary, out of total 18 paired t test per-

formance results FRSR approach gets 6 wins, 10 ties and 2

losses. Similarly, in Table 13, out of total 18 paired t test

performance results it gets 2 wins, 16 ties and 1 loss.

Therefore, the proposed FSRS approach is effective and way

better than other approaches in terms of both acquiring few

features and achieving high classification accuracy.

More detailed change trendline of each approach on the

six datasets is displayed in Figs. 1, 2 and 3. Figure 1 rep-

resents a comparison of reduced average feature subset size

for all four algorithms on six datasets. It can be observed

that the proposed FSRS algorithm selects least number of

features as a member of reduct set. Figures 2 and 3 display

more detailed change trend of the algorithms in classifi-

cation accuracy with the number of selected attributes on

all chosen dataset. It is obvious from figures that the pro-

posed approach provides either higher or nearly equal

classification accuracy for all six datasets.

After summarizing the comparison tables and graphs

above, we can finally conclude that the proposed FSRS

algorithm is an acceptable choice to select the best feature

subsets in set-valued decision systems.

9 Conclusion and future work

In this paper, we have defined a tolerance relation for set-

valued decision systems and given a novel approach for

attribute selection based on the rough set concept using a

similarity threshold. Lower and upper approximations have

been defined by using fuzzy tolerance relation and

presented a method to calculate degree of dependency of

decision attribute over a subset of conditional attributes.

Some important results on lower and upper approxima-

tions, positive regions and the degree of dependencies have

been validated using our approach. Moreover, we have

presented an algorithm along with some illustrative

examples for better understanding of the proposed

approach. In Example 7.2, we have applied our method to

an incomplete information system, in which some attribute

values were missing. Effect of parameter a on reduct set of

set-valued decision systems has been shown. We have

compared the proposed approach with three existing

approaches on a six real benchmark datasets and observed

that our model is able to find the minimal reduct with

higher accuracy. We have also ensured that the proposed

approach is statistically more significant in comparison

with the other approaches by using paired t test technique.

In the future, we will investigate some robust models for

set-valued information system to avoid misclassification

and noise. Set-valued information systems with missing

decision values will be taken into consideration from the

viewpoint of updating the process of knowledge discovery.

We intend to find some generalizations of fuzzy rough set-

based attribute selection for set-valued decision systems.
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