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Abstract
A suitable green supply chain network can significantly affect both the supply chain and the environment. Such network

should guide the supply chain toward an efficient and effective management to increase the profit, desirable impacts on the

environments and responsiveness to the customers’ requests. In this research, a green supply chain with limited greenhouse

gas emission was designed which could reduce the chain costs by simultaneous selection of the supplier and carriers with

various capacities. Thus, in this research a bi-objective nonlinear programming model was proposed which is aimed to

select the carriers between the chain levels and select the supplier based on the quality of the consumed material.

Moreover, the delivery time to customers and emission from transportation and production were the other constraints of the

problem. The first goal was to minimize the total chain costs while reduction in the rejection of the consumed material was

in the second rank. In order to validate the proposed model, several numerical problems were randomly generated and

solved using GAMS optimization software. Since the problem is NP-hard and its solution time increased exponentially by

increase in the problem dimension, a multi-objective meta-heuristic imperialist competitive algorithm was proposed to

solve the problem in large scales. Crowding distance was also used to rank the solutions of one front. The computational

results and comparisons by indices like mean distance from the ideal were employed to describe the algorithm efficiency.

The results showed that features such as carrier selection and environmental factors can enable the decision process of

supplier selection to be well approximated with the real-world situation, showing the potential usefulness of these concepts.

Keywords Green supply chain � Supplier selection � Carrier selection � Emission of greenhouse gases � Multi-objective

meta-heuristic imperialist competitive algorithm � Crowding distance

1 Introduction and literature review

Supply chain is an aggregate string of organizations, tasks

and actions to produce and deliver a product or service. It

also refers to a network of facilities and distribution

methods to provide the material, transport the raw material

and final products and deliver the products to the

customers. In this regard, management of the provided

products is the best method to minimize the costs to satisfy

the customers. The purchase section of the supply chain is

completely responsible for the procedure of the supplier

selection, purchase decision procedure and finding resour-

ces (Aissaoui et al. 2007).

Evaluating and selecting the suppliers analyze, evaluate

and select the suppliers as a part of the supply chain.

Different methods have been developed to evaluate and

select the suppliers; for instance comparative, weighing

and cost ratio methods can affect the selection validity (Li

et al. 1997). The supplier selection is a multi-criterion

decision making problem whose criteria might be contra-

dicting. Therefore, purchase management analyzes differ-

ent criteria (Tahriri et al. 2008). The supplier selection is

based on singular and multiple resource findings (Jàfar-

nezhad et al. 2008).
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Regarding the significance of transportation in supply

chain, it cannot be neglected. Depending on the cargo type

and location, there are various methods of transportation:

ground (road and railroad), marine, air and pipe trans-

portations. Most researches in global logistic have con-

sidered the transportation cost as a usual accounting

problem which is an important decision making task with

significant impacts on the management and supply chain.

In addition, transportation cost has a major part in the final

cost of the products. In the delivery optimization problems,

the product price is generally one of the main parameters.

In addition, carriers with different capacities and trans-

portation conditions have allowed to change the trans-

portation time and cost which requires a comprehensive

investigation. Thus, a combination of the decision making

in orders’ plan and selecting the source and appropriate

carrier can reduce the total cost of planning horizon giving

rise to delivery of more appropriate amount of orders

(Choudhary and Shankar 2014).

Considering the environmental problems caused by

transportation, such problems are recognized as most

effective ones on the environment. These problems include

resource consumption, land use and greenhouse gas emis-

sion. Apart from the mentioned negative effects, emission

of greenhouse gases is directly related to destruction of

ozone layer. Necessity of considering this problem is

originated from the fact that transportation-induced gas

emission has a major contribution in air pollution of most

countries. Given the increasing concerns on such danger-

ous effects, the implementation of a strict transportation

plan to reduce the fuel consumption and air pollution is

essential. As a green rule in supply chain, management of

green supply chain is a newly proposed concept which has

received considerable researches. In this definition, the

green supply chain management seeks for approaches to

reduce the environmental pollutants for a better life and

increase the customers’ attention to gain more profit and

reduce the transportation costs (Dekker et al. 2012).

Numerous researchers have been conducted on trans-

portation and resource selection in the supply chain, and

several mathematical models have been proposed to solve

these problems in recent years. Barzinpour and Taki (2015)

investigated a two-channel green supply chain to reduce

the pollution caused by the transportation section. Pishvaee

and Rabbani (2011) proposed a two-channel multi-level

supply chain with direct and indirect distribution channels

and a model to minimize the transportation costs. Shaw

et al. (2012) studied the supplier selection using a fuzzy

AHP and proposed a multi-objective model for fuzzy linear

programming with emphasis on carbon reduction in the

chain. Şenyiğit (2013) studied a three-level supply chain by

selecting appropriate suppliers considering the fault rate.

Wang et al. (2011) studied the problem of designing a

supply chain considering the environmental pollutions and

proposed a multi-objective optimization problem to over-

come the trade-off between the total cost and the envi-

ronmental effects due to the importance of investment

decisions in the design phase. Seuring and Müller (2008)

observed a positive relationship between selection of a

green source and green supply chain; their findings were

based on the Delphi method. Noci (1997) proposed a

ranked framework to select the resources based on the

environmental condition. Bai and Sarkis (2000) studied the

problem of supplier selection in a green supply chain from

the environmental stability point of view and developed a

model to evaluate the green suppliers considering the

economic, environmental and social issues. Jamshidi et al.

(2012) addressed a multi-objective model and solved a

model for designing a supply chain to minimize the annual

costs considering the environmental effect including

transportation-induced NO2 and CO emission and supply

chain costs (transportation cost and holding/delayed

orders). Humphreys et al. (2003) studied a framework to

integrate the environmental factors and sourcing selection,

and the proposed factors like quality and flexibility to

evaluate the suppliers’ performance. Paksoy et al. (2010)

proposed a model to reduce the total cost, prevent CO2

emissions and encourage the customers to use recyclable

products and offered different transportation methods

between supply chain according to CO2 emissions.

Elhedhli and Merrick (2012) considered a supply chain

network considering the CO2 emissions. They modeled the

emission costs alongside the fixed and variable locations

and production costs.

Agha Mohammad Ali Kermani et al. (2015) studied the

supplier selection by considering some real-world

assumptions and selected the best suppliers in terms of

quality, price and on time delivery employing the imperi-

alist competitive algorithm to solve the problem. Jolai et al.

(2011) considered a supply chain network including a

producer, several factories and distribution centers, retail-

ers and customers. They developed a multi-objective pro-

gramming model for integrating production–distribution

network with the contradicting objectives, and they also

used the genetic algorithm (GA) to solve the problem.

Sadeghi Moghadam et al. (2010) modeled the material flow

in the supply chain in different supplies, productions and

distribution sections of Kachiran Company with an inte-

grated approach. After solving the problem with GA, they

obtained the best satisfactory solution with minimum cost.

Then, they compared the proposed model with real values

of variables to validate the model and concluded that the

costs were reduced in the model.

Considering the studies conducted in this field, several

conventional models have been focused on cost, quality,
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time and other problems, and they, however, have not

considered the greenhouse gas emission and evaluation of

suppliers and carriers. Inappropriate selection of suppliers

and carriers may impose high costs to the company and

directly affect the final price of the product. Therefore,

suppliers and producers have to completely evaluate their

current potentials to manage carbon emission and set

appropriate objectives to reduce the greenhouse gas

emission.

The aim of this research is to select the best supplier to

decrease the transportation cost and rejection of raw

material; the selected supplier should also provide on time

delivery along with declining the greenhouse gas emission.

As a general definition, the purpose of this study is to

design an integrated decision making model by considering

selection of carrier and supply resources in a three-level

supply chain to reduce the transportation cost and rejection

ratio based on material quality such that they are compat-

ible with environmental conditions while considering the

limitations of greenhouse gas emission.

We expanded the green supplier selection model to

include carrier selection and simultaneously allow for

trade-offs between cost and quality of raw materials. In this

research, a mixed-integer programming model was

employed to optimize amount of supplier-provided mate-

rial and the product sent to the distributor as well as

selecting the appropriate carriers and opening the distri-

bution centers. Regarding the new assumptions and com-

plexity of the problem, a multi-objective meta-heuristic

algorithm was applied. Previous researches proved the

superiority of the proposed algorithm. Also, the nature of

multi-objective supplier selection problem matches with

this algorithm, so this meta-heuristic algorithm was selec-

ted to solve the problem.

Furthermore, according to the published papers in this

field, several examples of numerical problems were ran-

domly generated and solved using multi-objective imperi-

alist competitive algorithm. According to the findings,

features such as carrier selection and environmental factors

provide well real-world approximation of the decision

process for selecting the supplier demonstrating the

potential efficacy of these concepts.

The rest of this article includes the following sections:

The problem is modeled in Sect. 2 according to its

assumptions. Section 3 provides the solution of exact

epsilon method, while the multi-objective imperialist

competitive algorithm results are presented in Sect. 4.

Conclusions are made in Sect. 5.

2 Modeling the problem

2.1 Assumptions

Assumptions of this research are as follows:

• Supply chain has three levels (supplier, producer and

customer).

• Suppliers are independent, and each supplier responds

to a part of demands.

• Each supplier has a limited production capacity.

• Buyers’ demands are certain and predefined.

• Transportation cost differs for different carriers.

• Each supplier offers a different price for its products.

• Products are sent by carriers with different capacities.

• The problem is offered with a single product.

• Problem is studied in single period.

• A decision maker (buyer or customer) decides on

selecting one or several suppliers and carriers.

• Suppliers prepare customer’s demand in different

delivery times

• Greenhouse gas emission is an environmental issue

studied in terms of economic impacts.

Figure 1 shows the studied supply chain and relation-

ships among its different levels:

2.2 Indices

i producer (factory), i = 1, …, I

j distributer (customer), j = 1, …, J

m supplier, m = 1, …, M

s raw material type used to produce final product,

s = 1,…,S

v carrier (vehicle), v = 1, … ,V

2.3 Parameters

dj jth distributor’s demand

fi fixed cost of establishing ith factory

gi fixed cost of establishing jth distributor

Ci cost of processing each product unit in producer i

Csm cost of buying each product unit of s from supplier

m

hi penalty cost for each pollution unit for factory i

hmiv penalty cost for each pollution unit for carrier

v from supplier m to producer i

h00ijv penalty cost for each pollution unit for carrier

v from producer i to distributor j

Resmi rejection ratio of raw material s sent from supplier

m to producer i (based on its quality)

FLv cost fuel (per liter) for vehicle v
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Kv amount of fuel consumed by carrier v (per

kilometer) (in liter)

Distmi distance between supplier m and distributor j

Distij distance between producer i and distributor j

Psmiv provision cost (waybill cost and lateral costs) for

sending each unit of raw material s from supplier

m to producer i by carrier v

Pijv provision cost (waybill and lateral costs) for

sending each unit of product from producer i to

distributor j via carrier v

mms maximum supplier capacity in providing raw

material s

mi maximum production capacity of the factory i

CPv maximum load which can be transported by

carrier v from producer to distributor

CPsv maximum amount of raw material s which can be

transported by carrier v from supplier to producer

GPs amount of raw material required to produce one

product

DLijv delivery time of each product from producer i to

distributor j by carrier v

DTjv maximum delivery time to distributor j by carrier

v

Ui amount of greenhouse gas emission for producing

each product unit in producer i

U0
smiv amount of greenhouse gas emission for

transporting each raw material unit s by carrier

v from supplier m to producer i

U00
ijv amount of greenhouse gas emission for

transporting each product unit by carrier v from

producer i to distributor j

W maximum acceptable level for greenhouse gas

emission in the whole chain

hsm cost of ordering product s to supplier m

2.4 Model variables

Esmiv amount of material s bought from supplier m by

producer i and carried by carrier v

Xijv amount of product sent from producer i to

distributor j by carrier v

Nsmiv equals 1 if carrier v is used to send material s from

supplier m to producer i; otherwise it is 0

Nijv equals 1 if carrier v is used to send load from

producer i to distributor j; otherwise it is 0

Bi equals 1 if producer i is active; otherwise 0

Wj equals 1 if distribution center j is open; otherwise 0

Fms equals 1 if supplier m satisfies the producer demand

for material s; otherwise 0

2.5 Formulating the model

The model can be described as:
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X
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Fig. 1 Supply chain structure
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(1) An objective function for minimizing the chain total

costs including the fixed costs (cost of establishing facto-

ries and distribution centers), transportation cost, fuel cost

and cost of ordering to the supplier, as well as the other

costs such as buying raw material from supplier and final

product from the producer, penalty costs for greenhouse

gas emission. (2) An objective function for minimizing the

rejection ratio of raw material sent from the supplier to the

producer. The rejection ratio from each supplier can be

determined based on the quality of the raw material. (3)

Constraints of responding to the distributor’s demands in

the supply chain. (4) Constraints of balancing raw material

and produced goods between the two levels of the supply

chain. (5) and (6) The limited capacities of production

centers and suppliers. (7) and (8) The limitations of carrier

capacity between two levels of supply chain. This means

that the amount of goods transmitted between the levels of

supply chain should not exceed the carrier capacity

between two levels. (9) Constraints of distributor’s delivery

time. (10) Limitations of green approach for designing a

green supply chain. This limitation indicates the maximum

acceptable greenhouse gas emission from the whole chain

which includes the pollution caused by transportation and

production unit. (11) and (12) determine the sign of con-

straints of decision variables.

3 Validating the model

In order to validate the model, a small problem was con-

sidered which included two suppliers with two different

types of raw materials, two factory locations and two dis-

tribution centers with two transportation carriers possessing

different transportation costs and capacities between the

two layers of the chain. For production of the required data,

a proper uniform distribution was used. For example,

penalty cost for each pollution unit produced by each

carrier and amount of emitted greenhouse gases for trans-

porting each unit of raw material s had uniformly dis-

tributed values (0.5, 0.25) and (1.8), respectively.

The amount of raw material for producing each product

from s1 and s2 was 4 and 8 units, respectively. The

demands of two customers are also given in Table 1.

This problem was coded using GAMS and run on a PC

with Core Duo 2.13 GHz. The results are presented in

Table 2. In order to solve this problem using epsilon con-

straint method, D was considered 1. Table 2 lists the

optimum values of objective functions using epsilon

method in which the first column is for Pareto solution

obtained from the example, while the second one gives

chain costs for each point and the third column shows

rejection rate. So, it can be concluded that reducing the first

objective function (costs) can increase the rejection rate of

the raw material s sent from supplier to producer. Figure 2

also shows the variation in the objective function by the

number of carriers. As it can be seen, increase in the

number of carriers enhanced the chain costs. Figure 3

indicated the variation in the objective function versus the

number of suppliers. It can be seen an increase in the

number of suppliers elevated the chain cost.

In the following, some small, medium and large exam-

ples were solved and their computation results are pre-

sented in Table 3.

Table 1 Customers’ demands
Demand customer 1 70

Demand customer 2 190

Table 2 Optimum values of objective functions

Number of

effective solutions

First objective

function value (cost)

Second objective

function (rejection)

1 64586.13 569

2 65,275.5 564

3 66169.38 559

4 67161.25 554

5 68153.13 549

6 69,110 544
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Fig. 2 Impact of the number of carriers on the cost
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4 Meta-heuristic algorithm

Since the problem was NP-hard, the computation time

exponentially increases by the enhancement of problem

size. In this regard, efficient approaches such as meta-

heuristic algorithms were employed. On the other hand, as

the proposed model had two objectives, the applied algo-

rithms should be able to solve the multi-objective prob-

lems. The techniques employed to solve the multi-

objective problems are divided into classic and evolution-

ary classes. Classic or numerical methods include weighted

sum, goal programming and epsilon constraint. Since each

method has its own drawbacks, evolutionary-based meth-

ods were proposed to resolve them. These methods exploit

the concept of the dominant set. One of the evolutionary

and meta-heuristic methods is used to optimize the multi-

objective problems in imperialist competitive algorithm

(ICA). Considering the variety of multi-objective evolu-

tionary algorithms and according to the literature review of

the computational methods, ICA showed to be more effi-

cient compared to the other algorithms. Imperialist com-

petitive algorithm employs a novel optimization insight

and establishes a new relationship between the human

sciences and the social sciences on the one hand and

between the technology and mathematics on the other

hand. The advantages of the proposed algorithm can be

summarized as follows:

• Novelty of its basic idea: This is the first optimization

algorithm based on a social–political process

• Ability to optimize the levels and even higher compared

to different optimization algorithms while facing var-

ious optimization problems

• Proper solution speed (Atashpaz-Gargari 2009).

4.1 Imperialist competitive algorithm

This algorithm starts by generating several countries; in

fact, countries are the possible solutions of the problem

within the definition of evolutionary algorithms like chro-

mosome in GA. Imperialist competitive algorithm

improves the initial solution by the following procedure,

and it finally offers the optimal solution of the problem

(desired country). This algorithm mainly relies on assimi-

lation, imperialist competition and revolution. In fact, it

imitates social, economic and political evolution of coun-

tries and present operators (in form of algorithm) by

mathematical modeling of this process, which can be

helpful in solving complex optimization problems. This

algorithm considers solutions as countries and tries to

improve the solution through an iterative process to obtain

the optimum solution of the problem at the end (Atashpaz-

Gargari and Lucas 2007).

The aim of optimization is to find an optimum solution

with respect to the problem variables. An array of the

problem variables which need optimization is created;

here, this array is called a country. First, a number of these

countries should be created; therefore, a matrix of total

countries is randomly formed. Cost of a country (Eq. 13) is

obtained by evaluating f function in variables (p1, p2, …,

pNvar); therefore,

Costi ¼ f countryið Þ ¼ f ðp1; p2; p3; . . .; pNvar
Þ ð13Þ

Imperialist competitive algorithm searches for the best

country by generating an initial set of coefficients and

classifying them as imperials and applying attraction policy

from colonial to colonies and creating an imperialist
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Fig. 3 Impact of the number of suppliers on the cost

Table 3 Examples with different sizes solved by GAMS

GAMS results Specifications of problem

Number of

example

Cost objective

function

Rejection

objective function

Number of Pareto

solutions

I j m v Computation

time

Number of

constraints

Number of

variables

1 69,110 544 6 2 2 2 2 4.21 s 45 56

2 88,057 566 6 3 3 3 2 15.42 s 79 173

3 129,876.38 804 6 5 7 5 4 1 h and 18 min

and 15 s

93 702

4 384,645.67 1136 5 10 10 5 5 8 h and 10 min

and 11 s

111 2030
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competition among empires. To start the algorithm, a

number of initial countries are created. The best members

of this population (countries with minimum cost function)

are selected as the imperialist. Remaining countries form

colonies which belong to an empire. The power of each

empire is calculated based on its normalized cost.

Imperialist competitive algorithm starts with the initial

state of all empires. Evolution trend is a loop which con-

tinues until stop condition is satisfied. Figure 4 shows the

formation process of the initial empires. As shown, larger

empires have more colonies. In the mentioned figure,

imperialist 1 created the strongest imperial and with the

highest number of colonies.

4.1.1 Modeling attraction policy: colonies movement
toward imperialist

Attraction policy is aimed to analyze the cultural and social

structure of colonies within the culture of central authority.

Considering how a country is presented in an optimization

problem, it is the central authority which applies the

attraction policy to make the colony more similar to itself

in terms of political and social aspects. This part of opti-

mization algorithm is modeled as movement of colonies

toward imperialist as schematically shown in Fig. 5.

According to this figure, the imperialist attracts the

colony in cultural and linguistic aspects. Colony moves X

units toward the imperialist along the line connecting the

colony to the imperialist. Sometimes there are some devi-

ations in movement of the colony toward imperialist which

are shown in Fig. 6 with h.

4.1.2 Revolution, sudden change in position of a country

In imperialist competitive algorithm, revolution is modeled

with random movement of a colony to a new position.

Revolution in algorithm viewpoint saves the evolutionary

movements from being trapped in local optimums which

sometimes improves a country and takes it to a better

optimal state. Intensity of these changes can be defined by

parameter alpha which could be either partial or total.

4.1.3 Moving position of the colony and the imperialist

Although attraction policy destroys the social and political

structures of a country, but in some cases, it could have

some positive impacts as well. While colonies move

Fig. 4 Formation of the initial

empires

Fig. 5 General scheme of the colonies movement toward the

imperialist

Fig. 6 Real movement of colonies toward imperialist
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toward the colonial, some of these colonies might achieve a

position better than the imperialist. (They reach points in

the cost function which generates less cost compared to the

colonial). In such situation, colonial and the colony change

their positions and the algorithm continues with the new

colonial; this time it is the new imperialist who applies the

attraction policies to its colonies. Figure 7 illustrates how a

colonial and a colony change their positions. In this figure,

best colony of the empire (with the lowest cost compared to

the imperialist) is shown darker. Figure 8 depicts the whole

empire after changing the positions.

4.1.4 Total power of an empire

Total power of an empire (Eq. 14) is defined as the power

of a colonial plus a fraction of its colonies’ total power.

Thus, total cost of an empire is:

TCn ¼ CostðimperialistnÞ
þ nmeanfCostðcolonies of empirenÞg ð14Þ

where TCn is the total cost of the nth empire and n denotes

a positive value ranging between 0 and 1 (which is usually

close to zero). This makes total cost of an empire to be

equal to the cost of the central authority, while an

enhancement in n will increase the colonies costs. Typi-

cally, n = 0.05 results in desirable solutions. In imperialist

competitive algorithm, the fitness concept is the country’s

power. In order to create colonials with respect to power of

each country, stronger countries are selected as colonial,

and then, the colonials start colonizing other countries with

respect to their power (fitness). This competition is per-

formed using roulette wheel.

4.1.5 Imperialist competition

If an empire fails to increase its power, it will lose its

competitiveness and hence will be removed from the

imperialist competitions. This process is gradual. This

means that the weak empires lose their colonies during

time and stronger empires seize these colonies and increase

their power. Figure 9 schematically illustrates this process,

where n is the weakest empire and one of its colonies is

prone to the imperialist competition and empires 1 and 2

compete to seize it. When a colony is seized, operations of

this step are fine.

4.1.6 Weak empires falls

In imperialist competitions, weak empires gradually fall

and their colonies will be seized by stronger empires.

Different conditions can be considered for an empire. In

the proposed algorithm, an empire is removed when it loses

all of its colonies (Fig. 10). In this figure, empire 4 does not

have power to compete since it lost all of its colonies;

hence, it should be removed. The algorithm terminates

when only one empire is remained, otherwise it returns to

attraction step.

Fig. 7 Colonial and colony change their position

Fig. 8 Whole empire after positions were changed

Fig. 9 General scheme of the imperialist competition
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4.2 Multi-objective imperialist competitive
algorithm

Since modeling the problem is a multi-objective process,

multi-objective imperialist competitive algorithm was used

for optimization. Multi-objective problems include differ-

ent objectives which are either maximum or minimum. In

fact, when a better solution cannot be found for objectives

of the problem, solution vector can call a Pareto optimal

vector. Suppose that instead of generating a unique solu-

tion, it generates a set of solutions called Pareto optimum.

Numerous methods have been developed to select the best

solutions in multi-objective algorithms where crowding

distance is used to rank the solutions in this algorithm. This

process will be briefly described in continue.

4.2.1 Crowding distance

For uniform distribution of the solutions along the optimal

Pareto front and assigning higher priority to predominant

solutions in less-populated areas, crowding distance was

proposed by Deb et al. (2002). This new approach does not

require heavy computation and has less complexity and

multiplexing function challenges. In order to estimate

density of solutions in a specific point of a population,

mean distance of two points (at two opposite sides of the

points) is used. The value of crowding distance for a

solution i is the value of the largest square surface

including solution i which does not include any other

solutions. Considering Fig. 11, crowding distance for

solution i can be calculated by Eq. (15):

di ¼
f iþ1
1 � f i�1

1

fmax
1 � fmin

1

þ f iþ1
2 � f i�1

2

fmax
2 � fmin

2

ð15Þ

Solutions i - 1 and i ? 1 are the closest solutions

before and after solution i.

In summary, crowding distance of the solutions set

estimated the density of solutions around each specific

solution in the population. Solution for each objective can

be obtained by calculating the distance between two

solutions on two sides. Crowding distance is an estimate

of normalized space using closest neighbors of a solution.

After assigning a crowding distance to each solution of the

population, solutions are compared and ranked. In ranking,

feasible space of the problem is considered and all avail-

able points in the feasible points are compared to the ideal

point in terms of all objectives. Finally, a set of points of

the same rank remain; none of them dominates the others,

and they form the first front of the problem. Figure 12

shows Pareto front of a problem with minimizing objec-

tives where F1 is the first front of the problem; none of its

points is dominant over the others, and each point can be

an appropriate solution for the problem Bilel et al. (2016).

Considering methods used for selecting and determining

optimal multi-objective models in imperialist competitive

algorithm, crowding distance can be employed as a

method for selecting the optimal points. Crowding dis-

tance is once used after creating the initial population

(countries) and once after operators (revolution, etc.) and

before selection for the next generation as completely

described in Fig. 13.

Fig. 10 Weak empires fall
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4.3 Representation of the solution

For presentation of the solution algorithm, the solution

structure should be first found. This structure should

properly show all the solution components. In the imperi-

alist competitive algorithm, a country is assigned to the

proposed solution string of the problem. Each solution of

the combinatorial optimization problem is represented with

a country. Each country is a set of parameters proposing a

solution for the algorithm. Thus, a country could be a string

of numbers (discrete or continuous variables) or a matrix

depending on the type of the problem. In other words, each

vector of the state space is shown with a country. When

creating a country, only independent variables of the

problem are required and the superiority should be defined

for each of them. Since dependent variables can be easily

obtained by values of the independent variables, a solution

should be presented for this problem specifying the amount

of transmitted product in each section through which we

can recognize if a facility is opened or closed, and whether

a carrier is used or not. Such solution is comprised of two

strings of numbers.

First string with length: producer * distributor * carrier

Second string with length: supplier * raw mate-

rial * producer * carrier

In fact, these two sections are two 3D and 4D matrices

shown as a string. These strings are filled with decimal

numbers ranging from zero to one.

4.4 Other properties of the algorithm

4.4.1 Evaluation function

For this problem, all the generated solutions are justifiable,

unless production capacity, capacity of the vehicle, supply

capacity constraints are not satisfied. The mentioned limi-

tations are also applied to calculations of power. The power

or fitness of each solution is inversely proportional to the

solution cost.

4.4.2 Implementing model constraints

To make sure on application of all the constraints, one of its

values should be considered in representation of the solu-

tion such that the infeasible solution is not considered; other

values can be specified from the solution where its feasible

part is also calculated in the objective function. It is cal-

culated as if it is satisfied with solution representation

except for the constraints on supply, production and trans-

portation capacity and limitation of greenhouse gas emis-

sion. Violation from these constraints can be prevented by

defining a penalty. Violation is multiplied by 100 and added

to the objective function. In this way, a solution with high

cost will be infeasible and dominated by the feasible ones.

4.5 Convergence

The algorithm continues until satisfaction of the conver-

gence condition or completion of all the iterations. After a

while, all the empires except one will fall and other

countries will be controlled by this empire. In the new ideal

world, all the colonies are administered by one empire and

costs of the colonies are equal to the cost of the empire.

4.5.1 Stopping criterion

Evolution process is a loop which continues until a stop-

ping criterion is met or all competing empires fall and only

one empire remains.

4.6 Adjusting parameters

Regarding lack of the standard data, the mathematical

model and efficiency of the proposed algorithm were val-

idated by random generation of several problems. Dimen-

sions of each problem were determined by the number of

customers, suppliers, producers, carriers and raw materials.

In order to adjust the algorithm parameters, three levels

Fig. 11 Calculation of the crowding distance

Fig. 12 Pareto fronts
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were considered for each parameter; ten random examples

of each parameter were studied in ten runs for each level.

Then, the quality of the parameters was studied by con-

sidering the number of Pareto points and the solution time.

Table 4 shows different levels for each parameter:

In Table 5, ten examples are randomly generated and a

ten-run average is presented for each level. For determining

the value of population, it was observed that population of

100 offers more Pareto points in a more acceptable time

compared to level 50 and 200; thus, 100 was recorded as the

population parameter. The same procedurewas performed to

determine other parameters of the algorithm, and their suit-

able values were determined; finally, all desired parameters

of the algorithm were specified as presented in Table 6.

4.7 Validation of the proposed algorithm

In this section, the results of the problem considered in

subsection 3 are presented using multi-objective imperialist

competitive algorithm along with its Pareto boundary. In

addition, several indices including fitness and quality of the

results were also investigated. Several measures were

proposed to investigate the efficiency of multi-objective

optimization problem:

4.7.1 Maximum spread

This measure was first developed by Zitzler (1999), which

evaluates the length of diagonal of a cube constructed byfinal

values of objectives for a set of predominant solutions. For

START

END

Create 
contries

Fast 
dominated Crawding distance

Create Move the colonies 
their relevant 

Exchange position of 
an imperialist and

best

Eliminate with 
no 

Do imperialists 
competition taking over 

weakest from 

Crawding distance
Fast 

Dominated 

Bring out all colonies 
an imperialist from 

their relevant empires

Are 
stopping
condition

Is there 
colony 

dominating 
its relevant 

YES

YES

NO

Fig. 13 Multi-objective imperialist competitive algorithm based on the crowding distance

Table 4 Different levels for parameters of the algorithm

Parameters Level

Population (number of countries) 50 100 200

Iteration 100 200 300

Empire countries 5 10 15

Revolution rate 0.1 0.2 0.3

PRevolution (revolution probability) 0.2 0.4 0.6

Beta (assimilation coefficient) 1 2 3

Zeta (colonies mean cost coefficient) 0.05 0.1 0.15
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instance, in a two-objective model, this index is equal to the

Euclidean distance between the two boundary solutions in

the objective space which can be calculated by Eq. (16):

MS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxf1i �minf1ið ÞÞ2 þ ðmaxf2i �minf2iÞ2

q
ð16Þ

As this measure increases, the variety of solutions and

efficiency of the algorithm will be enhanced.

4.7.2 Space measure

This measure considers the uniformity of predominant

solutions. This measure has the following equation (Sede-

hzadeh et al. 2015):

SM ¼
Pm�1

i d
�
�di

���
���

ðm� 1Þ d
� ð17Þ

where di is the Euclidean distance between subsequent

solutions in the predominant solutions set, d
�
denotes the

average of distances and m stands for the number of pre-

dominant solutions. The lower SM will result in higher

performance and efficiency of the algorithm.

4.7.3 Mean distance from the ideal solution

This measure assesses the mean distance of predominant

solutions from a presumably ideal one; it is calculated

(Sedehzadeh et al. 2015) by Eq. (18):

MID ¼ 1

m

Xm

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf1i � f best1 Þ þ ðf2i � f best2 Þ

q
ð18Þ

This equation describes the mean Euclidean distance of

the predominant solutions from the ideal one. An ideal

solution is a solution with the least cost and maximum

possible coverage. Naturally, the lower is this index, the

higher is the algorithm efficiency.

4.8 Evaluating the performance of the proposed
algorithm

In order to evaluate the performance of the proposed

algorithm, a small example with two suppliers, two pro-

ducers, two distribution centers, two carriers and two types

of raw material was solved with the same parameters and

data mentioned in subsection 3 using the proposed algo-

rithm. The results are presented in Table 7.

Figure 14 shows Pareto front obtained from the algo-

rithm for a small example.

Points obtained in Table 7 are Pareto points of the

algorithm; 18 points were obtained for the mentioned

example while in epsilon constraint method, the number of

Table 5 Variations in the proposed algorithm parameters with respect to the population parameter

Problem (i, j, v,

m, s)

Level

50 100 200

Number of Pareto

solutions

Solving time

(s)

Number of Pareto

solutions

Solving time

(s)

Number of Pareto

solutions

Solving time

(s)

2–2–2–2–2 15 18.24 21 56.70 25 200.70

3–3–2–2–2 10 18.80 10 57.31 13 199.86

3–2–3–2–2 10 18.25 11 57.25 14 198.70

3–3–3–3–2 11 18.75 16 57.37 23 191.70

4–5–4–7–2 9 22.35 9 60.85 12 197.85

5–3–2–2–2 8 19.80 8 58.16 11 204.20

7–3–2–4–2 10 22.02 10 60.45 13 197.52

10–9–6–5–2 10 47.60 14 114.54 14 293

16–10–12–7–2 10 121.16 11 268.45 13 609.80

20–20–20–15–2 10 450.90 11 957.65 19 1926.80

Average 10.3 75.77 12.1 138.85 15.70 442.011

Table 6 Final value recorded for parameters of the algorithm

Algorithm parameters Parameter values

Population (number of countries) 100

Iteration 100

Empire countries 15

Rate of revolution 0.2

PRevolution (revolution probability) 0.4

Beta (assimilation coefficient) 2

Zeta (colonies mean cost coefficient) 0.1
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predominant points was 6. The optimal front obtained from

the proposed algorithm was almost similar to the Pareto

front obtained by epsilon method. In some points where the

epsilon failed to solve the algorithm, the proposed algo-

rithm obtained three predominant points. Figure 15 com-

pares the results obtained from the proposed algorithm with

those of epsilon method where the blue points present the

front obtained from exact method and the orange points

show the results of the proposed algorithm.

The results obtained from measures of epsilon constraint

and meta-heuristic algorithm for small example are given

in Table 8.

According to Fig. 16, the results obtained from both

methods are almost the same which reflects the efficiency

of the algorithm. In addition, the number of predominant

solutions obtained from the algorithm is more than those

obtained from epsilon method which verifies the algorithm

Table 7 Predominant solutions of the algorithm

Row First objective function

(cost)

Second objective function (amount of

rejection)

Row First objective function

(cost)

Second objective function (amount of

rejection)

1 64,927 567.9820 10 67,024.36 555.1979

2 65,122.68 566.1264 11 67,323.85 553.6974

3 65,275.5 564.8873 12 67,353.31 553.6216

4 65,374.87 564.42 13 67,623.47 552.3107

5 65,703.21 563.22 14 67,792.58 550.9979

6 65,803.21 562.65 15 68,056.34 549.983

7 66,108.48 560.75 16 68,524.3 547.915

8 66,169.38 560.25 17 68,634.65 547.3279

9 66,684.12 557.6584 18 69,110 545.02
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Fig. 14 Pareto front from the algorithm
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Fig. 15 Comparing the exact method and the proposed algorithm

Table 8 Results obtained from the measures with small size

Method Index

MID SM MS Number of

Pareto solutions

Solving

time (s)

Meta-heuristic

(MOICA)

40.11 0.3 63.31 18 59.50

e-constraint 41.58 0.2 67.44 6 4.21

6 

41.58 

0.2 

67.44 

18 

40.11 
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63.31 

0

10
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70

80

number of
Pareto
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GAMS MOICA

Fig. 16 Comparing epsilon method and the proposed algorithm in a

small size example
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performance; however, the number of iterations is very

high in this algorithm. In the small size example, reaching

to optimal points took longer time compared to the epsilon

method.

4.9 Evaluating the performance of the proposed
algorithm in medium and large-scale
problems

In this section, an example with medium size (three sup-

pliers, three producers, three distribution centers, three

carriers and two types of raw material) is studied to analyze

the performance of the proposed algorithm; the results are

given in Table 9.

According to Fig. 17, it can be concluded that except for

the Pareto points, the exact method and the proposed

algorithm are very close; but the algorithm found more

points compared to the epsilon method. In addition, the

time required to solve the problem in epsilon and exact

methods was higher. The results of a large-scale problem

with five suppliers, five factories, seven distribution cen-

ters, four carriers and two types of raw material are pre-

sented in Table 10.

According to Fig. 18, comparing the proposed algorithm

and epsilon method for large-scale problem shows good

algorithm performance. The results of small, medium and

large-scale problems are compared in Fig. 19.

According to the above diagram, it can be concluded

that the proposed algorithm showed higher efficiency in

small-scale problems. By increase in the problem size, its

performance decreased. This algorithm is able to solve

large-scale problem in a short time which is one of its

advantages.

5 Conclusion

In this paper, a bi-objective model is proposed for a three-

level supply chain to reduce the costs and rejection ratio in

which the carriers were considered heterogeneous. In

addition, supplier and carrier were selected in this model.

The results were analyzed with GAMS, and epsilon con-

straint method was used to solve the model. Finally, since

the solution time for large-scale problems was high, a

multi-objective imperialist competitive algorithm was used

whose results were analyzed using measures like distance

and maximum distance from ideal solution. Considering

this study, following fields might be studied in future

works:

• Considering new assumptions for the supplier selection:

In this study, single-product supply chain was studied.

The number of products can be increased. Furthermore,

in addition to the environmental factors, other factors

like satisfaction and security can be included in the

model.

Table 9 Results obtained for the medium size problem

Method Index

MID SM MS Number of

Pareto solutions

Solving

time (s)

Meta-heuristic

(MOICA)

56.06 0.34 105.79 12 64.94

e-constraint 59.34 0.22 107.73 6 942
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Fig. 17 Comparing epsilon method and the proposed algorithm for a

medium size example

Table 10 Results obtained from measures for large-scale problems

Method Index

MID SM MS Number of

Pareto solutions

Solving

time (s)

Meta-heuristic

(MOICA)

93.01 0.39 139.28 11 74.21

e-constraint 71.27 0.36 142.85 6 3107.06
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71.27 

0.36 

142.85 

11 
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0
20
40
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100
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Fig. 18 Comparing the epsilon and the proposed algorithm in the

large-scale problem
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• Other objective functions like social objective can also

be addressed. Considering social objectives along with

cost objectives might result in a sustainable chain.

• Considering the uncertainty in some parameters: In

some cases, a probability distribution cannot fit due to

less information. In such condition, considering the

demand as the fuzzy functions and developing new

models might be an attractive topic for future studies. In

terms of uncertainty approaches, see for example Abu

Qamar and Hassan (2019), Grzegorzewski (2017),

Saber and Alsharari (2018), Beg and Rashid (2014).

• It is recommended to use the multi-objective meta-

heuristic algorithms, like genetic algorithm, and particle

swarm optimization algorithm to solve this problem and

compare the results with those obtained from the

imperialist competitive algorithm. In terms of solution

approaches, the interested readers can refer to Abuali-

gah (2019), Abualigah and Khader (2017), Abualigah

and Hanandeh (2015), Abualigah et al. (2018a,b,c).
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