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Abstract
This paper presents a novel initial dominant point detection technique for polygonal approximation in digital planar curves.

This technique concentrates on the local and global deviation of the curve and detects the dominant point of the polygon.

An iterative split and merge strategy is used effectively to insert and/or delete vertex during the approximation of the

polygon. Since the internal steps are automated, a symmetric and better approximation is achieved. The technique is robust

to rotation and noise of the shape and produces better results compared to the results obtained by recent work. The

performance of the proposed system is evaluated using the benchmark data set and the same is compared in terms of the

quantitative and qualitative measures. The experimental results show that proposed technique has outperformed an existing

similar method with respect to visual perception and numeric metrics.

Keywords Polygonal approximation � Digital planar curve � Dominant points � Local deviation � Global deviation �
Break points � Split and merge

1 Introduction

Polygonal approximation is a powerful technique to

approximate a complex digital curve by a polygon. This

technique has its influence in different applications, such as

shape analysis, digital cartography and image representa-

tion. The main challenge of the approximation is to achieve

less approximation error with less number of points in

approximation. To achieve this challenge, many techniques

have been proposed for effective polygonal approximation

(Bellman 1961; Chau and Siu 2001; Kolesnikov 2012;

Marji and Siy 2003; Montanari 1970; Stone 1961; Hosur

and Kai-Kuang 1999; Zhu and Seneviratne 1997; Perez and

Vidal 1994).

Polygonal approximation techniques are classified as

optimal and sub-optimal as per the results obtained. Opti-

mal algorithm prefer strict criteria and are high computa-

tional complex to obtain optimal solution. Sub-optimal

algorithms do not assure any kind of optimum solution, but

their computational complexity is moderate which are

suitable for real-time applications. Aguilera-Aguilera et al.

(2015) proposed a novel method which optimally solves

the min-e problem and computed optimal polygonal

approximation of a digital curve using mixed integer pro-

gramming (MIP). This method has the advantage that it is

not necessary to select the starting point in contrast to

dynamic programming-based optimal polygonal approxi-

mation technique and this technique is significantly faster

than the one using dynamic programming (Perez and Vidal

1994). Parvez (2015) proposed a new method for polygonal

approximation by relocating the contours which produces

less approximation error value. This technique states that it

is not necessary that the approximating polygon must lie on

the original contour, rather it may be outside the contour,

and these new points are treated as dominant points. The

local neighbourhood is identified for each contour, and the

neighbourhood that approximates the polygon with less

error value is inserted as a new vertex in the approximating

polygon that later acts as a dominant point of the
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approximating polygon. The main goal of the technique is

that instead of increasing the number of dominant points in

the approximating polygon which produces less error,

vertex relocation is introduced to obtain optimal polygonal

approximation. This technique provides flexibility in

approximation to reduce error value.

Madrid-Cuevas et al. (2016) proposed a new technique

which obtains good approximation based on convex-

ity/concavity tree technique and also uses split and merge

strategy for the approximation. The technique is treated as

an unsupervised method to approximate the polygon of

the real contours and achieves a good balance between

the min-e and min-# criteria. It produces a good merit

value with real contour, but its computational complexity

is high. This technique requires the user to set proper

value for the parameter and sometimes even for each

specific contour. Fernandez-Garcia et al. (2016) subdivide

the curve based on the modification of the Ramer, Dou-

glas–Peucker method (Ramer 1972; Douglas and Peucker

1973) to achieve scale independence. This technique

proposed four different thresholding methods, and of

these four thresholding methods the adaptive thresholding

method obtains a good approximation. The technique is

nonparametric and follows several steps to produce a

good approximation. The computational cost is high for

all steps.

Backe and Bruno (2013) proposed a novel method based

on graph theoretic approach to approximate the polygon. In

this technique, each point acts as a vertex in the graph and

selection of vertices is initiated using vertex betweenness.

The vertex betweenness defines the rank of each vertex in

the graph according to the number of shortest path passing

through it. The high transitivity region of the graph is

selected, and this approach is similar to dominant point

detection. To achieve this, a modified version of the Bell-

man–Ford algorithm (Cherkassky et al. 1994) is proposed

and path optimization is followed to obtain a good

approximation with less number of vertices. This method

follows the objective function strictly for approximation,

and its execution time is modest. Most of these techniques

follow the split–merge strategy and require initial point for

the approximation technique.

This paper proposes a new initial dominant point

detection method for polygonal approximations. Detected

dominant points are considered as initial points for

polygonal approximation technique. This paper is ordered

as follows. Section 2 describes the related work. Section 3

describes the proposed method. Experiments and results

are discussed in Sect. 4, and finally, in Sect. 5 we discuss

the main conclusions and future scope that are drawn from

the proposed work.

2 Related work

The related works discuss three methods which are narrow

to the proposed work. The methods which are discussed

below are used recently and frequently in different

approximation techniques for initial dominant point

detection.

2.1 Chaincode break point detection method

This method detects the initial break points using eight

different directions with 45� angle variation on each

direction. The chain code describes the contour with

respect to the eight directions as shown in Fig. 1a. Each

contour in the shape follows any one of the directions

shown, and the respective value is assigned.

A digital curve is defined as a set of contour points C,

such that

C ¼ Pi pxi; pyið Þj i ¼ 1; 2; 3; . . .; nf g;

where n is the number of points and chaincode ci are

associated with every point Pi(pxi, pyi), where i various

from one to length of the polygon and it represents the

position of a point on the contour. For any consecutive pair

of points, in general

ci 6¼ ci�1 ð1Þ

While using Freeman’s chaincode (Freeman 1961) of a

curve, the initial dominant points are extracted from the

original contours. The initial breakpoints are detected for

the chromosome shape and are shown in Fig. 1b. This

method is sensitive to noise and cannot be continued if

there is a gap in the shapes. On applying this technique, the

number of iteration is high on the worst-case design of

approximation algorithm. Algorithms proposed by Marji

et al. (2004), Carmona-Poyato et al. (2010), Masood (2008)

and (Parvez and Mahmoud 2010) for polygonal approxi-

mation applied this technique for initial dominant point

detection.

2.2 Convex hull initial dominant point detection
method

Most recent contribution by Madrid-Cuevas et al. (2016)

used convexity/concavity tree and detected the initial

dominant points. This starts splitting the polygon into

different regions based on convex hull which finally satisfy

the local FOM1. The FOM1 fails to cover all the regions of

the polygon so the criterion used by Prasad et al. (2012) is

introduced to decide whether the region requires further

refinement of the convexity/concavity tree. By applying

convex hull to each region of the contours, the initial

candidate points are detected. The convex hull method in
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discrete domain is slightly sensitive to the rotation, trans-

lation, scaling, noise and changes in the starting point.

2.3 Centroid-based initial dominant point
detection method

Fernández-Garcı́a et al. (2016) detected the initial domi-

nant point using centroid and consider the far away point to

the centroid and the farthest point to the previous one as a

pair of initial points. IP1 is the point with maximum dis-

tance to the centroid, and IP2 is the most far away point to

IP1. However, IP3 and IP4 are the most far away point to

the earlier points IP1 and IP2 as shown in Fig. 2.

The two major challenges are identified from the study

of polygonal approximation: first, what should be the

number of vertices in a polygonal approximation, and

second, whether the technique is sensitive to geometric

transformations. The approximation algorithm selects the

initial dominant point detection method as per the

approximation algorithm performance. Assuming that the

approximation algorithm iteratively eliminates/suppress

the points to approximate the polygon, then the technique

which detects the initial point should not detect a high

number of initial points because in that case the number of

iterations required would be high. Alternatively, if it is

iterative insertion of dominant points to the approximating

polygon, then the number of dominant points detected

initially should be moderate, so that the number of itera-

tions can be reduced further. Several techniques are pro-

posed for initial dominant point detection, and the results

produced are differ from each other. The proposed work

provides a solution for detection of initial dominant points

for polygonal approximation in an efficient way. The

proposed method is simple and effective for initial domi-

nant point detection and generates results that are better

than a recent work.

3 Problem formulation

Polygonal approximation can be defined as follows: the

original polygon (OP) is represented as an ordered set of

contours (oc) OP = {oc1, …, ocN}= {(ox1, oy1), …, (oxN,

oyN)}. The output approximated polygon (AP) is repre-

sented by the contours AP = {ac1, …, acM}= {(ax1, ay1),

…, (axM, ayM)}, where the set of contours is approximated

by the polygon (AP) and M is always less than N. These

M points are treated as dominant points which have high

impact on the shape.

To formulate the polygonal approximation problem, two

different criteria are expressed in Wu (2003).

1. The min-# criterion looks for minimum number of

vertices with a predefined error measure e and

2. The min-e minimizes the approximation error for a

predefined number of vertices.

Fig. 1 a Eight direction of

Freeman’s chain code,

b breakpoints obtained using

chain code

Fig. 2 Initial dominant point detection using centroid
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4 Proposed method

The proposed technique is quite easy and simple for initial

dominant point detection for polygonal approximation. The

split and merge strategy is followed strictly and effectively

to address all the challenges of the technique. The split

stage detects local deviation, and merge stage detects the

global deviation of the polygon during approximation. The

comparison of results with different number of points is

carried out using WE2 because the Rosin’s measure (Rosin

1997) requires high computation. The following are the

steps for the proposed work.

Initial Dominant Point detection (IDP detection)

1. Select two random points (R1, R2) from the original

polygon (digital curve).

2. Calculate the associated error value (AEV) for all the

points in the original polygon by treating these two

points as a threshold points.

3. Consider the point with maximum AEV from the

segments which are split up by two random points.

4. These two points are detected as initial dominant points

for polygonal approximation.

Dominant points insertion (DP insertion)

1. AEV is calculated for each point between these two

initial dominant points.

2. Consider the point which has maximum AEV of the

polygon, and the same is inserted into the approximat-

ing polygon.

3. Continue steps 1 and 2, until the required approxima-

tion is obtained.

4.1 Initial dominant point detection (IDP
detection)

Though several techniques are proposed, however, all these

techniques restrict the detection due to the criterion and/or

method used for initial dominant point detection. Due to

these reasons, it fails to detect the most dominant point

and/or not robust to the noise. To overcome all these

failures, a new initial dominant point detection technique is

proposed. This technique proves that each point of the

polygon has its own ability to detect the most dominant

point of its shape and robust to the noise. In order to prove

this, two random points are selected randomly from the

polygon and AEV measure is used effectively to detect

most of the dominant points of the polygon. The constraints

on selection of two random points are as follows.

Constraint 1 Two random points should not be adjacent

points.

Consider (R1, R2) as two random points from the orig-

inal contours, let A = Pfirst= Plast be the first point and

Q = Plast-1 be the last point of the polygon as shown in

Fig. 2. So the sequence of points in the polygon is repre-

sented as Pfirst, Pfirst?1 … R1 … R2,… Pnext …, Plast-1, Plast.

R1 6¼ Pfirst &&R2 6¼ Plast�1

R1 6¼ Pnext &&R2 6¼ Pnextþ1

R1 and R2 are not adjacent points.

Constraint 2 Two random points should not lie on a

linear digital segment of the curve.

Figure 3 shows the complete demonstration of selection

of initial dominant point using random points. Two random

points (R1 and R2) split the polygon into two segment, and

associated error value (AEV) is calculated for each point

between the two random points. The point that has maxi-

mum AEV between each of the segments is selected as

initial dominant points (IP1, IP2) which are the most

important points of the shape.

Table 1 shows different set of initial points’ indexes

(IPI) for the famous shapes chromosome, leaf and semi-

circle. The table consists of different combination samples

of two random points’ indexes (RPI) and the initial points’

indexes (IPI) that are detected for the given shape. The next

column is the collection of break points’ indexes (BPI) that

are detected using chain code (Freeman 1961) for refer-

ence, to check whether RPI samples collected do contain

any BPI and to show its significance on detection. The

table is arranged with respect to similar IPI so that the

randomly selected indexes from the original polygon detect

the most similar dominant points as initial points. It is

Fig. 3 Selection of two initial dominant point detections

S. Kalaivani, B. K. Ray

123

8438

RETRACTED A
RTIC

LE



found through experiment that any two random points in

the original polygon have the ability to detect the dominant

points using maximum associated error value (AEV).

Figure 4 shows the initial set of dominant points that are

detected by different random points for different shapes. It

is noticed that similar initial dominant points are detected

even for different random points. Figure 5 shows the initial

dominant points for the shapes taken from MPEG datasets.

Figure 6 illustrates the initial dominant point (IDP) detec-

tion algorithm.

4.2 Dominant points’ insertion

Dominant points’ insertion is initiated by the points

detected using the proposed technique. The approximation

algorithm treats these two points as initial dominant points

and continues with successive insertion of dominant point

to the approximating polygon. Successive insertion starts

calculating the AEV for each point between each pair of

initial dominant point, and the maximum AEV’s points are

inserted. The proposed technique allows one point, which

has maximum AEV of the entire polygon, to be inserted to

the approximating polygon. In each iteration, one point is

inserted into polygon with respect to the high local devi-

ation (maximum AEV) of the approximating polygon.

Table 2 shows the successive insertion of dominant points’

index to the existing vertex index. The first column of

Table 2 shows the number of dominant points, the second

column shows the iteration number, and the third column

shows the vertex index (VI). It is noticed that one dominant

point is inserted into the approximating polygon with

respect to the AEV. At the fifth iteration, two points with

the same AEV are detected with vertex index (VI) 37 and

38. To achieve the main goal of approximation, the number

of points is reduced to obtain less error value. These two

points have same impact to the local segment, but it pro-

duces different distortions to the global polygon. So, the

ISE value of the two points is compared and the point that

produces less ISE is inserted as a dominant point.

Though the proposed method uses random points for

initial dominant point detection, nevertheless, it produces

different set of dominant points at different trials, and

finally, it generates same approximation of polygon with

the same set of dominant points and this is illustrated in

Table 3. Table 3 demonstrates that two different set of

random points (26, 52) and (10, 30) detect two different set

of initial dominant points (8, 40) and (23, 53) using the

proposed method. On the second iteration, both the sets

insert the same dominant points and produce the same

approximation. The next row of Table 3 explains the same

with different set of random points (24, 31) and (30, 46)

that detect two different set of initial dominant points (7,

32) and (7, 40) but insert the same dominant point on the

fourth iteration and produce the same approximation. The

Table 1 Sample initial

dominant points for

chromosome, leaf and

semicircle shape

Chromosome Leaf Semicircle

S. no. RPI IPI BPI RPI IPI BPI RPI IPI BPI

1 10, 30 23, 53 1 29 5, 55 33, 72 1 44 83 5, 55 33, 72 1 44 83

2 2, 33 23, 53 3 31 18, 38 27, 72 2 45 84 18, 38 27, 72 2 45 84

3 13, 41 23, 53 4 32 58, 92 27, 72 3 47 85 58, 92 27, 72 3 47 85

4 10, 33 23, 53 5 34 61, 92 27, 72 4 53 87 61, 92 27, 72 4 53 87

5 2, 30 8, 40 6 35 69, 101 36, 89 6 55 88 69, 101 36, 89 6 55 88

6 26, 52 8, 40 7 36 11, 62 36, 89 7 56 89 11, 62 36, 89 7 56 89

7 19, 51 8, 40 8 37 75, 100 36, 89 8 64 93 75, 100 36, 89 8 64 93

8 24, 56 8, 40 9 38 82, 96 36, 89 9 65 94 82, 96 36, 89 9 65 94

9 24, 48 8, 40 11 39 19, 61 36, 93 10 66 95 19, 61 36, 93 10 66 95

10 24, 51 8, 40 12 40 17, 69 44, 93 12 67 97 17, 69 44, 93 12 67 97

11 33, 52 8, 40 17 43 21, 59 2, 93 13 68 98 21, 59 2, 93 13 68 98

12 30, 56 8, 40 18 44 22, 75 47, 95 14 70 99 22, 75 47, 95 14 70 99

13 29, 58 8, 40 20 53 32, 63 47, 95 15 71 32, 63 47, 95 15 71

14 17, 44 25, 54 21 54 23, 75 47, 95 16 72 23, 75 47, 95 16 72

15 10, 49 25, 54 22 55 38, 81 10, 53 24 73 38, 81 10, 53 24 73

16 13, 45 25, 54 23 57 29, 82 8, 53 25 74 29, 82 8, 53 25 74

17 10, 47 25, 54 25 58 48, 90 24, 70 27 76 48, 90 24, 70 27 76

18 15, 47 25, 55 27 59 60, 75 24, 70 33 77 60, 75 24, 70 33 77

19 15, 50 7, 39 28 42, 92 24, 70 35 78 42, 92 24, 70 35 78

20 10, 46 23, 54 50, 81 24, 70 36 79 50, 81 24, 70 36 79
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algorithm follows the systematic steps for the insertion

without any predefined threshold. The algorithm concen-

trates on the local and global deviation of the curve in the

polygon, and the points are inserted successively. By

applying this method, similar approximation is achieved

and attains robustness to all transformations.

5 Experiments and results

Before discussion on the results, a brief description on the

quality measures is presented here for the sake of conve-

nience of the readers. To evaluate the performance quality

of the approximated polygon obtained by the proposed

Fig. 4 Sample initial dominant

points

Fig. 5 Sample initial dominant

points [MPEG-7 Core

Experiment CE-Shape-1 Test

Set (Part B)]
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technique, several measures are used (Parvez 2015; Parvez

and Mahmoud 2010; Rosin 1997; Carmona-Poyato et al.

2011; Kolesnikov and Kauranne 2014). One of these

measures is

Compression ratio (CR) ¼ OP

nd
; ð2Þ

where OP is the original points and nd is the number of

dominant points of the approximated polygon. The total

distortion of the approximated polygon is measured using

Integral square error value (ISE) ¼
Xn

i¼1

e2i ð3Þ

where e is the local distortion error obtained during the

approximation. A measure based on ISE and CR is the

weighted sum of squared error defined by WE ¼ ISE
CR

(Wu

2003). Rosin (1997) states that the two terms in WE are not

stable causing the measure to be biased towards approxi-

mations with lower ISE (which are often simply earned by

increasing the amount of detected dominant points), and

hence, to compare contours with different number of

dominant points is not the finest measure and this is why

some studies have used parameterized version of WE as

(Parvez and Mahmoud 2010; Marji and Siy 2004; Car-

mona-Poyato et al. 2010; Nguyen and Debled-Rennesson

2011):

WEn ¼
ISE

CRn ð4Þ

to balance the impact of ISE and CR since n = 1, 2, 3.

Figure of merit (FOM) ¼ CR

ISE
ð5Þ

Marji and Siy (2004) and Carmona-Poyato et al. (2010)

used FOM2 as FOM is not a good measure to assess the

quality of approximation. The proposed method uses the

same performance measure WE2 and WE3 used by Parvez

and Mahmoud (2010), Parvez (2015), Carmona-Poyato

et al. (2005) to analyse the efficiency of the polygonal

approximation.

Experiments are carried out to analyse two different

parts of the algorithm independently. The first part of the

algorithm deals with detection of initial dominant point and

the second with dominant point insertion for approximation

of the polygon. To validate the first part of the algorithm,

experiments are conducted using several combinations of

random points from the original polygon which has sig-

nificant capabilities to detect dominant point. Results show

that the detected points are dominant points of the polygon

and these are the most important points for shape repre-

sentation. The obtained results are grouped with respect to

the initial dominant points to show that the most of the

points are repeated for different random points. Sample

dominant points are listed in Table 1.

The second part of the algorithm deals with insertion of

dominant point for polygonal approximation. To validate

the second part, several combinations of initial dominant

points are detected using the first part of the algorithm and

are considered for approximation. Successive iteration

inserts dominant point one by one in each iteration where

all these dominant points of approximating polygon are

detected primarily as dominant points using different ran-

dom points. The results show that most of the dominant

points inserted are the same and produce the same error

values. Other combinations of initial dominant point pro-

duce good approximation, and error values vary from 5 to

15% to the least approximation error value. So, experi-

ments have been carried out with different set of random

IDP detection()
{ 

L=list of contour points of the polygon
Select any two random points(R1,R2) 

L1=list of contour points between (R1,R2) 
L2=list of contour points between (R2,R1) 

For each point in the list (L1,L2) 
Calculate AEV

End for
Find index1= maximum(AEV(L1));
Find index2 = maximum(AEV(L2));

IP1= L1(index1) 
IP2 = L2(index2) 

} 

Fig. 6 IDP detection algorithm

Table 2 Sample indexes of dominant point insertion for the chro-

mosome shape

Random point = 19, 33

Initial point = 7, 25

nd Iteration Vertex index (VI)

3 1 7 25 40

4 2 7 25 40 53

5 3 7 25 32 40 53

6 4 1 7 25 32 40 53

7 5 1 7 25 32 40 53 55

8 6 1 7 25 32 38 40 53 55

9 7 1 5 7 25 32 38 40 53 55

10 8 1 5 7 23 25 32 38 40 53 55

11 9 1 5 7 17 23 25 32 38 40 53 55

12 10 1 5 7 17 23 25 32 38 40 53 55 59

13 11 1 5 7 17 23 25 27 32 38 40 53 55 59

14 12 1 5 7 8 17 23 25 27 32 38 40 53 55 59

15 13 1 5 7 8 12 17 23 25 27 32 38 40 53 55 59
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Table 3 Sample similarity

table with same dominant

points’ index for different

random points for the

chromosome shape

a. Random points = 26, 52

Initial points = 8, 40

nd = 10

Random points = 10, 30

Initial points = 23, 53

nd = 10

Iteration Index Iteration Index

1 8 23 40 1 23 40 53

2 8 23 40 53 2 8 23 40 53

3 8 23 32 40 53 3 8 23 32 40 53

4 1 8 23 32 40 53 4 1 8 23 32 40 53

5 1 5 8 23 32 40 53 5 1 5 8 23 32 40 53

6 1 5 8 23 27 32 40 53 6 1 5 8 23 27 32 40 53

7 1 5 8 23 27 32 40 53 55 7 1 5 8 23 27 32 40 53 55

8 1 5 8 23 27 32 38 40 53 55 8 1 5 8 23 27 32 38 40 53 55

b. Random points = 24, 41

Initial points = 7, 32

nd = 10

Random points = 30, 46

Initial points = 7, 40

nd = 10

Iteration Index Iteration Index

1 7 32 53 1 7 23 40

2 7 32 40 53 2 7 23 40 53

3 1 7 32 40 53 3 1 7 23 40 53

4 1 7 23 32 40 53 4 1 7 23 32 40 53

5 1 7 23 27 32 40 53 5 1 7 23 27 32 40 53

6 1 7 23 27 32 40 53 55 6 1 7 23 27 32 40 53 55

7 1 7 23 27 32 38 40 53 55 7 1 7 23 27 32 38 40 53 55

8 1 7 23 27 32 38 40 53 55 59 8 1 7 23 27 32 38 40 53 55 59

Boldface shows the significance of the algorithm

Fig. 7 Chromosome (a–g). a 12 DPs, b 13 DPs, c 14 DPs, d 15 DPs, e 16 DPs, f 17 DPs, g 18 DPs
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points to measure the performance of the method. A

detailed explanation of the results of four famous shapes is

as follows.

For the chromosome shape, different set of random

points are used to detect dominant points of the shape. It is

observed that even different random points are detecting

the same initial dominant points of the shape. Figure 7

shows different approximations with different number of

dominant points in the chromosome which are obtained

from randomly selected points. For the leaf shape, most of

the random points set are detecting the same dominant

points and it generates the same approximating polygon.

Figure 8 shows the results of leaf shape. For the semicircle

shape, the proposed technique shows that it generates the

symmetrical insertion of dominant points. Consider the

seventh point from the starting point as shown in Fig. 9,

which is collinear to its neighbours but balances the left

and right contours of the shape. Consider the contours

between Pi and Pj, where AEV is calculated between the

intermediate points and the point which has maximum of

AEV is to be inserted, but in this segment it contains nine

points with same AEV; there may be a chance of inserting

Pi?3 and Pj-3, but instead of these two points Pi?7 is

inserted which produces less ISE and maintains good

approximation. Even though Pi?7 lies on a straight digital

segment, it is named as a dominant point and it results in

less approximation error as shown in Fig. 9. Figure 10

shows different number of dominant points for different

approximations in semicircle. The experiment on the

Fig. 8 Leaf (a–h). a 20 DPs, b 21 DPs, c 22 DPs, d 23 DPs, e 24 DPs, f 25 DPs, g 31 DPs, h 33 DPs

Fig. 9 Sample insertion with less ISE
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infinity shape shows that the proposed technique is robust

to self-intersecting polygon and identifies the dominant

point as shown in Fig. 11.

The results produced by the proposed algorithm are

compared using WE2 and WE3 measures [the recent works

Parvez (2015), Parvez and Mahmoud (2010), Carmona-

Poyato et al. (2005) use the same measure]. Table 4 shows

the comparison of the proposed method with other meth-

ods. We now elaborately express the comparison using

WE2 and WE3 measure for the four famous shapes chro-

mosome, leaf, semicircle and infinity. From the experi-

mental analysis, it is found that the proposed algorithm

works well and produces good approximation without

using any relaxation to the contour or user-defined

threshold. The proposed algorithm systemically follows the

split and merge strategy for insertion of dominant points

with high AEV and less ISE successively. By using this

method, local deviation and total distortion of the polygon

are significantly reduced.

For the chromosome shape, the WE2 and WE3 values

are relatively same and produce good approximation. The

optimized WE3 results are obtained by Parvez (2015) after

locating the new vertices outside the original vertices. The

proposed algorithm generates a good approximation and

good WE3 values without introducing any new vertex. For

the leaf shape, less error value is obtained as compared to

other recent algorithms like Parvez (2015) and Nguyen and

Debled-Rennesson (2011). Proposed work approximated

with nd = 20 dominant points produces less WE3 value and

shows good approximation. For the semicircle shape,

approximation produces less error value with a balanced

number of points and error values. For the infinity shape,

less error values are obtained without any relaxation and

the technique is robust for self-crossing polygon.

The proposed algorithm is experimented with the data-

base (MPEG-7 Core Experiment CE-Shape-1 Test Set (Part

B)) used by Jeannin and Bober (1999) in their experiments.

The results obtained for different shapes of the datasets are

shown in Fig. 12, and its error measures are shown in

Table 5. The proposed algorithm is effective and produces

a good quality of approximations. The proposed technique

is robust to noise and approximates the shape with less

error and less number of dominant points.

The comparison of recent results by Fernández-Garcı́a

et al. (2016) using number of dominant points (DP) and

WE2 measures to establish the efficiency of the proposed

algorithm is shown in Table 6, and the same is plotted as

graph in Fig. 13. The x-axis denotes the different shapes,

and the y-axis denotes the number of dominant points. The

proposed method approximates the shape with less domi-

nant points compared to Fernández-Garcı́a et al. (2016).

For device 6–9 and truck-07 the same dominant points are

Fig. 10 a 19 DPs, b 20 DPs,

c 22 DPs, d 24 DPs, e 26 DPs,

f 28 DPs

Fig. 11 a 12 DPs, b 13 DPs,

c 14 DPs
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detected for both methods, but the WE2 is less for proposed

method as compared to Fernández-Garcı́a et al. (2016). On

considering different shapes, the proposed technique

detects the initial set of dominant points which are extre-

mely important for the shape and approximated the

polygon with less number of points. The split and merge

strategy works systematically and retains symmetry during

insertion of the dominant points. The proposed method

approximates the shape with less number of dominant

points and with less error value. Even for the same number

Table 4 Comparative results of

chromosome, leaf, semicircle

and infinity shapes using WE2

and WE3

Method nd CR ISE WE WE2 WE3

Chromosome (n = 60)

Teh and Chin (1989) 15 4 7.2 1.88 0.47 0.118

Wu (2003) 16 3.75 4.7 1.65 0.44 0.117

Marji and Siy (2004) 10 6 10.01 1.66 0.277 0.046

Carmona-Poyato et al. (2005) 11 5.36 9.6 1.79 0.334 0.062

Masood (2008) 15 4 3.88 0.97 0.243 0.061

Carmona-Poyato et al. (2010) 15 4 4.27 1.07 0.267 0.067

Parvez and Mahmoud (2010) 10 6 14.34 2.39 0.398 0.066

Nguyen and Debled-Rennesson (2011) 18 3.33 4.06 1.22 0.366 0.11

Parvez (2015) 11 5.46 7.09 1.3 0.238 0.044

Proposed 11 5.54 7.77 1.40 0.250 0.045

Leaf (n = 120)

Teh and Chin (1989) 29 4.14 14.96 3.62 0.874 0.211

Wu (2003) 24 5 15.93 3.19 0.638 0.128

Marji and Siy (2004) 17 7.06 28.67 4.06 0.575 0.081

Carmona-Poyato et al. (2005) 17 7 37.36 5.33 0.761 0.109

Masood (2008) 23 5.22 9.46 1.81 0.347 0.067

Carmona-Poyato et al. (2010) 23 5.22 10.68 2.05 0.391 0.075

Parvez and Mahmoud (2010) 21 5.71 13.82 2.42 0.423 0.074

Nguyen and Debled-Rennesson (2011) 33 3.64 5.56 1.53 0.419 0.115

Parvez (2015) 21 5.71 11.98 2.1 0.367 0.064

Proposed 20 6 14.72 2.43 0.402 0.066

Semicircles (n = 102)

Teh and Chin (1989) 22 4.64 20.61 4.45 0.959 0.207

Wu (2003) 26 3.92 9.04 2.31 0.589 0.15

Marji and Siy (2004) 15 6.8 22.7 3.34 0.491 0.072

Carmona-Poyato et al. (2005) 11 9.18 59.06 6.03 0.7 0.076

Masood (2008) 26 3.92 4.05 1.03 0.263 0.067

Carmona-Poyato et al. (2010) 26 3.92 4.91 1.25 0.319 0.082

Parvez and Mahmoud (2010) 17 6 19.02 3.17 0.528 0.088

Nguyen and Debled-Rennesson (2011) 25 4.12 5.42 1.32 0.319 0.078

Parvez (2015) 15 6.8 18.22 2.24 0.329 0.048

Proposed 13 7.92 27.58 3.48 0.439 0.056

Infinity (n = 45)

Teh and Chin (1989) 13 3.46 5.93 1.71 0.494 0.143

Wu (2003) 13 3.36 5.78 1.67 0.497 0.148

Carmona-Poyato et al. (2005) 9 4.89 7.34 1.5 0.306 0.063

Masood (2008) 11 4.09 2.9 0.71 0.173 0.042

Carmona-Poyato et al. (2010) 10 4.5 5.29 1.18 0.261 0.058

Parvez and Mahmoud (2010) 9 5 7.35 1.47 0.294 0.059

Parvez (2015) 7 6.43 7.69 1.2 0.186 0.029

Proposed 9 5 5.26 1.03 0.201 0.039

The values of nd and WE2 are the published values given by the respective authors
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Fig. 12 Shapes from MPEG dataset with dominant point (DP)
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of dominant points, less WE2 value is achieved as com-

pared to the recent work.

The first experimental results of Fernández-Garcı́a et al.

(2016) on selection of the best thresholding are compared

to the results of proposed method and are shown in

Fig. 12 continued
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Table 6. The proposed method generates approximation

with less number of vertices compared to Fernández-Gar-

cı́a et al. (2016) and good fitting approximation to the

contours with less error value. The proposed method is

robust to noise and effectively detects the dominant points.

The computational complexity of new thresholding method

is O(ndn), where nd is the number of points in the

approximating polygon. The overall comparison based on

quality measure explicitly confirms that the proposed

algorithm performs well on real contours and obtains good

results. The initial dominant point detection method might

detect different dominant points for different random

points, but after certain iterations the points inserted is the

same for a different initial dominant point selection. So, the

variation in error measures is relatively less and approxi-

mating polygon is the same.

Fig. 12 continued
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Table 5 Summary of the results

for MPEG dataset shapes
Shape N nd CR ISE WE WE2 WE3

Apple 697 28 24.89 886.9305 35.6299 1.4313 0.0575

Bat 1114 45 24.76 1.67E?03 65.5700 2.7298 0.1103

Beetle 2231 85 26.25 4.11E?03 156.4818 5.9619 0.2271

Bird 1033 50 20.66 587.0967 28.4171 1.3755 0.0666

Bone 1147 18 63.72 390.6154 6.1300 0.0962 0.0015

Bottle 371 9 41.22 231.0422 5.6048 0.1360 0.0033

Brick 593 17 34.88 461.2543 13.2231 0.3791 0.0109

Butterfly 2150 45 47.78 1.05E?04 218.8800 4.5812 0.0959

Camel 1367 65 21.03 1.74E?03 82.6474 3.9298 0.1869

Car 504 37 13.62 110.1102 8.0835 0.5934 0.0436

Carriage 717 50 14.34 386.5827 26.9583 1.8799 0.1311

Cattle 2065 60 34.42 3.62E?03 105.1375 3.0548 0.0888

Cellular_phone 901 24 37.54 353.6966 9.4214 0.2510 0.0067

Chicken 1163 60 19.38 1.21E?03 62.3838 3.2184 0.1660

Children 389 35 11.11 87.0402 7.8314 0.7046 0.0634

Chopper 748 33 22.67 847.2879 37.3803 1.6491 0.0728

Classic 1500 59 25.42 903.9741 35.5563 1.3985 0.0550

Comma 1040 13 80.00 400.9932 5.0124 0.0627 0.0008

Crown 2639 83 31.80 8.84E?03 277.9209 8.7410 0.2749

Cup 1072 35 30.63 1.21E?03 39.3627 1.2852 0.0420

Deer 4968 105 47.31 2.79E?04 590.6749 12.4841 0.2639

Device0 2150 40 53.75 1.06E?04 197.2556 3.6699 0.0683

Device1 2931 68 43.10 2.99E?04 693.6601 16.0931 0.3734

Device2 2865 45 63.67 9.18E?03 144.2103 2.2651 0.0356

Device3 3460 41 84.39 1.41E?03 16.6848 0.1977 0.0023

Device4 2288 15 152.53 607.0732 3.9799 0.0261 0.0002

Device5 1810 44 41.14 1.34E?03 32.4814 0.7896 0.0192

Device6 1590 33 48.21 309.284 6.4151 0.1331 0.0027

Device7 3404 40 85.10 2.81E?04 330.6351 3.8853 0.0457

Device8 1736 15 115.73 2.24E?04 193.8290 1.6748 0.0145

Device9 3090 37 83.51 1.70E?03 20.3874 0.2441 0.0029

Dog 1171 35 33.46 3.00E?03 89.6275 2.6789 0.0801

Elephant 949 50 18.98 687.1105 36.2018 1.9074 0.1005

Face 719 28 25.68 832.0818 32.4037 1.2619 0.0491

Fish 450 35 12.86 116.761 9.0814 0.7063 0.0549

Flatfish 1308 30 43.60 1.68E?03 38.5177 0.8834 0.0203

Fly 1970 59 33.39 5.53E?03 165.4989 4.9566 0.1484

Fork 1687 34 49.62 2.78E?03 55.9484 1.1276 0.0227

Fountain 634 29 21.86 243.3084 11.1292 0.5091 0.0233

Frog 810 54 15.00 327.1648 21.8110 1.4541 0.0969

Glas 1502 14 107.29 424.468 3.9564 0.0369 0.0003

Guitar 1562 46 33.96 1.59E?03 46.7766 1.3775 0.0406

Hammer 611 15 40.73 54.7273 1.3436 0.0330 0.0008

Hat 1365 25 54.60 803.2076 14.7108 0.2694 0.0049

Hcircle 863 13 66.38 2.24E?03 33.7417 0.5083 0.0077

Heart 1236 15 82.4 1.10E?04 133.5625 1.6209 0.0197

Horse 3378 73 46.27 8.54E?03 184.6248 3.9898 0.0862

Horseshoe 432 20 21.6 260.3746 12.0544 0.5581 0.0258

Jar 1213 51 23.78 989.7082 41.6118 1.7495 0.0736

Key 723 29 24.93 457.6771 18.3577 0.7363 0.0295
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Table 5 (continued)
Shape N nd CR ISE WE WE2 WE3

Lizard 1366 83 16.46 1.05E?03 63.7845 3.8756 0.2355

Lmfish 680 29 23.45 1.03E?03 43.8231 1.8689 0.0797

Misk 1397 31 45.06 3.68E?03 81.7498 1.8141 0.0403

Pencil 468 6 78.00 309.1751 3.9638 0.0508 0.0007

Personal_car 994 28 35.50 1.07E?03 30.2050 0.8508 0.0240

Pocket 1025 23 44.57 3.40E?03 76.1818 1.7094 0.0384

Rat 1069 60 17.82 636.209 35.7086 2.0042 0.1125

Sea_snake 910 28 32.50 469.7318 14.4533 0.4447 0.0137

Shoe 1102 47 23.45 621.5204 26.5077 1.1305 0.0482

Spoon 518 15 34.5333 1.11E?03 32.1077 0.9298 0.0269

Spring 3430 94 36.49 6.09E?03 167.0077 4.5769 0.1254

Stef 402 27 14.89 193.5707 13.0010 0.8732 0.0586

Teddy 816 70 11.66 149.9101 12.8599 1.1032 0.0946

Tree 1215 25 48.6 3.95E?03 81.296 1.6728 0.0344

Turtle 1254 44 28.50 1.69E?03 59.2518 2.0790 0.0729

Watch 858 10 85.80 5.06E?03 58.9240 0.6868 0.0080

Average 1422 39.5303 42.09 3698.721 78.9338 2.0751 0.0672

Table 6 Comparative results of

sample MPEG dataset 7
Shape N Fernández-Garcı́a et al. (2016) Proposed

nd WE2 nd WE2

Bell-7 406 23 0.5334 20 0.4049

Device 6-9 1590 33 0.1595 33 0.1331

Ray-17 689 35 0.6256 30 0.604

Truck-07 277 40 0.5001 40 0.4753

Bell-10 1202 42 0.8483 36 0.8368

Chicken-5 1364 54 3.804 50 3.5211

Butterfly-13 1786 65 2.9114 50 2.8802

Octopus-14 1211 79 1.007 79 1.0292

Average 1.298663 1.235575

Total number of points 371 338

Fig. 13 Comparison of shapes

with dominant points
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Table 7 shows the quality performance measure com-

parison of the algorithms with the average number of

contour points of MPEG-7 CE-Shape-1 (Part B). The

proposed algorithm generates the approximated shape with

less number of dominant points even the average contour

points are high. The results obtained by the second

experiment of Fernández-Garcı́a et al. (2016) with average

number of contour points are 1271.04; however, the pro-

posed algorithm uses 1421.52 points; it generates far less

dominant points to approximate the shapes. Therefore, ISE

values are increased which implicitly states that far fewer

dominant points are used to approximate the polygon. ISE

values can be reduced by simply increasing the number of

dominant points. Ultimately, WE2 and WE3 are compara-

tively less with RDP, Carmano and Masood algorithms.

The proposed algorithm has detected the original shape

with less dominant points and shows good performance in

polygonal approximation.

6 Conclusion

The proposed method detects initial set of dominant points

using random points from the polygon. The proposed

method does not require any user-defined threshold. An

iterative detection and insertion is followed efficiently

using split-and-merge strategy. The internal steps of the

method uses automated AEV which is simple and sym-

metric in nature on generation of better results, specially,

for complex shapes than those produced by a recent similar

work. This work can be extended by increasing the number

of random points to detect more initial dominant points as

per the need of approximation technique.
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