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Abstract
In this paper, an unsupervised image segmentation technique is proposed. Firstly, for obtaining amultiresolution representation
of the original image, the probability model of the nonsubsampled contourlet coefficients of the image is established. A region-
based active contour model is then applied to the multiresolution representation for segmenting the image. The proposed
technique has been conducted on challenging images to illustrate the robust and accurate segmentations. At last, an in-depth
study of the behaviors of the above techniques in response to the proposed model is given, and the segmentation results are
compared with several state-of-the-art methods.

Keywords Image segmentation · The multiresolution representation · Nonsubsampled contourlet transform (NSCT) · Active
contours

Abbreviations

WT Wavelet transform
CT Contourlet transform
NSCT Nonsubsampled contourlet transform
DFB Directional filter banks
HMT Hidden Markov tree
CV Chan–Vese
GMM Gaussian mixture model
PDF Probability distribution function
EM Expectation maximization
FPR False-positive ratio
FNR False-negative ratio
ER Error ratio

1 Introduction

During the last two decades, the time–frequency localized
and variational methods have gained their popularity for
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image segmentation. The time–frequency localized tech-
niques apply a certain transformation, such as wavelet trans-
form (WT) (Mallat 1987; Yinhui and Zifen 2011), contourlet
transform (CT) (Do and Vetterli 2002; Liu and Zheng 2013)
or nonsubsampled contourlet transform (NSCT) (Cunha et al.
2006; Khalighi et al. 2015; Chen et al. 2017), on the input
images first, followed by conducting a statistical analysis,
while the variational techniques (Tony et al. 2000; Chan and
Vese 2001; Sabeena et al. 2016; Bhadauria and Dewal 2014;
Ali and Madabhushi 2012; Huaming et al. 2010) directly
extract certain statistical characteristics from the original
images.

Of the time–frequency localized techniques, the CT
(Do and Vetterli 2002) is an efficient image representa-
tion employing the Laplacian pyramids and directional filter
banks (DFBs) to achieve the multiresolution and multidi-
rection decomposition, respectively. The CT is a classical
time–frequency localized technique, which is the basis of
other methods. For example, Liu and Zheng (2013) present
the multiscale image segmentation based on the CT-based
hidden Markov tree (HMT) model. The adaptive context
structures of original images are acquired by HMT based
on the multiscale CT. This method can obtain the desirable
segmentation effect with the regional integrity of original
images. However, due to downsampling and upsampling, the
CT is shift-variant, which is undesirable in some image anal-
ysis applications such as the vector-valued active contour
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model (Tony et al. 2000). A shift-invariant version of the CT
is called the NSCT (Cunha et al. 2006), which is built upon
iterated nonsubsampled filter banks to obtain a shift-invariant
directional multiresolution image representation. Consider-
ing its nonsubsampled characteristics, NSCT can be applied
in many cases. Khalighi et al. (2015) compute the magni-
tude of NSCT coefficients of all the directional subbands
at a specific level and compare it with the adaptive multi-
level threshold. The proposed algorithm can get the accurate
image segmentation, but it cannot get the integrity of images.
Chen et al. (2017) combine HMT model based on the shift
invariance and multidirectional expansion properties of the
NSCT. The simulation results prove the generalization of this
method. Like Chen et al. (2017), NSCT can fully consider
the detailed information, but it does not consider the integrity
of images.

The Chan–Vese (CV) model (Chan and Vese 2001) is
a region-based segmentation algorithm, which is based on
the ideas of contour evolution. The philosophy of the CV
model involves minimizing certain energy function based
on the level set to get the image contour and at the same
time get rid of unimportant information. So compared with
the NSCT, the CV model can get the integrity of images.
Bhadauria and Dewal (2014) propose an automatic segmen-
tation for brain images combining CV model and fuzzy C
means, which uses the regional information. It can segment
images accurately, and at the same time it does not needman-
ualwork.However, it cannot achieve the detailed information
well. Ali and Madabhushi (2012) present a novel synergistic
CV active contour, which combines boundary and shape in a
level-set framework for multiple object overlap resolution in
histological imagery. Bhadauria and Dewal (2014) and Ali
andMadabhushi (2012)may lose some important directional
information and cannot totally capture the intrinsic geomet-
rical structures. In addition, the CV model can be applied to
the vector-valued model (Tony et al. 2000), which is adopted
in the proposed model. The vector-valued CV model is pre-
sented in most cases such as objects in different channels
or intensities. Huaming et al. (2010) present a segmentation
framework for delineating typhoon to improve the accuracy
of typhoon forecast by the vector-valued CVmodel. Through
the use of multichannel image information to exclude the
unnecessary iterative calculation, this method can acceler-
ate the speed of curve evolution and improve the accuracy
of segmentation. However, due to the spatial support of the
structure employed in the feature vector, that CV model still
contains lots of unrelated information which leads to high
computational complexity.

In order to solve the above problem, Linghui et al. (2011)
present a fast method for the segmentation of cracked body
which incorporates the WT and the CV model. The method
can locate rough regions by using wavelet modulus max-
ima, which does not only reduce the amount of data but also

provide initial contour surface that can accelerate the con-
vergence speed of the CV model. However, this method is
the simple combination of the WT and CV model. It does
not consider the detailed information of the image and the
relationship between the coefficients. Turgay and KaiKuang
(2011) propose an unsupervised change detection method
for satellite images which combines the undecimated dis-
crete WT and the CV model. This algorithm performs quite
well, particularly on detecting adequate changes even under
strong noise interference. However, theWT can only provide
horizontal, vertical and diagonal directional subbands in a
certain resolution, so it cannot capture the high-dimensional
singularities effectively.

In this paper, an image segmentationmethod by exploiting
thevector-valuedCVmodel basedon themultiresolution rep-
resentation of images is proposed. The NSCT instead of the
other time–frequency localized methods is exploited, since
that there is no upsampling and downsampling operation
involved, and thus, it is free from an aliasing problem and
at the same time it is shift invariant. A vector-valued CV
model is then applied to the multiresolution representation
based on NSCT for segmenting the images.

2 Multiresolution analysis using NSCT

The NSCT (Cunha et al. 2006) combines nonsubsampled
pyramids for multiscale decomposition and nonsubsampled
DFB for multidirection decomposition. The building block
of the nonsubsampled pyramid is a two-channel nonsubsam-
pled DFB which is shift invariant. A two-dimensional filter
is presented by its z-transform H(z), and the reconstruction
condition is given by:

H0(z)G0(z) + H1(z)G1(z) � 1 (1)

where H0(z) is the low-pass filter and H1(z) � 1 − H0(z),
and the corresponding synthesis filters G0(z) � G1(z) � 1.

To achieve the multiscale decomposition, the nonsubsam-
pled pyramid can be iterated repeatedly on the low-pass
subband outputs of itself. For the next level, all filters are
upsampled by 2 in both dimensions. These filters achieve
multiresolution analysis as shown in Fig. 1.

Then, themarginal statistics of the coefficients of NSCT is
studied, as shown in Fig. 2. The histograms in the finest sub-
bands of NSCT coefficients are plotted in Fig. 2b. A sharp
peak at zero amplitude and long tails to both sides of the
circle center are exhibited in these distributions. Besides,
the majority of coefficients are close to zero, which implies
that the NSCT is sparse. The similar distributions at all sub-
bands of other test images are also observed. Based on these
characteristics, we consider a simple zero-mean, two-state
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Image I(I1)

Lowpass subband1
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Fig. 1 Diagram of NSCT. Firstly, a low-pass subband and a high-pass
subband of the input are split by nonsubsampled multiscale decompo-
sition. Then a nonsubsampled directional decomposition decomposes
the high-pass subband into several directional subbands. The above pro-

cess is iterated repeatedly. The reconstruction is obtained by the inverse
NSCT: a low-pass subband and the corresponding high-pass subband
are combined into a realization Ii

Gaussian mixture model (GMM) to describe NSCT coeffi-
cients as shown in Fig. 2c. The description of GMM is:

p(x |θ ) �
∑

m�1,2

πm pm(x |μm, σm) (2)

where m � 1 means the big state and m �
2 means the small state; πm is prior probability
and

∑
m�1,2 πm � 1; pm(x |μm, σm) is probabil-

ity distribution function (PDF):pm(x |μm, σm) �
1
/√

2πσ 2
m exp

[−(x − μm)2
/
2σ 2

m

]
; μm and σm are the

mean and variance, respectively. Here, {πm, μm, σm} is the
estimated parameter of the GMM, and the expectation maxi-
mization (EM) algorithm (Luo andHancock 2015) is used for
computing parameter of GMM by E-Step and M-Step. The
process of the EM algorithm is introduced briefly. For more
information, we refer readers to Luo and Hancock (2015).

Further, we keep the coefficient in a big state, and the coef-
ficient in a small state is set to 0.Consequently,we reconstruct
the input image I by the inverse NSCT which is obtained
by applying the previously described steps in the reverse
order as shown in Fig. 1. By applying the inverse NSCT,
a multiresolution representation of the image is denoted as
I � {I1, I2, . . . Ii , . . . , In}, where i is the resolution index
and n indicates themaximumnumber of the resolution levels.

Here, the resolution 1 corresponds to the input image itself,
i.e., I1 � I . A lower value of i will preserve more image
details but will be affected by the other unrelated informa-
tion. Conversely, a higher value of i will contain fewer image
details while yielding more noise reduction.

3 Image segmentation based
on the vector-valued CVmodel

3.1 The vector-valued CVmodel

The CV model has a better performance for the image with
weak object boundaries and is less sensitive to the location of
initial contours. Let R be an image domain, and theCVmodel
finds an evolving curve C that partitions the original image
I (x, y) into two regions R � {R1, R2}, which is determined
by minimizing the functional:

E
(
C, Iavg1, Iavg2

) � λ1

∫

R1

∣∣I (x, y) − Iavg1
∣∣2dx dy

+ λ2

∫

R2

∣∣I (x, y) − Iavg2
∣∣2dx dy

+ μLength (C)

(3)
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Fig. 2 Test image, the statistical histogram and the GMM of NSCT coefficients. a Test image. b The corresponding statistical histogram in the
finest scale of NSCT coefficients. c The corresponding GMM in the finest scale of NSCT coefficients

where Iavg1 and Iavg2 are two constants that approximate
the image intensity on each connected component of R,
respectively, and λ1, λ2 and μ are the weighting parame-
ters. Length(C) is the regularizing term, which indicates the
length of the evolving curve C .

For evolving, the curve C is represented as the zero level
set of function φ (Bouin 2017) over the domain R, which
satisfies the following conditions:

⎧
⎨

⎩

C � {(x, y) ∈ R : φ(x, y) � 0}
inside(C) � {(x, y) ∈ R : φ(x, y) > 0}
outside(C) � {(x, y) ∈ R : φ(x, y) < 0}

(4)

Then, the energy functional can be written as:

E
(
C, Iavg1, Iavg2

)

� λ1

∫

R1

∣∣I (x, y) − Iavg1
∣∣2Hε(φ(x, y))dx dy

+ λ2

∫

R2

∣∣I (x, y) − Iavg2
∣∣2(1 − Hε(φ(x, y)))dx dy

+ μ

∫

R
δε(φ(x, y))|∇φ(x, y)|dx dy (5)

where Hε is the approximated Heaviside function given by

Hε(x) � 1
/
2
[
1 + 2

/
π arctan(x / ε)

]
(6)
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and

δε(x) � (
1
/

π
) ·

(
ε
/(

ε2 + x2
))

(7)

In the following, we describe the extension of the CV
model to the vector-valued image

E
(
C,

−−→
Iavg1,

−−→
Iavg2

)

� 1
/
n

n∑

i�1

λi1

∫

R1

∣∣∣Ii (x, y) − I iavg1

∣∣∣
2
dx dy

+ 1
/
n

n∑

i�1

λi2

∫

R2

∣∣∣Ii (x, y) − I iavg2

∣∣∣
2
dx dy + μLength(C)

(8)

where Ii (i � 1, 2, . . . , n) is the ith channel of a vector-
valued image on R;

−−→
Iavg1 and

−−→
Iavg2 are two vec-

tors that approximate the image intensity:
−−→
Iavg1 �(

I 1
avg1

, I 2
avg1

, . . . , I n
avg1

)
and

−−→
Iavg2 �

(
I 1
avg2

, I 2
avg2

, . . . , I n
avg2

)
.

At last, we derive the following Euler–Lagrange equation
to minimize the energy functional E with respect to φ:

∂φ
/

∂t � − δε(φ)

[
1
/
n

n∑

i�1

λi1

∣∣∣I (x, y) − I 1
avg1

∣∣∣
2

−1
/
n

n∑

i�1

λi2

∣∣∣I (x, y) − I 2
avg2

∣∣∣
2
]

+ μδε(φ)div
(∇φ

/ |∇φ|) (9)

where ∂t is an artificial time variable, and div is the diver-
gence operator.

3.2 The proposed image segmentationmethod

In this paper, the image segmentation method combining the
vector-valued CV model based on the multiresolution repre-
sentation obtained by NSCT is proposed as shown in Fig. 1.
The proposed segmentation model consists of two stages by
using the NSCT and the CV model in the following algo-
rithm:

Step 1. Initialization: the original image I , the level of the
NSCT n, λ1, λ2 and μ;
Step 2. Compute the NSCT of the image I for n levels;
Step 3. For each level i (i � 1, 2, . . . , n) of the pyramid:

Step 3.1 Compute the PDF according to Eq. (2) for each
coefficient;
Step 3.2 Train the parameter of the PDF by EM algo-
rithm, and classify each coefficient into big or small
state;
Step 3.3 Set the coefficient in small state to 0;

Step 4. Get a multiresolution representation of the image
I � (I1, . . . , Ii , . . . , In) by inverse NSCT;
Step 5. Initialize over the entire image by a set of circles
uniformly distributed;
Step 6. Minimize the energy functional according to
Eqs. (8) and (9) for the multiresolution representation of
the image I from Step 4;
Step 7. Output the final segmentation result.

The concrete process is detailed as follows: Firstly, a
multiresolution representation of the image I is built as
I � (I1, . . . , Ii , . . . , In), where the superscript i indicates
the resolution, which provides a trade-off between the image
detail preservation and the noise reduction. The multiscale
filter and themultidirection filter are employed in the process
of the NSCT implementation. To demonstrate, a multireso-
lution representation of the image with n � 4 is shown in
Fig. 3. (Various scales from coarse to fine are followed by
4, 4 and 8 directional subbands, and the multiscale filter is
“Pyr” and the multidirection filter is “Haar”.)

The second step of the proposed model aims at generating
the final segmentation. The CV segmentation algorithm for
the vector-valued images based on theNSCT implementation
is used.We set the parameterλ � 1 toweight each realization
of the multiresolution equally. The parameter μ controls the
sharpness of the boundaries of the segmented regions and
smoothness of the contour. Here, we setμ � 5×10−4×2552

for the input images as suggested by the CV model (Chan
and Vese 2001) empirically. The stopping criterion for the
iterative algorithm is formulated as follows. If the zero level
set ofφ remains unchanged in the consecutive iterations, then
the algorithm is declared “converged.”

The vector-valued CV model and the NSCT consider
the spatial information and detail information, respectively.
Compared to a certainmethod, the proposedmethod canyield
more noise reduction and preserve more image details, but
the trade-off between the image detail preservation and the
noise reduction will be constrained by the levels of decom-
position. The images with a higher value of resolution may
mitigate the noise interference but sacrifice the image details;
on the contrary, the images with a lower value of resolution
may preserve the image details but are affected by the noise.

4 Experiment results

In order to assess the effectiveness of exploiting the vector-
valued CV model based on multiresolution representation
for segmentation, we conduct both the qualitative and quan-
titative measurements. The former can be obtained by the
figures. The segmentation results are depicted by the red and
green lines.And for the latter, once the segmentation has been
obtainedbyusing theproposedmodel, the quantities are com-
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Fig. 3 Multiresolution representation of the original image I with threemultiresolution levels (n � 3). aOriginal image I . b I1 (directional subband:
4). c I2 (directional subband: 4, 4). d I3 (directional subband: 4, 4, 8)

Fig. 4 Curve evolution of the proposed model. a Initialization. b Iteration 200. c Iteration 400. d Iteration 600. e Iteration 800

puted for comparing the ground-truth segmentation result
against the computed segmentation. Note that the ground-
truth segmentation result is manually created, which meets
overall integrity and consistency of detail to some extent.
Here, we adopt “false-positive ratio (FPR),” “false-negative
ratio (FNR)” and “error ratio (ER)” as objective evaluation
criteria (Casciaro et al. 2012; Davanzo et al. 2011), and the
concrete definition is as follows:

FPR � FP
/
N × 100%

FNR � FN
/
N × 100%

ER � (FP + FN)
/
N × 100%

where FP and FN are the sum of pixels incorrectly deter-
mined and missed out, respectively, N is the total number of
pixels counted in the ground-truth segmentation. Note that
the smaller the three values are, the better the segmentation
results are.

4.1 Implementation of the proposedmodel

The proposed model is mainly composed of two stages: the
multiresolution representation of the original image and the
vector-valued CV model. For the former, the segmentation
model with different values of n experiment on the complex
image is shown in Fig. 3.

In Fig. 3, the image with a coarser decomposition is more
subject to noise interference while preserving more details
information. On the contrary, the image with a finer decom-
position can yield more noise reduction but sacrifice more
image details.

According to the multiresolution representation of the
image, we obtain the final segmentation result by the vector-
valued CV active contour model. At first, the initialization
is achieved with a set of circles uniformly distributed over
the entire image as shown in Fig. 4a. Then, the model is able
to iteratively fine-tune the initial contour toward the final
segmentation. Some intermediate results of the curve evolu-
tion at different numbers of iterations can be observed from
Fig. 4b–e.
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Fig. 5 Segmentation results with different values n. a Original image. b n � 0. c n � 1 (directional subband: 4). d n � 2 (directional subband: 4,
4). e n � 3 (directional subband: 4, 4, 8). f n � 4 (directional subband: 4, 4, 8, 8). g Ground truth

4.2 Analysis of the proposedmodel

4.2.1 Effect of the maximum of scales in the NSCT

The proposed model exploits a multiresolution representa-
tion of the image I , and the maximum of scales n will affect
the segmentation result. The proposed model with different
values n experiments on the original image is shown in Fig. 5.

From thequalitative results as shown inFig. 5 aswell as the
quantitative results tabulated in Table 1, it can be observed
that the segmentation performance will improve when the
value of n gets larger. However, when the original image is
oversmoothed (n is big enough), the performance starts to
degrade. According to Fig. 5 and Table 1, n � 3 can yield
the best performance in this paper.

4.2.2 Effect of various pyramids and direction filters

To study the segmentation performance resulted by employ-
ing different types of pyramids and direction filters, we use
some typical filters: pyramid filters includeMaxflat, 9-7, and
Pyr. Direction filters include Dmaxflat7, Pkva and Haar. The
segmentation results are figured and tabulated in Fig. 6 and
Table 2, respectively. The experimental simulation results
show that the proposed model delivers almost the same per-
formance regardless of various pyramid filters and direction
filters used.

4.3 The performance of the proposedmodel

In this paper, we analyze the performance of the proposed
model by implementing themethod (Chen et al. 2017), which
consists of three major steps: (1) obtain a multiresolution
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Table 1 FPR, FNR and ER with
different values of n shown in
Fig. 5

n FPR FNR ER

Pixel % Pixel % Pixel %

0 14,943,074 1.0557 14,095,805 0.9958 29,038,879 2.0515

1 14,788,388 1.0448 14,096,414 0.9959 28,884,802 2.0407

2 14,676,374 1.0369 14,096,855 0.9959 28,773,229 2.0328

3 14,581,632 1.0302 14,097,228 0.9959 28,678,860 2.0261

4 14,618,426 1.0328 14,097,083 0.9959 28,715,545 2.0287

Fig. 6 Segmentation results by the proposed model with different filters. a Original image. b Maxflat/Dmaxflat filter. c 9-7/Pkva filter. d Pyr/Haar
filter. e Ground truth

Table 2 FPR, FNR and ER with
different filters shown in Fig. 6

Pyramid/direction
filter

FPR FNR ER

Pixel % Pixel % Pixel %

Maxflat/Dmaxflat7 3,128,091 1.0137 3,074,635 0.9960 6,202,726 2.0094

9-7/Pkva 3,129,026 1.0137 3,074,528 0.9960 6,203,554 2.0097

Pyr/Haar 3,103,626 1.0054 3,074,628 0.9960 6,178,254 2.0015

representation of the original image by NSCT; (2) capture
the statistical properties of the coefficients of the multires-
olution representation; and (3) produce the final results by
HMTmodel. The segmentation using the NSCT-based HMT
approach requires manual settings for the filters which are
used for decomposing and reconstructing the image: “9-
7” and DFB (three-level decompositions: 4, 4, 8). Here,
we implement our method using the same set of parame-
ters. In addition, we implement the CV image segmentation
method based on the undecimated discrete WT (Turgay and
KaiKuang 2011). Firstly, a multiresolution representation of
the original image is obtained by the undecimated discrete
WT. Then the CV model is employed in segmenting the
images.

The segmentation results obtained from different methods
are shown in Fig. 7. The corresponding statistical results of
FPR, FNR and ER are shown in Table 3. We can observe that
the segmentation results obtained from our model are better
than the HMT model based on the NSCT and the CV model
based on the undecimated discrete WT. This is mainly due to
the fact that ref. (Chen et al. 2017) is achieved by the NSCT,
and the data distribution of coefficients contains more image

information. But the method does not get the integrity of
image segmentation. It is worthwhile to mention that the CV
model based on the undecimated discrete WT provided by
(Turgay and KaiKuang 2011) can tackle the above problem,
and the results can also have a high robustness against noise.
However, it can ignore some detailed information.

Besides, the iteration times (IT) and the corresponding
running time of different methods in Fig. 7 are shown in
Table 4. Compared with other methods, we can get that our
method arrives more accurate segmentation results at a faster
speed.

5 Summary

In this paper, we propose an image segmentation method
combining the multiresolution analysis of the image and
the vector-valued CV model. NSCT is exploited to obtain
a multiresolution representation. The different decomposi-
tion scales of the NSCT show various trade-offs yielded
between the detail preservation and the noise reduction.
Besides, the vector-valued CV segmentation employed in
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1

2

3

4

(a) (b) (c) (d) (e)

Fig. 7 Segmentation results by using different models: a original images. b HMT model based on NSCT (Chen et al. 2017). c CV model based on
undecimated discrete WT (Turgay and KaiKuang 2011). d Proposed model. e Ground truth

Table 3 FPR, FNR and ER using different models shown in Fig. 7

Images Methods FPR FNR ER

Pixel % Pixel % Pixel %

1 Chen et al. (2017) 0.4436 6.26 2562 3.18 6998 9.44

Turgay and KaiKuang (2011) 1075 2.47 2364 3.62 3439 6.09

Proposed model 377 0.87 263 0.78 640 1.65

2 Chen et al. (2017) 0.6325 6.31 0.5615 5.06 11,940 11.37

Turgay and KaiKuang (2011) 5395 6.55 2691 3.62 8086 10.17

Proposed model 0.1208 0.27 1639 0.36 2847 0.63

3 Chen et al. (2017) 265,256 1.2 153,614 0.4632 418,870 1.6632

Turgay and KaiKuang (2011) 326,185 2.6 174,327 0.6659 500,512 3.2659

Proposed model 261,807 1 175,890 0.6718 261,807 1.6718

4 Chen et al. (2017) 624,436 6.18 352,940 2.88 977,376 9.06

Turgay and KaiKuang (2011) 321,075 2.47 654,395 6.55 975,470 9.02

Proposed model 320,148 2.87 112,036 1.28 432,184 4.15
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Table 4 Iteration times (IT) and
running time using different
models shown in Fig. 7

Images Images size Chen et al. (2017) Turgay and
KaiKuang (2011)

Proposed model

IT Time IT Time IT Time

1 128*128 100 36.254 150 40.654 100 32.618

2 128*128 300 83.257 280 73.954 200 59.562

3 128*128 500 100.069 450 78.598 500 67.628

4 512*512 1000 286.344 1000 302.652 1000 265.321

segmenting the multiresolution representation of the images
can achieve the integrity of the image segmentation. In this
paper, the proposed method is conducted by both the quali-
tative and quantitative measurements, and the experimental
results demonstrate the effectiveness and accuracy of the
method.

Acknowledgements This work was supported by the Post-Doctoral
Science Foundation of China under Grant 2017M621130, the National
Natural ScienceFoundation ofChina underGrant 61801202, 61702244,
41671439, and the University Innovation Team Support Program of
Liaoning Province under Grant LT2017013.

Compliance with ethical standards

Conflict of interest The authors declare that they have no conflicts of
interest.

References

Ali S, Madabhushi A (2012) An integrated region-, boundary-, shape-
based active contour for multiple object overlap resolution in
histological imagery. IEEE Trans Med Imaging 31(7):1448–1460

Bhadauria HS, Dewal ML (2014) Intracranial hemorrhage detection
using spatial fuzzy c-mean and region-based active contour on
brain CT imaging. SIViP 8(2):357–364

Bouin E (2017) A Hamilton-Jacobi approach for front propagation in
kinetic equations. Kinet Relat Models 8(2):255–280

Casciaro S, Franchini R, Massoptier L et al (2012) Fully automatic
segmentations of liver and hepatic tumors from 3-D computed
tomography abdominal images: comparative evaluation of two
automatic methods. IEEE Sens J 12(3):464–473

Chan T, Vese L (2001) Active contours without edges. IEEE Trans
Image Process 10(2):266–277

Chen P, Zhang Y, Jia Z et al (2017) Remote sensing image change
detection based on NSCT-HMT model and its application. Sen-
sors. https://doi.org/10.3390/s17061295

Cunha AL, Zhou J, Do MN (2006) The nonsubsampled contourlet
transform: theory, design, and applications. IEEE Trans Image
Process 15(10):3089–3101

Davanzo G, Medvet E, Bartoli A (2011) Anomaly detection tech-
niques for aweb defacementmonitoring service. Expert Syst Appl
38(10):12521–12530

Do MN, Vetterli M (2002) Contourlets: a new directional multiresolu-
tion image representation. Signals Syst Comput 1:497–501

Huaming Q, Bo J, Zhenxing Zh et al (2010) A level set-based frame-
work for typhoon segmentation with application to multi-channel
satellite cloud images. In: The third international congress on
image and signal processing (CISP), pp 1273–1277

Khalighi S, Pak F, Tirdad P et al (2015) Iris recognition using robust
localization and nonsubsampled contourlet based features. J Sig-
nal Process Syst 81(1):1–18

Linghui L, Li Z, Bi B (2011) A unified method based on wavelet trans-
form and C–V model for crack segmentation of 3D industrial
CT images. In: The sixth international conference on image and
graphics, pp 12–16

Liu XD, Zheng CW (2013) Parallel adaptive sampling and recon-
struction using multi-scale and directional analysis. Vis Comput
29:501–511

Luo B, Hancock ER (2015) Procrustes alignment with the EM algo-
rithm. Image Vis Comput 20(5):377–396

Mallat S (1987) A compact multiresolution representation: the wavelet
model. In: IEEE computer society workshop on computer vision,
pp 2–7

Sabeena BK, Nair MS, Bindu GR (2016) Automatic segmentation of
cell nuclei usingKrill Herd optimization basedmulti-thresholding
and localized active contour model. Biocybern Biomed Eng
36(4):584–596

Tony F, Chan B, Yezrielev S et al (2000) Active contours without
edges for vector-valued images. J Vis Commun Image Represent
11:130–141

Turgay C, KaiKuang M (2011) Multitemporal image change detection
using undecimated discretewavelet transformand active contours.
IEEE Trans Geosci Remote Sens 49(2):706–716

Yinhui Zh, Zifen H, Yunsheng Zh et al (2011) Global optimization
of wavelet-domain hidden Markov tree for image segmentation.
Pattern Recognit 44(12):2811–2818

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

https://doi.org/10.3390/s17061295

	An image segmentation technique using nonsubsampled contourlet transform and active contours
	Abstract
	Abbreviations
	1 Introduction
	2 Multiresolution analysis using NSCT
	3 Image segmentation based on the vector-valued CV model
	3.1 The vector-valued CV model
	3.2 The proposed image segmentation method

	4 Experiment results
	4.1 Implementation of the proposed model
	4.2 Analysis of the proposed model
	4.2.1 Effect of the maximum of scales in the NSCT
	4.2.2 Effect of various pyramids and direction filters

	4.3 The performance of the proposed model

	5 Summary
	Acknowledgements
	References




