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Abstract
Text mining has become an increasingly significant role in processing medical information. The research of text mining
enhanced medical has attracted much attention in view from the substantial expansion of literature. This study aims to
systematically review the existing academic research outputs of the field fromWeb of Science and PubMed by using techniques
such as geographic visualization, collaboration degree, social network analysis, and topic modeling analysis. Specifically,
publication statistical characteristics, geographical distribution, collaboration relations, and research topic are quantitatively
analyzed. This study contributes to the text mining enhanced medical research field in a number of ways. First, it provides the
latest research status for researchers who are interested in the field through literature analysis. Second, it helps scholars become
more aware of the research subfields through hot topic identification. Third, it provides insights to researchers engaging in
the field and motivates attention on the relevant research.

Keywords Text mining · Medical · Bibliometric analysis · Topic modeling

1 Introduction

Text mining is the discovery of new, previously unknown
information, by the automatic extraction of information from
different text resources by computer (Hearst 2003). Textmin-
ing methods can be regarded as an extension of data mining
to text data (Romero and Ventura 2007), and data mining
techniques are also widely applied for image domain pro-
cessing, e.g., clustering (Zhang et al. 2017), classification
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(Tan et al. 2018; Tan and Gao 2017), discriminant anal-
ysis (Li et al. 2017), and information retrieval (Luo et al.
2017). An important aim of text mining is to shift through
large volumes of text for the extraction of patterns and mod-
els to be incorporated in intelligent applications (Apte et al.
1998). Usually, text mining is widely applied to the process
of structuring the input text, generating patterns within the
structured data, as well as evaluating and interpreting the out-
put.1 In addition, it allows researchers to identify out needed
information more efficiently, uncover relations hidden in the
sheer volume of available information, and generally shift the
burden of information overload from the researchers to the
computer by adopting algorithmic, statistical and data man-
agementmethods to the vast amount of knowledge existing in
unstructured texts. On the other hand, medicine is a large and
complex domain with abundant synonymy and semantically
similar and related concepts (Batet et al. 2011). Most clinical
information resources such as electronic medical records and
medical knowledge contain considerable amount of infor-
mation, much of which comes in free text (Meystre and
Haug 2005). Therefore, text mining has the great potential in
improving health care and advancing medicine through the
processing of large amount of medical text data.

Text mining in medical research field has drawn more and
more attention from the academia. Especially in recent years,

1 https://en.wikipedia.org/wiki/Text_mining.
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researchers begin to explore how text mining techniques can
be applied in processing medical information. Some exam-
ples are as follows.With the basis of dual-process theory and
the knowledge adoption model, Jin et al. (2016) introduced a
healthcare information adoption model for the exploration of
patients’ healthcare information- seeking behavior in online
communities. Savova et al. (2010) developed and evaluated
an open-source natural language processing system to extract
information from electronic medical record clinical free text.
Lucini et al. (2017) processed data from early emergency
department patient records with the application of text min-
ing methods. In addition, a remarkable growth of interest in
problems of systems optimization enables the wide applica-
tion of optimization techniques (e.g., Wang et al. 2018; He
et al. 2016, 2017; Lin et al. 2017). Saraswathi and Tamilarasi
(2016) proposed an ant colony optimization-based feature
selection method for opinion mining classification. Other
research interests of medical information processing with
text mining techniques include obesity event mining (Chou
et al. 2014), sexual event mining (Knight et al. 2012), smok-
ing event mining (Hoek et al. 2014). Consequently, there is
an increasing number of academic publications in this inter-
disciplinary research field.

In the analysis of existing publications, bibliometric anal-
ysis is an effective and widely applied strategy. The term
bibliometrics is interpreted as “the application of mathe-
matical and statistical methods to books and other media of
communication” in 1969 by Glanzel (2003). Used initially in
the field of library and information science, bibliometrics has
now beenwidely applied to other areas and has demonstrated
significant effectiveness from long-term practice. With the
coming of the era of big data, bibliometrics has been a quan-
titative and qualitative analysis tool of distribution, research
hotspots, and tendency for a given research field (Chen et al.
2017a, b; Li andZhao 2015), aswell as awidely accepted tool
for identifying future research directions to guide younger
researchers (Fu et al. 2010). Benefits of bibliometric analy-
sis are remarkable, e.g., information organization in a specific
field (Merigó et al. 2015), scientific developments evaluation
in knowledge of a specific subject (Bouyssou and Marchant
2011), research performance comparison across different
countries and institutes, and emerging researchhotspots iden-
tification (Mazloumian 2012). In particular, it has also been
applied in interdisciplinary research fields, e.g., natural lan-
guage processing in mobile computing (Chen et al. 2018a),
the natural resource accounting (Zhong et al. 2016), and the
fuzzy theory research field (Yu et al. 2018).

To the best of our knowledge, there is no bibliometric
analysis of the research field of text mining in medical yet.
Therefore, this study conducts a bibliometric analysis on
scientific publications retrieved from Web of Science and
PubMed during the year 2008–2017 for the exploration of
the status and development of the field. The main objectives

of this study include: (1) publication statistical characteris-
tics identification, (2) publication geographical distribution
exploration, (3) collaboration degrees acquisition, (4) sci-
entific collaboration relation visualization, and (5) current
research hotspots and their evolution discovery.

The remainder of this paper is organized as follows: In
Sect. 2, we introduce methods and materials. The analyzing
results of overall characteristics, collaboration analysis, and
topic modeling analysis are presented in Sect. 3. Section 4 is
the set of more relevant discussion. This study finishes with
conclusions in Sect. 5.

2 Materials andmethods

2.1 Materials

Web of Science (WoS) and PubMed are the most commonly
used databases in the academia. WoS is the most author-
itative citation database with publications of high quality,
while PubMed is the largest data source on life sciences and
biomedical topics. In our study, tomake full use of their com-
plementary advantages, we use all the relevant publications
from these two databases.

First of all, a list of keywords (Table 8 in “Appendix”)
related to “text mining” was determined by relevant domain
experts in the field. In WoS Core Collection database, Topic
Subject was used as retrieval field. “Science Citation Index
Expanded (SCI-E)” and “Social Sciences Citation Index
(SSCI)” were set to be the citation indexes to ensure publica-
tion quality. 2284 publications between 2008 and 2017 with
“Article” and “Proceedings paper” as article types, and WoS
category containing terms “Health”, “Medicine”, “Medical”,
“Clinical”, and “Nursing”were identified. Furthermore, after
manually removing 62 irrelevant publications with “image”
or “imaging” containing in title, 2222 publications were
finally identified out.

As for PubMed database, Title/Abstract was used as
search column. 6331 publications between 2008 and 2017
were retrieved, where 3346 were in “Journal Article” type
with “humans” as species and “MEDLINE” as journal cat-
egory. Similarly, after removing 165 irrelevant publications
with “image” or “imaging” containing in title, 3283 publi-
cations were identified out. 1967 publications were finally
obtained for analysis after removing 1316 publications that
were already contained in WoS through manual review
according to publication title, author, publication year, and
publication source.

The raw data of the totally 4189 publications from WoS
and PubMed were downloaded as both plain text and XML
format. Key elements including title, publication source,
published year, abstract, author address, author keywords,
and Keywords Plus/PubMed MeSH were extracted. Manual
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information supplementwas conducted. Finally, according to
the author address information, the corresponding institutes
and countries were identified. The statistical characteristics
of the publications are shown in Table 1.

2.2 Collaboration degree analysis

The collaboration degree is a measure of scientific research’s
connective relation to the level of authors, institutes, and
countries (Zhang et al. 2016). The calculations of author’s
collaboration degree, institute’s collaboration degree, and
country’s collaboration degree are expressed in Eq. (1) in
order (Wei et al. 2013).

CAi =
∑N

j=1 α j

N
, CIi =

∑N
j=1 β j

N
, CCi =

∑N
j=1 γ j

N
(1)

In the equation, CAi , CIi , and CCi represent the author,
institute, and country’s collaboration degree of the i year.
α j , β j , and γ j indicate the number of authors, institutes and
countries for each publication. N donates the annual total
number of publications in the research field.

2.3 Social network analysis (SNA)

Complex social systems are usually formed from the inter-
action of social actors with each other at multiple physical or
social interfaces and across layers. A complex social system
can be expressed through a social network with “actors” as
nodes and “interactions” as link lines. Social network is thus

a collection of social actors and their interaction relations.
The relations between nodes represent similarities, interac-
tions, social relations, and flows (Borgatti et al. 2009). It
is very interesting for scholars and managers to investigate
how complex social systems change and evolve to emerge
dynamic patterns. By studying the social network, dynamic
patterns of interactions emergence and their evolution with
time can then be explored. The social network analysis (SNA)
has formed a quantitative analysis ground on the develop-
ment of the mathematical method and the graph theory and
thus provides a quantitative assessment on relations between
social actors.

In this paper, we apply SNA to explore the collaboration
relations for specific countries/regions, institutes, and authors
in the research field. Collaboration relations between them
can be visualized by SNA by counting the number of times
they (e.g., two countries/regions) appear in the same publica-
tion together. In the network, each country/region, institute,
or author is presented as a node with the node size represent-
ing its proportion of publications. The node color denotes the
continent or country. The thickness of each line indicates col-
laboration strength between two countries/regions, institutes,
or authors. One could explore the collaboration relations for
specific countries/regions, institutes, or authors by clicking
the nodes.

2.4 Latent Dirichlet allocation (LDA)

As an emerging quantitative method to assessing substantial
textual data, topic modeling extracts semantic information
from a collection of texts with the use of statistical algo-

Table 1 Statistical characteristics of the publications

Characteristics Statistics

Total number of publication from WoS/PubMed 2222/3283

Overlap number of publication from WoS and PubMed 1316

Total unique number of publication 4189

Number of unique countries/regions 88

Number of unique first authors/last authors/total authors 3538/3241/13,717

Number of unique first institutes/total institutes 1789/3208

Top 10 terms in author keywords, Keywords Plus and PubMed MeSH Human (2.82%); health (2.04%); language (1.85%);
information (1.49%); analysis (1.33%); processing
(1.31%); natural (1.21%); data (1.12%); mining
(1.09%); system (0.94%)

Top 10 terms in titles Analysis (1.35%); health (1.35%); clinical (1.08%);
using (1.06%); text (0.95%); information (0.94%);
discourse (0.86%); study (0.80%); language
(0.77%); patient (0.75%)

Top 10 terms in abstracts Information (0.80%); data (0.74%); study (0.67%);
method (0.66%); analysis (0.65%); patient (0.61%);
health (0.60%); result (0.59%); system (0.58%);
using (0.54%)
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rithms. The first topic model, probabilistic latent semantic
indexing (pLSI), was proposed by Hofmann (1999). It mod-
els the probability of each co-occurrence as a mixture of
conditionally independent multinomial distributions, where
themixture components can be viewed as representation top-
ics.An improved three-layerBayesianmodel, latentDirichlet
allocation (LDA), was developed by Blei et al. (2003),
which takes Dirichlet distribution as the prior distribution
and reduces the parameter number to only one. In LDA,
documents are represented as random mixtures over latent
topics, where each topic is characterized by a distribution
over words, and topics are assumed to be uncorrelated. In
order to reduce the computing time and the required mem-
ory (Blei and Lafferty 2007; Teh et al. 2005), some various
extensions such as Correlated TopicModels andHierarchical
Dirichlet Process have been proposed based on the original
LDA model in recent years. LDA and its extensions have
been widely applied in scientometric research for discover-
ing semantic structures and latent topics in a discipline or
measuring the relations of multiple disciplines (Lu and Wol-
fram 2012; Nichols 2014; Yau et al. 2014). LDA defines the
following terms:

(1) A word is an item from a vocabulary indexed by
{1, . . . , V };

(2) A document is a sequence of N words denoted by d =
(w1, . . . , wN );

(3) A corpus is a collection of M documents denoted by
D = {d1, . . . , dM }.

LDA assumes the following generation process:

(1) The term distribution β containing the probability of
a word occurring in a given topic is determined by
β ∼Dirichlet(δ);

(2) The proportions θ of the topic distribution for a docu-
ment d are determined by θ ∼Dirichlet(α);

(3) For each word wi in the document d, a topic is chosen
by the distribution zi ∼Multinomial(θ ), and a word is
chosen from a multinomial probability distribution con-
ditioned on the topic zi : p(wi |zi , β).

The log-likelihood for one documentd ∈ D in variational
expectation–maximization (VEM) estimation is given by Eq.
(2).

l(α, β) = log(p(d|α, β))

= log
∫ {

∑

z

[
N∏

i=1

p(wi |zi , β)p(zi |θ)

]}

p(θ |α)dθ

(2)

Gibbs sampling is a Markov chain Monte Carlo method
(Finkel et al. 2005) aiming at constructing a Markov chain
converging to the target probability distribution in the high-
dimensional model and then extracting the sample distri-
bution closest to the target probability distribution. The
log-likelihood for Gibbs sampling is as Eq. (3).

log(p(d|z)) = k log

(
Γ (V δ)

Γ (δ)V

)

+
k∑

K=1

⎧
⎨

⎩

⎡

⎣
V∑

j=1

log
(
Γ (n( j)

K + δ)
)
⎤

⎦

− log
(
Γ (n(.)

K + V δ)
)}

(3)

The topic modeling analysis in this study follows the fol-
lowing steps:

(1) Weights 0.4, 0.4 and 0.2 determined in our former exper-
iment (Chen et al. 2018b) are assigned to segmented
author keywords, Keywords Plus and PubMed MeSH,
publication title, and abstract, respectively.

(2) Since frequent terms usually provide just limited infor-
mation, as most terms in Table 1 are either trivial in text
mining in medical sector, such as “health”, “mining”,
“clinical”, and “patient”, or trivial in general scientific
publications, such as “analysis”, “using”, “study”, and
“method”. Thus, we perform a transformation on the
corpus using Term Frequency-Inverse Document Fre-
quencies (TF-IDF) to penalize frequent terms occurring
in many publications (Salton et al. 1975; Robertson
2004). We calculate the TF-IDF values of all terms and
sort them according to the values. A threshold is deter-
mined as 0.1 empirically by manually examining these
ranked terms. Terms with a TF-IDF value no more than
the threshold are removed.

(3) Through sampling, 17 different topic numbers are set
to c(2 : 10, 15, 20, 30, 40, 50, 80, 150, 250). For each
topic number, tenfold cross-validation is used to evalu-
ate model performance. Perplexity criteria are used to
select optimal topic number (Blei et al. 2003). α for
Gibbs sampling is initialized as the mean value of α

values for model fitting using VEM with the optimal
topic number.

(4) We then adopt Gibbs sampling and VEM method to
estimate the LDA model with the optimal topic number
and an initialized α.

(5) By matching the topics detected by VEM and Gibbs
sampling based onHellinger distance as Eq. (4), the best
matches with the smallest distance can be identified. In
Eq. (4), P and Q denote two probability measures.

H2(P, Q) = 1

2

∫ (√
dP − √

dQ
)2

(4)
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Fig. 1 Publication number distribution by year

Recently, with the development and the availability of
accessible software, topic modeling and other text mining
approaches are becoming more approachable. Open-access
options include some R, Python and Java packages. In this
study, the topic modeling process is conducted with an R
package called Topicmodels offered by Grün and Hornik
(2011). The package requires a text mining front-end addi-
tion, such as the R package, tm (Feinerer et al. 2008).

3 Result

3.1 General publication statistics

3.1.1 Publication with year

The publication number distribution by year is demonstrated
in Fig. 1. The publication number keeps increasing by year
from 251 (year 2008) to 577 (year 2016), but experiences
decline in 2017 to 437. The declinemay be caused by time lag
of some publications to be included in the databases in 2017.
The annual growth rate reaches 7.31% on average, while the
rate reaches up to 25.32% from 2012 to 2013, witnessing the
research upsurge in 2013.

3.1.2 Productive publication sources

The top 20 productive publication sources in the research
field are presented in Table 2. These publication sources
together contribute 38.46% of the total publications. All the
20 publication sources are journals except AMIA Annual
Symposium Proceedings and Studies in Health Technology
and Informatics, which are two top conferences in medi-
cal informatics. The most productive journal is Journal of
Biomedical Informatics with 297 publications, followed by
Journal of the American Medical Informatics Association
with 212 publications, and PLOS Onewith 146 publications.

All the 18 journals on the list have an IF of over 1.00.Nucleic
Acids Research possesses the highest IF as 11.561, reflecting
high quality of its publications. Interestingly, the causality
among total publications in one journal and IF is not found
in such a field. This may due to the fact that most journals
with higher reputation actually cover many research fields,
in which text mining in medical research is just one of them.

3.1.3 Geographical distribution

The analysis of world geographical distribution is based on
author institute address. All the authors participating in each
publication are considered.Also, since an authormaybe affil-
iated with more than one institutes, all the countries/regions
and institutes of authors are used for the geographical distri-
bution analysis.

The 4189 publications are from 88 countries/regions. Fig-
ure 2 illustrates geographical distribution of the publications.
The top 4 countries are: the USA (1680 publications), UK
(546 publications), Canada (314 publications), and China
(285 publications). The publication number of the USA is
nearly 3 times than that of the second productive country,
indicating its dominant position in the research field. As for
the top 20 countries/regions, most are developed countries
except China (rank 4th) and Brazil (rank 7th), reflecting their
huge enthusiasm in the research field.

Since the publications aremainly distributed in the 5 coun-
tries, we further explore the annual publication distributions
for these countries, as shown in Fig. 3. The number of pub-
lications for the USA is on the whole presenting an upward
trend in fluctuation from 82 in 2008 to 241 in 2015, but dwin-
dles since 2015. As for UK, the publication number presents
slow growth before 2013, and a slight decline appears from
2013 to 2015. After that, a sharp growth is noticeable in
2016. As for the other three countries, the publication num-
bers are on the whole presenting upward trends in fluctuation
with years going on. In short, the research field has received
increasing attention from these countries.

3.1.4 Productive authors and institutes

The top 20 productive authors are listed in Table 3. All of
them come from the USA except Darmoni, Stefan J. from
France, which again demonstrates the USA’s high produc-
tivity in the research field. The top 3 are all from the USA,
including Denny, Joshua C. (52 publications), Xu, Hua (52
publications), and Savova, Guergana K. (38 publications),
followed by Liu, Hongfang (33 publications) from the USA
and Lu, Zhiyong (32 publications) from the USA.Most of the
20 authors servemore as last authors than as first authors, and
almost all collaborate with other authors in all their publica-
tions except Denny, Joshua C. and Chute, Christopher G.
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Table 2 Top 20 productive
publication sources in the
research

R Publication sources TP P% IF

1 Journal of Biomedical Informatics 297 7.09 2.882

2 Journal of the American Medical Informatics Association 212 5.06 4.270

3 PloS one 146 3.49 2.766

4 AMIA Annual Symposium Proceedings 113 2.70 N/A

5 BMC Bioinformatics 105 2.51 2.213

6 Studies in Health Technology and Informatics 92 2.20 N/A

7 BMC Medical Informatics and Decision Making 75 1.79 2.134

8 Journal of Medical Internet Research 73 1.74 4.671

9 International Journal of Medical Informatics 63 1.50 2.957

10 Database-The Journal of Biological Databases and Curation 61 1.46 3.978

11 Qualitative Health Research 53 1.27 2.413

12 Social Science & Medicine 44 1.05 3.007

13 Methods of Information in Medicine 41 0.98 1.531

14 Nucleic Acids Research 40 0.95 11.561

15 Artificial Intelligence in Medicine 39 0.93 2.879

16 Bioinformatics 38 0.91 5.481

17 Health 32 0.76 1.413

18 Behavior Research Methods 30 0.72 3.597

19 Nursing Inquiry 29 0.69 1.159

20 Journal of Medical Systems 28 0.67 2.098

R, rank; TP, total publications; P%, proportion of publication number; IF, impact factor 2017

Fig. 2 Geomap of publications by countries

Table 4 depicts the most productive first authors and last
authors. All the 9 productive first authors are from the USA.
All the 9 productive last authors come from the USA except
Darmoni, Stefan J. from France. The top 3 first authors are
Pakhomov, Serguei V. S. (11 publications), Denny, Joshua
C. (10 publications), and Meystre, Stephane M. (9 publica-
tions). The top 3 last authors are Xu, Hua (26 publications),

Lu, Zhiyong (23 publications), and Denny, Joshua C. (17
publications). It is worth noting that Denny, Joshua C. and
Xu, Hua appear in both two lists, which to a certain degree
demonstrates their influence in the research.

3208 institutes from 88 countries have performed
researches in the field. Table 5 shows the most produc-
tive institutes. Most of the 19 institutes are from the
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Fig. 3 Publication distributions by year for the top 5 countries

USA except University of Manchester from UK, Uni-
versity of Toronto from Canada, and University of Sao
Paulo from Brazil. The top 5 are all from the USA,
including National Institutes Health (120 publications),
University of Utah (110 publications), Vanderbilt Uni-
versity (93 publications), Harvard University (86 pub-
lications), and Mayo Clinic (84 publications). The first
institute percentage for most of the institutes is above
50% except University of California San Diego (38.78%)

and University of Texas Health Science Center Houston
(40.91%), indicating the leading position of the top produc-
tive institutes. Most institutes collaborate a lot with other
institutes with an average collaboration percentage up to
78.98%, especially Salt Lake City VA Health Care System
(96.08%).

3.2 Collaboration analysis

3.2.1 Collaboration degree

Figure 4 presents the annual collaboration degrees at three
perspectives. The auctorial collaboration degree increases
apparently, up to 5.29. In contrast, institutional and inter-
national collaboration degrees are steady and relatively
low, especially the international collaboration degree. This
reflects that the authors tend to collaborate more with those
within the same country or institute. The three average
degrees are 4.51, 2.26, and 1.30, respectively, that is, 4.51
authors, 2.26 institutes, and 1.30 countries participate in one
publication averagely.

Table 3 The most productive authors in the research

R Authors C TP FP LP R Authors C TP FP LP

1 Denny, Joshua C. USA 52 10 17 10 Samore, Matthew H. USA 20 0 7

1 Xu, Hua USA 52 7 26 12 Darmoni, Stefan J. FR 19 1 14

3 Savova, Guergana K. USA 38 8 9 12 South, Brett R. USA 19 3 3

4 Liu, Hongfang USA 33 1 14 14 Jonnalagadda, Siddhartha R. USA 18 6 4

5 Lu, Zhiyong USA 32 1 23 14 Kohane, Isaac S. USA 18 0 3

6 Chapman, Wendy W. USA 26 2 11 14 Meystre, Stephane M. USA 18 9 6

7 Chute, Christopher G. USA 21 2 10 17 Carrell, David S. USA 17 4 0

7 Rindflesch, Thomas C. USA 21 1 15 18 Elhadad, Noemie USA 16 0 8

7 Uzuner, Ozlem USA 21 6 10 18 Shen, Shuying USA 16 0 0

10 Pakhomov, Serguei V. S. USA 20 11 0 18 Yu, Hong USA 16 0 14

R, rank; C, country of author (USA, America; FR, France); TP, total publications; FP, number of publications as the first author; LP, number of
publications as the last author

Table 4 The most productive
first authors and last authors in
the research

R First authors C #pub. R Last authors C #pub.

1 Pakhomov, Serguei V. S. USA 11 1 Xu, Hua USA 26

2 Denny, Joshua C. USA 10 2 Lu, Zhiyong USA 23

3 Meystre, Stephane M. USA 9 3 Denny, Joshua C. USA 17

4 Botsis, Taxiarchis USA 8 4 Rindflesch, Thomas C. USA 15

4 Savova, Guergana K. USA 8 5 Darmoni, Stefan J. FR 14

4 Xu, Rong USA 8 5 Liu, Hongfang USA 14

7 Roberts, Kirk USA 7 5 Yu, Hong USA 14

7 Speier, William USA 7 8 Khorasani, Ramin USA 13

7 Xu, Hua USA 7 8 Weng, Chunhua USA 13

R, rank; C, country of author (USA, America; FR, France)

123



7882 T. Hao et al.

Ta
bl
e
5

T
he

m
os
tp

ro
du

ct
iv
e
in
st
itu

te
s
in

th
e
re
se
ar
ch

R
In
st
itu

te
s

C
T
P

FP
(%

)
C
P
(%

)
R

In
st
itu

te
s

C
T
P

FP
(%

)
C
P(
%
)

1
N
at
io
na
lI
ns
tit
ut
es

H
ea
lth

U
SA

12
0

71
(5
9.
17
)

81
(6
7.
50
)

11
U
ni
ve
rs
ity

of
Sa
o
Pa
ul
o

B
R

57
30

(5
2.
63
)

39
(6
8.
42
)

2
U
ni
ve
rs
ity

of
U
ta
h

U
SA

11
0

80
(7
2.
73
)

92
(8
3.
64
)

12
B
ri
gh
am

an
d
W
om

en
’s
H
os
pi
ta
l

U
SA

56
35

(6
2.
50
)

52
(9
2.
86
)

3
V
an
de
rb
ilt

U
ni
ve
rs
ity

U
SA

93
62

(6
6.
67
)

67
(7
2.
04
)

13
Sa
lt
L
ak
e
C
ity

V
A
H
ea
lth

C
ar
e
Sy

st
em

U
SA

51
39

(7
6.
47
)

49
(9
6.
08
)

4
H
ar
va
rd

U
ni
ve
rs
ity

U
SA

86
43

(5
0.
00
)

79
(9
1.
86
)

14
U
ni
ve
rs
ity

of
C
al
if
or
ni
a
Sa
n
D
ie
go

U
SA

49
19

(3
8.
78
)

41
(8
3.
67
)

5
M
ay
o
C
lin

ic
U
SA

84
47

(5
5.
95
)

65
(7
7.
38
)

14
U
ni
ve
rs
ity

of
Pi
tts
bu
rg
h

U
SA

49
28

(5
7.
14
)

42
(8
5.
71
)

6
C
ol
um

bi
a
U
ni
ve
rs
ity

U
SA

69
47

(6
8.
12
)

42
(6
0.
87
)

16
In
di
an
a
U
ni
ve
rs
ity

U
SA

46
28

(6
0.
87
)

38
(8
2.
61
)

7
U
ni
ve
rs
ity

of
W
as
hi
ng
to
n

U
SA

64
36

(5
6.
25
)

42
(6
5.
63
)

17
M
as
sa
ch
us
et
ts
G
en
er
al
H
os
pi
ta
l

U
SA

45
25

(5
5.
56
)

38
(8
4.
44
)

8
St
an
fo
rd

U
ni
ve
rs
ity

U
SA

62
36

(5
8.
06
)

42
(6
7.
74
)

18
U
ni
ve
rs
ity

of
Te
xa
s
H
ea
lth

Sc
ie
nc
e
C
en
te
r
H
ou
st
on

U
SA

44
18

(4
0.
91
)

41
(9
3.
18
)

9
U
ni
ve
rs
ity

of
M
an
ch
es
te
r

U
K

58
33

(5
6.
90
)

46
(7
9.
31
)

19
U
ni
ve
rs
ity

of
M
ic
hi
ga
n

U
SA

39
23

(5
8.
97
)

28
(7
1.
79
)

9
U
ni
ve
rs
ity

of
To

ro
nt
o

C
A

58
37

(6
3.
79
)

44
(7
5.
86
)

R
,r
an
k;

C
,c
ou
nt
ry

of
in
st
itu

te
(U

SA
,A

m
er
ic
a;
U
K
,E

ng
la
nd
;C

A
,C

an
ad
a;
B
R
,B

ra
zi
l)
;T

P,
to
ta
lp

ub
lic
at
io
ns
;F

P(
%
),
nu
m
be
r
an
d
pr
op
or
tio

n
of

pu
bl
ic
at
io
ns

as
th
e
fir
st
in
st
itu

te
;C

P(
%
),
nu
m
be
r

an
d
pr
op
or
tio

n
of

co
lla
bo
ra
te
d
pu
bl
ic
at
io
ns

Fig. 4 Annual collaboration degree distributions

3.2.2 Collaboration visualization

We further visualize the collaborations in three perspec-
tives using SNA. A collaboration network2 for 88 coun-
tries/regions with 88 nodes and 516 edges is shown in Fig. 5.
The USA (the largest node in brown color) has the most col-
laborations with other countries/regions. The USA–England
collaboration (the thickest line) ranks at the first, followed by
the USA–China and the USA–Canada collaborations. The
collaboration network3 among 67 institutes with the number
of publications≥ 20 is shown in Fig. 6with 67 nodes and 564
edges. Forty of the 67 institutes come from the USA, and the
collaboration network among them (the nodes in blue color)
is very dense. The collaboration network4 of 81 authors with
publications≥ 10 is as Fig. 7. The node count and edge count
are 81 and 291. Among the nodes, 8 are sparse nodes includ-
ing “Xu, Rong”, “Botsis, Taxiarchis”, “Khorasani, Ramin”,
“Stewart, Robert”, “Darmoni, Stefan J”, “Nenadic, Goran”,
“Dai, Hong-Jie”, and “Zweigenbaum, Pierre” due to the lack
of collaborationswith other author nodes.Most of the authors
(74.07%) come from theUSA, and the collaboration network
among them (the nodes in blue color) is very dense.

3.3 Topic modeling analysis

Terms with TF-IDF values more than the threshold 0.1 are
employed in the topic modeling analysis. Table 6 lists the top
20 frequent terms. Apparently, terms listed in the table are
more specific terminology of text mining in medical research
issues. There are several nursing-related terms with high
occurrence numbers such as “Nursing” (1002) and “Nurse”
(871), suggesting the significance of nursing research using
text mining techniques. Terms such as “Breast”, “Depres-
sion”, “Sexual”, and “Obesity” reflect specificmedical issues
in the research. “Chinese” (422) is the only country appear-

2 http://www.zhukun.org/haoty/resources.asp?id=JSC_cocountry.
3 http://www.zhukun.org/haoty/resources.asp?id=JSC_coaffiliation.
4 http://www.zhukun.org/haoty/resources.asp?id=JSC_coauthor.
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Fig. 5 Collaboration network of 88 countries/regions (the orange nodes represent countries/regions from South America, blue for Africa, green for
Oceania, red for Europe, purple for Asia, and brown for North America)

ing in the table, indicating that China has been focusing on
text mining in medical research during these years.

3.3.1 Topic generation

We employ LDAmodel to reveal the latent intellectual topics
in the literature corpus based on terms selected byTF-IDF. To
fit the model, we should determine the parameters including
the number of topics and the α. Hence, we compute the per-
plexities of a set of models with different numbers of topics
to find a minimum in the tenfold cross-validation. Figure 8
presents the perplexities of models with different numbers of
topics. The result indicates that the data are best accounted
for by a model incorporating 40 topics. The α is set to the
mean value 0.01857649 in the cross-validation fitted using
VEM. Using the parameters, we estimate the LDA model
using Gibbs sampling.

We assign potential theme to each topic by semantics anal-
ysis of representative terms in each topic, aswell as reviewing

text intention of the corresponding publications. The order
of topics is determined based on Hellinger distance. Specifi-
cally, Topic 31 is the best matching topic, and Topic 22 ranks
at 2nd. Due to space limitation, Table 7 only displays the
top 10 best matching topics with the most frequent terms.
Each publication is assigned to the most likely topic based
on posterior probability. We then obtain a topic distribution
by integrating topic proportions for all the publications. The
4 most frequent research topics are: Topic 16 (3.91%), Topic
24 (3.31%), Topic 9 (3.29%), and Topic 31 (3.14%), while
the 4 least frequent research topics are: Topic 25 (1.91%),
Topic 14 (1.88%), Topic 33 (1.88%), and Topic 37 (1.88%).

3.3.2 Topic cluster analysis and trend analysis

Weuse the hierarchical cluster analysis to perform the cluster
analysis of the 40 topics. One way of measuring topic sim-
ilarity is based on term-level similarity, meaning that topics
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Fig. 6 Collaboration network of 67 institutes (different colors of nodes represent different countries/regions, e.g., the blue nodes represent institutes
from the USA, orange for England, purple for Australia)

may contain some of the same terms. Another way of topic
similarity measuring is by document-level similarity, mean-
ing that topics may appear in some of the same documents.
The clustering results based on cosine similarity for the two
measurements are shown in Figs. 9 and 10. In the figures,
lower location of connecting line means that topics are more
similar.

Identifying emerging research topics can provide valuable
insights into the development of the research field (Jiang et al.
2016). Therefore, we then explore the annual publication
proportions of the 40 research topics, as shown in Fig. 11.
We use a nonparametric trend test called MannKendall test
(Mann 1945) to examine whether increasing or decreasing
trends are existing in the 40 topics. Test results show that
fourteen topics, including Topic 2, Topic 4, Topic 11, Topic
13, Topic 15, Topic 20, Topic 22, Topic 25, Topic 26, Topic
27, Topic 32, Topic 33, Topic 36, and Topic 40, present a

statistically significant increasing trend at the two-sided p =
0.05 level.

4 Discussion

Scientific literature related to text mining inmedical research
is an abundant and reliable data pool, from which we can
understand the major academic concerns about the research
field and hence deploy a proper development strategy. Based
on the4189publications collected from theWoSandPubMed
databases, the analysis focuses on literature characteristics,
geographical publication distribution, collaboration rela-
tions, as well as research topic. Results of this exploration
present a comprehensive overview and an intellectual struc-
ture of the research, especially research topics, from 2008 to
2017.
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Fig. 7 Collaboration network of 81 authors (different colors of nodes represent different countries/regions, e.g., the blue nodes represent institutes
from the USA, green for England, light blue for China)

Table 6 Top 20 most frequent
terms

R Stemmed terms Frequency R Stemmed terms Frequency

1 Child 1110 11 Chinese 422

2 Nursing 1002 12 Infant 409

3 Nurse 871 13 Breast 392

4 Speech 793 14 Reading 382

5 Student 759 15 Depression 364

6 Radiology 556 16 Sexual 339

7 Sentiment 496 17 Parent 333

8 Segmentation 469 18 Translation 327

9 Men 466 19 Twitter 315

10 Memory 459 20 Obesity 310
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Fig. 8 Left: estimated α value for the models fitted using VEM. Right: perplexities of the test data for the models fitted by using Gibbs sampling.
Each line corresponds to one of the folds in the tenfold cross-validation

Table 7 Top 20 most frequent terms for the top 10 best matching topics

Topic Potential theme Percentage Top frequent terms

31 Speech event 3.14 Speech; Segmentation; Infant; Cue; Aphasia; Prosodic; Child; Prosody; Transitional; Listener;
Distal; Consonant; Vowel; Sound; Biological Expression Language; Clause; Newborn;
Phonological; Rhythm; Aphasic

22 Sexual event 2.39 Men; Sexual; Hiv; Masculinity; Sexuality; Hiv/Aids; Africa; Gay; African; Prostate; Reproductive;
Youth; Masculine; Lesbian; Condom; Contraceptive; Gist; Tanzania; Violence; Help-seeking

5 Alzheimer event 2.78 Memory; Schizophrenia; Dementia; Alzheimer; Connectivity; Fluency; Alzheimer Disease;
Functional Magnetic Resonance Imaging; Short-term; Epilepsy; Executive; Episodic; Speech;
Associative; Neuron; Repetition; Mild; Spiritual; Seizure; Schizophrenic

21 Parenting event 2.59 Child; Parent; Caregiver; Mother; Air; Pollution; Parental; Distress; Neonatal; Infant; Parenting;
Attention-deficit Hyperactivity Disorder; Bereavement; Newborn; Attachment; Father;
Hyperactivity; Respiratory; Preterm; Neonatal Intensive Care Unit

16 Nursing event 3.91 Nursing; Nurse; Violence; Domestic; Victim; Intensive Care Units; Forensic; Intimate; Newspaper;
Justice; Ward; Crime; Aggression; Delirium; Manager; Nurse-patient; Abuse; Caregiver; British;
Pornography

9 Education event 3.29 Student; Curriculum; Professionalism; Teacher; Interprofessional; Enzyme; Dilemma; Emotion;
Problem-based Learning; Cytochrome; Residency; Graduate; Problem-based; Essay; Taiwanese;
Governmentality; Cytochromep450; The Comprehensive Enzyme Information System; Game;
Reform

18 Reading event 3.02 Reading; Eye; Movement; Music; Chinese; Fixation; Readability; Emotion; Saccade; Segmentation;
Ancestry; Continental; Asian; Scene; Embedding; Literacy; Decoding; Musical; FMRI; Diagram

6 Disease diagnosis 2.78 Radiology; Computed Tomography; Pulmonary; Pneumonia; Nodule; Systematic Review;
Abdominal; Magnetic Resonance Imaging; Permutation Entropy; Lung; Venous; Incidental;
Venous Thromboembolism; Angiography; Discrepancy; Radlex; Thromboembolism; Comparative
Effectiveness Research; D-dimer; Postoperative

27 Heart disease 2.32 Heart; Stroke; Coronary; Cognitive Disorders; Artery; Readmission; Rehabilitation; Fraction;
Ejection; Ventricular; Coronary Artery Disease; Heart Failure; Echocardiography; Bowel;
Coronary Heart Disease; Congestive Heart Failure; Alopecia Areata; Inflammatory Bowel Disease;
Comorbidities; Stenosis

30 Parturition event 2.01 Pregnancy; Birth; Mother; Midwifery; Midwife; Maternity; Pregnant; Breastfeeding; Childbirth;
Maternal; Infant; Feeding; Postpartum; Milk; Baby; Fetal; Zealand; Gestational; Prenatal;
Antenatal
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Fig. 9 Dendrogram of the term-level similarity clustering

Fig. 10 Dendrogram of the document-level similarity clustering

The rapid growth of relevant research publications reveals
the vigorous development of text mining in medical research
in recent years. The top 20 productive publication sources

contribute 38.46% of the total publications, with Journal of
Biomedical Informatics as themost productive one. TheUSA
dominates in the field with a publication number far more
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Fig. 11 Trends of the 40 research topics during the year 2008–2017 (x-coordinate as year, y-coordinate as proportion %)

than other countries. The majority of productive institutes
and authors come from the USA. Collaboration degree anal-
ysis reveals that authors tend to collaborate more with those
within the same institute or country.

A topic modeling-based bibliometric exploration regard-
ing the global research trend of text mining in medical
research field is also conducted. The 40-topic model has
been successfully applied to discover the latent thematic pat-
terns in the corpus. In light of our prior knowledge about
text mining in medical research, most topics identified using
LDA method are recognizable and easy-to-understand, as
they are related to major issues in the research field. This
topic modeling-based bibliometric exploration directly con-
tributes to our understanding of what academic concerns of
text mining in medical research field are in the past decade.
We provide interpretations of the top 5 best matching topics
as follows.

Topic 31 pertains to be Speech related event mining with
the highest frequent term “Speech”. Terms like “Prosodic”,
“Prosody”, “Listener”, “Consonant”, “Vowel”, “Sound”,
“Phonologicaland”, and “Rhythm” are also included. Some
researchers concern about the study of Aphasia, e.g., speech
segmentation in Aphasia (Peñaloza et al. 2015); thus, terms
such as “Aphasia” and “Aphasic” are also contained in
Topic 31. Other study focuses include semantic process-
ing in connected speech (Ahmed et al. 2013), automatic
speech-recognition systems development for spoken clinical
questions (Liu et al. 2011).

Topic 22 contains terms like “Men”, “Sexual”, “Hiv”,
“Sexuality”, “Hiv/aids”, “Gay”, “Lesbian”, and “Condom”,
and thus apparently refers to Sexual related event mining.
Although improvements in the medical management of HIV
have reduced the rate of perinatal transmission frommothers
to their children, youth still continue to acquire HIV through
risky behaviors such as unprotected sex and injection-drug
use (Leonard et al. 2010). This attracts widespread atten-
tion from all circles of the society. Researchers in academia
also concern much about sexual risk reduction through
strengthening prevention efforts and clinical behavioral inter-
ventions.

Topic 5 centers around Alzheimer event related mining.
Thus, terms like “Memory”, “Schizophrenia”, “Dementia”,
“Alzheimer”, “Short-term”, and “Spiritual” are contained in
the topic. As one of the leading causes of death and one
of the most financially costly diseases, Alzheimer has been
always a worldwide concern. It is estimated that by 2050,
one new case of Alzheimer’s is expected to develop every
33 seconds, resulting in nearly 1 million new cases per year
(Alzheimer’s 2015). Many researchers devote themselves to
Alzheimer’s study using textmining techniques (e.g., Pistono
et al. 2016; Oscar et al. 2017).

Topic 21 containswords like “Child”, “Parent”, “Mother”,
“Caregiver”, “Parental”, “Neonatal”, “Infant”, and “Parent-
ing” and thus discusses Parenting for child and infant.
Parenting or child rearing is the process of promoting and
supporting the physical, emotional, social, and intellectual
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development of a child from infancy to adulthood.5 Rel-
evant researches focus on events such as parenting stress
(Kantrowitz-Gordon et al. 2016), and parenting and disabil-
ity (Fraser and Llewellyn 2015).

Topic 16 focuses on Nursing event mining with terms
like “Nursing”, “Nurse”, “Intimate”, “Delirium”, “Nurse-
patient”, “Abuse”, and “Caregiver”. Relevant studies include
nursing education (Shin et al. 2015), nursing practices (Fey
and Jenkins 2015), professionalism, and ethical dilemmas for
nursing students (Rees et al. 2015; Kim et al. 2015), mental
health nursing (Mårtensson et al. 2014), and the like.

The 40 identified topics are further clustered based on
term-level similarity and document-level similarity to find
latent relations and emerging interdisciplinary fields of these
topics. As can be seen from Fig 9, Topic 18 and Topic 33 as
well as Topic 21 and Topic 38 have high term-level similarity
and are far distant from other topics. From the topic interpre-
tations, Topic 18 andTopic 33 concernwith reading and hear-
ing issues, and both Topic 21 and Topic 38 contain “Child” as
high frequent term. Other topics with less term-level similar-
ity aremapped in themiddle of the dendrogram. For instance,
both Topic 5 and Topic 7 discuss about psychosis issues, and
both Topic 1 and Topic 31 focus on speech issues. In sum-
mary, the dendrogram shown in Fig. 9 clearly presents the
term usage similarity structure of the research topics.

Different from term-level similarity clustering, the goal of
document-level similarity clustering is to describe the inter-
action structure of the research topics. As shown in Fig. 10,
Topic 9 and Topic 16 have a high document-level similar-
ity, meaning that publications with a high topic proportion
of Topic 9 often have a high topic proportion of Topic 16
simultaneously. Document-level measure of topic similarity
has the same meaning of interdisciplinary analysis (Lu and
Wolfram 2012). If two topics frequently appear in the same
publications, there is a big potential to foster a novel inter-
disciplinary research field. Almost all topic pairs have high
term-level similarity but low document-level similarity, such
as Topic 18 and Topic 33, or high document-level similarity
but low term-level similarity, such as Topic 9 and Topic 16.
The differences between term-level similarity and document-
level similarity also reflect the intellectual structure of the
research field in the past decade.

Increasing and decreasing topics are also recognized
through statistic test. We provide brief explanations for some
of the emerging topics. Topic 2 discussesOrgan transplanta-
tion; Topic 13 focuses on the Labour related event; Topic 15
addresses Drug regulatory related event; Topic 22 focuses
on Sexual event mining; Topic 25 addresses Smoking event;
Topic 26 is aboutAging event; Topic 27 centers aroundHeart
disease; and Topic 40 relates with Depression event. As can
be seen from Fig. 11, some topics, such as Topic 1, Topic 5,

5 https://en.wikipedia.org/wiki/Parenting.

and Topic 9, show a trend with relatively sharp fluctuations.
Topic 8 and Topic 14 show an increasing trend before 2014
and a decreasing trend after 2014.

We highlight this study at its improvements comparing
with the existing similar works with the adoption of biblio-
metrics. According to our investigation, some deficiencies of
the existing bibliometric works are found as follows. First,
most relevant studies used eitherWoS or PubMed as the pub-
lication retrieval database for studyingmedical-related topics
(e.g., Khan et al. 2017; Nafade et al. 2018; Baker et al. 2018).
However, the difference in database coverage might lead to
insufficiency of analyzing results when only one of themwas
used. Second, the existing bibliometric studies focusing on
theme discovery seldom included terms in title and abstract
fields as the analysis elements, which might lead to insuffi-
cient analysis. Last but not the least, although in a few studies
such as Yeung et al. (2017), key terms in title and abstract
fields were included for analysis, but with equal importance.
However, it is more reasonable to bestow weighing for terms
from different fields. Therefore, giving the deficiencies in the
existing researches, this study uses both WoS and PubMed
as the publication resource databases. We not only include
key terms extracted from free text by using a self-developed
NLP module, but assign weights based on experiment to
terms fromdifferent fields.We also employ various analyzing
techniques such as geographic visualization, collaboration
degree, social network analysis, and topic modeling analysis
for a more comprehensive analysis.

There are some limitations in this study. First, we treat
journal and conference publications equally important in the
analysis. Generally, the quality of a journal publication is
higher than a conference publication. Therefore, in the future,
we will seek persuasive way to bestow weighing for pub-
lications of different types. Second, citation data available
from WoS have not been employed in the analysis since
PubMed does not provide citation data asWoS. Citation data
are indeed valuable to describe relations between scientific
publications. Thus, further investigation is required to take
citation data into consideration, with an in-depth understand-
ing of the citing rationale. Last but not least, as for topic
cluster analysis, the clustering is based on cosine similar-
ity, and the clustering results might be vulnerable to choices
of similarity measurement method. Therefore, in our future
work, we will conduct comparison on different calculation
methods for further exploration.

Notwithstanding its limitations, this study is the first to
thoroughly assess research output of text mining in medical
research field in statistical perspective. The findings in the
study can potentially benefit relevant researchers, especially
newcomers in understanding the research performance and
recent development of the research field, optimizing research
topic decision, and monitoring new scientific or technologi-
cal activities.
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5 Conclusions

This study presents a bibliometric analysis of the text min-
ing in medical research area during the year 2008–2017. Our
work is the first in-depth study on keeping track of the current
advances in the research area from quantitative perspective.
The result shows that the developed methods are universal
and can help researchers comprehensively understand the
knowledge of a certain field hidden in a large amount of
scientific literature. The rapid growth of scientific literature
reveals the vigorous development of text mining in medical
research in recent years. Collaboration degree analysis and
social network analysis reveal scientific collaboration char-
acteristics. Latent Dirichlet allocation exploration presents
a comprehensive overview and an intellectual structure of
the research, especially research topics. The clustering anal-
ysis and trend analysis can help process the derived topics to
provide an architecture overview of a certain field in more
detail.

For further studies, we will employ the author-topic
model, a probabilistic model for linking authors to observed
words in the scientific literature of the research field. This
will provide a general framework for exploration, discovery,
and query-answering in the context of the relations of author
and topics.
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