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Abstract

The ever-increasing transmitting real-time multimedia applications such as VoIP and video conference through the Internet
require developing routings methods which guarantee quality of service (QoS) according to the needs of these applications.
For these types of applications, a fundamental issue is how to find a feasible path that satisfies multiple constraints. This
problem which is known as multi-constraint QoS routing is an NP-complete one, and many research has been devoted to
solving it. However, there are still many gaps especially in terms of complexity and speed of the algorithms that must be
bridged in order for these methods to be practical. In this regard, in this paper, a novel multi-constraint QoS routing algorithm
based on evolutionary strategies is proposed which is lightweight and finds feasible solutions in a very short time. The main
reason behind these features is due to the proposed inventive gene decoding mechanism that makes the algorithm needless of
any complex evolutionary operators and validation phases. Moreover, a cost function is developed for evaluating the fitness
of the potential solutions, which is so flexible for using for as many constraints as required. Therefore, the algorithm is able
to search the solution space, no matter how big they are, efficiently and quickly. Simulation results on different network
topologies and packet traffics show that our method outperforms competitor algorithms in terms of run time and success ratio,
and it is more reliable in different network and traffic scenarios.

Keywords Evolutionary strategy - Genetic algorithm - Multi-constraint - QoS routing - Computer networks

1 Introduction on demand (VoD), Internet telephone and audio on demand
(AoD) which need satisfying multi-constraints like jitter, cost

Since the Internet is an interwoven network of interconnected ~ and packet loss (Roy and Das 2004; Feng et al. 2014; Martin

networks all around the world, data packets of an applica-
tion may follow different paths to reach their destination.
Nevertheless, due to the fair sharing of Internet resources
such as bandwidth and switch buffers between the packets
of different sessions, the mentioned issue does not violate
the requirements of some applications such as email and file
transfer. However, this shared network cannot sustain real-
time multimedia applications such as video conference, video
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et al. 2014; Jarosalv at al. 2015). There are two main reasons
to prove this claim; first, the end-to-end delivery performance
is not ensured because Internet does not support the resource
reservation; second, data packets may experience unexpected
delays and get to the destination untidily, which is unde-
sirable for real-time applications (Karthikeyan and Baskar
2015; Ahn and Ramakrishna 2002). Therefore, it is neces-
sary for network service providers to ensure QoS routing.
It is worth noting that QoS refers to a set of performance
metrics that must be satisfied for a given requested service,
and QoS routing is finding a path, which fulfills the specified
QoS requirements (Ni 2011). Those mentioned complexities
make the multi-constraint routing problem, an NP-complete
one (Karthikeyan et al. 2013; Alejandro et al. 2015). In this
regard in recent years, many studies have addressed this prob-
lem, among which those using evolutionary algorithms (EAs)
are in the center of attention (Yin et al. 2014; Benlai and Yu
2015; Vasilakos et al. 1998; Li et al. 2012; Zeng et al. 2013;
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Jain and Sharma 2012; Barolli et al. 2002). Generally, there
are too many EAs which can be used to solve NP-complete
problems like ours (Xue et al. 2017; Liu et al. 2016; Gu
and Sheng 2016; Yuan et al. 2017; Rong et al. 2017; Gu
et al. 2016). For example, SABC-GB, an intelligent swarm
algorithm for global optimization problems, is an alternative
of ant bee colony (ABC) algorithm, which fixes its flaws
such as insufficient solution search space and poor exploita-
tion performance by using a novel self-adaptive mechanism
(Xue et al. 2017). Another EA-based method is presented in
Dengetal. (2017a,b), in which an improved adaptive particle
swarm optimization (PSO) is used to solve a multi-objective
optimization problem. This algorithm is based on making
full use of the advantages of alpha-stable distribution and
dynamic fractional calculus. The dynamic fractional calculus
is used to reflect the trajectory information of particle updat-
ing in order to improve the convergence speed. On the other
side, the alpha-stable distribution theory is used to replace the
uniform distribution in order to escape from the local minima
in a certain probability and improve the global search ability.
Therefore, this method could improve the convergence time
and search ability of PSO simultaneously and as a result could
solve the desired problem more efficiently. Another interest-
ing algorithm named MGACACO is proposed by Deng et
al. in which the authors introduced the chaotic optimization
method, multi-population collaborative strategy and adap-
tive control parameters into genetic algorithm (GA) and ant
colony optimization (ACO) in order to overcome the defi-
ciencies of weak local search ability in GA and slow global
convergence speed in ACO in solving complex optimiza-
tion problems (Deng et al. 2017b). The proposed algorithm
makes use of the exploration capability of GA and stochas-
tic capability of ACO algorithm to search the search spaces
of optimization problems faster and more accurately, and
without falling into the local extremum. Other examples are
TS-NSGA-II, a time and space optimized NSGA-II algo-
rithm (Liu et al. 2016), and PD-LBP, a decentralized belief
propagation-based method which reduces the search space
of the given optimization problem and enables belief propa-
gation to be operated in parallel (Kong et al. 2016).

The most important step to solve the problem of this paper
by using EAs is to determine which one is more appropriate
and most fit for the problem. To this end, we should consider
the requirements of our problem, i.e., routing or finding a
feasible path from a given source to a determined destination
in a large network. The main goal of all routing algorithms
is selecting a path adaptively, intelligently and flexibly. Most
existing EAs have fundamental shortcomings to solve this
problem which can be mainly classified into the four follow-
ing categories:

e considering only a single constraint instead of real mul-
tiple QoS constraints
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e requiring to generate some sorts of tree graphs of the net-
work which is not practical for real-time large networks

e exploiting complex evolutionary operators which imposes
a major time and computational overhead

e requiring extra steps to validate and correct invalid indi-
viduals produced at the end of each stage

To tackle the mentioned challenges, among all existing EAs,
evolutionary strategy (ES) is selected. ES, the approach of
derivative-free hill climbing in complex search spaces to
maximize a fitness function, has many advantages over its
alternatives some of which are discussed below. While it is
claimed by some researchers that linear convergence is the
best one that can be achieved by EAs (Voigt et al. 1995), the
authors in Back et al. (1993) have shown that ESs are able to
achieve this convergence order. In addition to a linear order
of convergence which assures a sufficiently large velocity,
the property of global convergence is the second important
requirement for any global optimization algorithm. By global
optimization, we mean “given unlimited time, the algorithm
has to find a globally optimal solution with probability one”
(Zhangetal. 2016). In Rudolph (1994), itis demonstrated that
ESs globally converge with probability one. Another advan-
tage of ESs is that they certainly benefit from a larger degree
of freedom by working with n different self-adaptive stan-
dard deviations per individual in contrast to a single mutation
rate in some of its alternatives such as GAs, which is prede-
fined and is constant over the complete evolution process
(Béck 1995). The most important advantage of ESs that we
exploited well in our approach is that in contrast to its other
alternatives such as GAs, recombination in ESs is a more flex-
ible operator, incorporating 2 to u parents for the creation of
a single descendant (Salimans et al. 2017; Bick 1995).

The main feature of the proposed algorithm is its mode
of gene decoding of chromosomes that makes it needless to
use complex evolutionary operators and extra phases such
as checking and repairing. These capabilities result in fast
convergence of the algorithm and a reduction in the run time.
The main contributions of the paper can be summarized as
follows:

— Developing a routing algorithm based on EAs which
satisfies multimedia application’s constraints while pre-
serving functionality and simplicity

— Presenting a novel gene decoding mechanism which
avoids loop existence in the paths and markedly reduces
the complexity of evolutionary operators

— The flexible fitness function of the algorithm is designed
so that the QoS constraints can be simply extended to
any number of parameters and be used to optimize larger
targets and problems

— The algorithm converges into a feasible path in a very
short time
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The performance of the algorithm is analyzed and compared
with those of some other successful methods. The rest of this
paper is organized as follows. Next section reviews some
recent related contributions to the field. In Sect. 3, the pro-
posed algorithm is described and an example is presented
to illustrate it. The simulation results are offered in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Related works

In recent years, researchers have proposed many QoS rout-
ing algorithms. In this section, we review some of them and
discuss their advantages and drawbacks.

The authors in Jain and Sharma (2012) have proposed
a multi-objective multicast routing GA which is based on
topological assisted tree structured encoding. In order to
form the initial chromosomes, this approach generates a
combination of random routes from the multicast group des-
tination nodes to the source node. This method has two
main drawbacks which reduce its effectiveness to be con-
sidered as a favorable routing algorithm; first, to form its
initial population, it uses a complex and costly process, and
second, to guarantee the feasibility and validity of the chro-
mosomes at the end of each generation, it uses complex
genetic operators which impose extra time and computation
overhead.

Another GA-based multi-constrained QoS multicast rout-
ing method is proposed in Yena et al. (2011). In order to
decrease the search space, this method applies a mechanism
named flooding-limited which eliminates the probability
of selecting undesirable nodes and links. Although this
approach saves time by the proposed search space shrinkage
method, it still suffers from two shortcomings. The imprecise
fitness function used in the algorithm deteriorates the quality
of the generated routs. Moreover, its heavy reliance on the
values of the genetic operators undermines its performance
in different scenarios.

Chitra and Subbaraj (2012) proposed a method called
NSGA, which uses an elitist multi-objective EA to solve
the dynamic shortest path routing problem in computer net-
works. Since their proposed method uses a priority-based
encoding scheme to produce initial population, it overcomes
some of the challenges mentioned about the previous algo-
rithms, but it still lasts too many generations to converge into
a feasible solution. Munetomo et al. (1998) proposed a QoS
routing algorithm based on GA, in which the genes order
in chromosomes is the same as the order of their respective
nodes in the path (Feng et al. 2014). This algorithm like most
other GAs starts with a random initial population and gener-
ates next generations by applying crossover and mutation. It
uses ordinary single point crossover but a different mutation
mechanism. This algorithm is not appropriate for QoS rout-

ing, since it considers only a single constraint (which is delay
time) to determine feasible routes. Moreover, the network
may be overloaded due to many delay query packets gener-
ated in the algorithm. The main weakness of this method is its
complex crossover operator that sometimes generates paths
with loops, which in turn necessitate an extra step to check
and repair unwanted chromosomes. Therefore in general, this
algorithm is too costly.

In order to overcome the mentioned problems in the above
algorithms, an algorithm called ARGA Barolli et al. (2004)
is proposed that fixes the size of chromosomes by employ-
ing a novel gene coding method. In ARGA, network and
chromosome genes are described as tree and tree junction,
respectively, and as a result, the method guarantees loop-
free paths. By eliminating extra check and repair phases for
invalid chromosomes, this algorithm performs better than the
previous ones, but still uses a single constraint (delay time)
to determine QoS routes.

‘While none of the above algorithms is able to handle more
than one constraint, QoS routing requires considering multi-
constraints. Therefore, another algorithm named ARGAQ
Barolli et al. (2004) was proposed to upgrade the previous
ones. To address more than one constraint, in this method,
the relation of two constraints [delay time and transmission
success ratio (TSR)] is used. Both ARGA and ARGAQ are
the same in all steps, but in fitness function computing. How-
ever, the path-selecting criterion adopted in the latter is much
superior to the previous ones, although it is still an approxi-
mation of QoS routing.

Leela et al. (2011) developed a GA-based algorithm,
which directly considers constraints in calculating routs
which satisfies given QoS. In fact, the authors proposed a
method called Multi-constraint QoS Unicast Routing Using
GA (MURUGA), which satisfies the requirements of multi-
media applications. The main drawback of this algorithm is
that it requires validation and repair phases for the generated
individuals at the end of generations. This issue results in a
considerable time and cost overhead.

Ting and Zhu (2013) have resolved the previous method’s
drawback by proposing a gene structure (GS) for encoding
the MCR problem and presenting GSA algorithm to generate
the GS. By using this technique, they guarantee that there
would be no invalid chromosome in the population. As far
as known to the authors, this method is the most efficient
algorithm presented to solve our problem in terms of quality
of the solutions and run time. Therefore, its results are taken
as the most important criterion to evaluate the efficiency of
our proposed method in the experiments.

In Liu et al. (2015), the authors proposed a multi-
constrained routing scheme named MFA-RA using mean
field annealing which exploits a set of deterministic equa-
tions to replace the stochastic process in simulated annealing
(SA). The simulation results show that their proposed algo-
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rithm has a fast convergence rate and can effectively escape
the local optimum in comparison with some evolutionary-
based competitors. Although MFA-RA reaches equilibrium
at each temperature much faster than SA, it still needs many
computations to calculate MFA equations and its updating.
Moreover, according to the results presented in the paper the
success ratio of the proposed algorithm is not well satisfying.

Bilbao et al. have applied the coral reefs optimiza-
tion (CRO) and the Firey algorithm, two of the latest
bio-inspired meta-heuristic techniques, to solve multiply-
constraint network routing. Results obtained from Monte
Carlo simulations over synthetic network instances show that
the performance of these two algorithms is comparable in
terms of convergence speed and statistical significance. How-
ever, their performance against other competitors is under
question.

In Abdullah et al. (2017), another GA-based multi-
constraint routing algorithm named IRAGA is proposed
in which by applying a novel crossover-refining operation
genetic variety of the chromosomes is increased and the
ability of searching is improved. Although the rate of con-
vergence between the chromosomes is increased, due to its
the weak exploitation, the quality of the generated solutions
by this algorithm is not satisfying.

Recently, energy is raised as an important constraint for
QoS routing in the networks, especially in wireless ones.
As an example in this regard, an ant colony optimization
(ACO)-based solution for QoS-aware energy efficient rout-
ing is presented in Zaheeruddin et al. (2017). More clearly,
the authors have extended two algorithms based on metaphor
of swarm intelligence for finding an energy efficient routing
tree satisfying the QoS guarantees. The main feature of their
algorithm is that it does not increase the number of forward-
ing nodes in the routing tree which negatively impacts the
QoS in terms of propagation delay, delay jitter, packet loss,
etc. However, the power optimization does not exactly lie in
the scope of this paper and it is presented to introduce the
future trend of the subject.

Having discussed the above methods, the current paper
intends to resolve some of their shortcomings, dealing with
multi-constraints, removing additional stages, accelerating
the convergence and being useful for a wide range of network
sizes without losing the appropriateness of performance.

3 The proposed method

In this section, our proposed algorithm is described. First of
all, it is necessary to explain the underlying network. In order
to model the network, an undirected graph is used. This graph
is denoted by G (N, E, e) in which N, E and e represent the
set of nodes (vertices), set of links (edges) and constraints’
matrix of the network, respectively.
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Before describing the proposed algorithm, clarifying
applied parameters and considerations is essential:

e Chromosome is a loop-free path from a given source to a
given destination each gene of a chromosome represents
a node of graph

e Population consists of a determined number of different
chromosomes, and this number is highly dependent on
the graph structure

e Fitness function evaluates the feasibility of a chromo-
some to see whether it satisfies the QoS constraints as
well as determining its rank among other members of the
population

The steps of the proposed algorithm are as follows:

— Generate the initial population, take some random paths
from the source to the destination

— Evaluate the fitness of each chromosome using the pro-
posed fitness function

— Sort the population individuals based on the values
obtained in the previous steps

— Stop the algorithm whenever the first rank individual’s
fitness becomes less than 1, otherwise go to the next step

— Generate a new population using ES operator

— Continue the algorithm until the stopping criterion is met

3.1 General overview of the proposed algorithm

The proposed algorithm uses an inventive heuristic mech-
anism for gene coding. This method not only avoids loop
existence in the paths, but also remarkably reduces the com-
plexity of evolutionary operators. These advantages let the
algorithm to be converged into a feasible path in a very short
time. Our proposed fitness function decides whether a path is
feasible or not. If it is not, it assigns a cost to its correspond-
ing chromosome. In order to produce the next generation and
reach into more fit individuals, an ES is used. In this algo-
rithm, unlike GA, no crossover operator is applied and only
mutation operator is used to evolve the population. More
specifically, pu parents will be selected based on their fit-
ness value and then they produce A offspring. Only the top
w of A offspring and p parents are permitted to stay alive
and enter the next generation. Using this kind of evolution-
ary

operation, i.e., mutation, efficiently helps in substituting
the unfavorable paths with more new appropriate paths which
satisfy the desired requirements of a given application. The
main feature of the proposed method, which is due to its par-
ticular gene decoding mechanism, is verified through some
simulation experiments. The flowchart of the proposed algo-
rithm is shown in Fig. 1.
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Fig.1 Flowchart of the proposed algorithm

3.2 The algorithm'’s procedure

In this subsection, we will explain the steps of the proposed
algorithm in detail, which is also briefly presented in Algo-
rithm 1. Generally, it has 7 steps described separately in the
following:

Step 1: Gene Coding and Chromosome Structure; suppos-
ing that the number of network’s nodes is N, the length of
chromosomes would be N — 1. This means that the length of
all chromosomes is fixed and equal. This property simplifies
the algorithm and its implementation. Each gene includes a
number between 1 and N — 1. These numbers do not have any

direct relation to real paths from the source to the destination.
In fact, these numbers will be mapped into a feasible path
using a heuristic mapping function. This mechanism avoids
loops (i.e., chromosomes with duplicate genes) or generation
of any invalid individuals in the population. Therefore, there
is no need to use extra phases for validation and repairing
unacceptable solutions.

Step 2: Generating the Initial Population; as mentioned in
the previous step, chromosome

Algorithm 1 The proposed algorithm

1: Set chromosomes length equal to (N-1).
2:Generate chromosomes (C) with random genes
value between [i =1 to N-1].

3:for j=1to Cdo

4:  Set the source node as the first node.

5:  Determine selected node's neighbors (rnm)

6: Determine next node index by [(gene value)
mod (nm)]

7: Repeat 5 & 6 until reaching into the
destination node.

8: if Didn't touch the destination node then

9: Starting from the last gene.

10:  if There would be no path to the destination

then
11: Decrement i and Select the next node.
12:  endif
13: end if
14: end for
15: Evaluate the decoded paths using the fittness
function.

16: Generate a new population by mutating.

17: Repeat 15 for the new population.

18:if The algorithm reached into a feasible
solution then

19:  Return the feasible path as the solution.

20:else if Generation number exceed the stop
criterion then

21:  Exit and return no feasible solution.

22: end if

genes can get a number between 1 and the number of nodes
— 1. To produce the initial population, a number in the
mentioned range will be assigned to each chromosome. In
other words, the initial population consists of a number of
chromosomes with equal number of genes, which are gen-
erated randomly. These chromosomes do not represent real
routes and must be translated into some potential paths using
the decoding mechanism which is explained in the next
step.

Step 3: Chromosome to Path Conversion: the main step in
every evolutionary algorithm is how to design a feasible solu-
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tion structure (in our case, chromosome structure) so that it
contains all parameters of the given problem. To this end,
two different approaches can be exploited: direct approach
and indirect approach. In the former which is used by most
algorithms, all optimization parameters of the problem are
directly included in the potential solutions. The main draw-
back of these types of representation is that the order of genes
may be disturbed in the evolving phases, and as a result,
infeasible solutions would be generated. In this situation,
using heuristic genetic operator mechanisms which ensure
the feasibility of solutions is inevitable. These types of mech-
anisms not only complicate the algorithm’s components, but
also add an additional stage for non-randomly generating
the initial population. In indirect approach, a string of genes
which do not have any direct information about the problem’s
parameters forms the chromosome structure and then turns
into a feasible solution using a decoding function. Therefore,
there is no need for any repair phases to correct invalid chro-
mosomes, and crossover and mutation operators would be
simplified. In this paper, the indirect approach is adopted;
thus, a special decoding function which is customized for
our problem is presented. By adopting this approach, actu-
ally we try to separate the search space and the solution space
in our problem to improve the performance. The motivation
for applying this approach is that our QoS routing problem is
a constrained optimization problem—not only our proposed
ES algorithm should generate one or more real paths satis-
fying the QoS parameters in a short time, it is also forced
to allow only such paths to be generated which are feasible.
This step decodes the individuals into some potential paths
from the source to the destination and has six stages, which
are explained bellow:

1. The source node is always the first node, and the follow-
ing algorithm is run for the ith node.

2. The adjacent nodes of the current node which have a
way to the destination and are not traversed yet are deter-
mined, and their numbers are saved in nm.

3. The remainder resulted from dividing the ith gene’s con-
tent by nm specifies the next elected node.

4. Stages 2 and 3 are repeated until all genes are investi-
gated, or until there is no adjacent node to check or until
the destination node is obtained.

5. If the algorithm does not reach the destination node by
the end of the previous stage, this chromosome goes to
the correction stage.

6. In the correction stage, the procedure is started from the
last gene and if there is no path to the destination, i is
decremented and the next node will be selected. Then,
the algorithm will be repeated from stage 3.

By the end of this step, we obtained real potential paths,
which can be evaluated using the fitness function.
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Step 4: Computing Fitness Values; the proposed algorithm
can tackle problems with graph links having two or more
attributes. However, in this paper, we investigated a two-
attribute one. Clearly, in order to satisfy the QoS require-
ments, two constraints are considered: cost and delay. Due
to the flexible fitness function of the algorithm, they can be
simply extended to more constraints and be used to optimize
larger targets and problems. The associated attributes to each
link are represented by Crink ;; (for the cost of a link between
nodes i and j) and Dyjng;; (for the delay imposed by a link
between nodes i and j). The delay and cost of a path from
source to destination are the sum of costs and delays of the
constitutive links of that path which is presented mathemat-
ically in Eq. (1):

N
Cpatn = _, C (Link;) ey
i=1

Cpath is the sum of the values of a constraint through the
path; Link; and N represent the ith link and total number of
links in the path, respectively. The fitness function is defined
so that can fulfill the parameters of a QoS application for
every path and distinguish whether the path has the capa-
bility of transmitting the application’s packets or not. For
instance, if the maximum permissible delay for voice trans-
mitting application is 150 ms and the sum of links’ delays are
more than 150ms, it means that the path is not appropriate
for the application. Therefore, we can simply conclude that if
the relation of path’s attribute and its maximum permissible
value for an application is more than 1, that path is not fea-
sible for that application. In this regard, Eq. (2) is calculated
for each attribute:

Cpath

Ratio (C) = m

2

Per (C) and Ratio (C) are maximum permissible value
and the relation of path’s attribute to that, respectively. If the
number of QoS constraints is more than 1, this calculation
must be repeated for each of them. If all ratios are less than 1,
the path is feasible and acceptable for the respected applica-
tion. In this condition, the algorithm terminates and presents
the feasible chromosome as the solution.

If there is no feasible chromosome in a generation, it
will be checked whether the generation number exceeds the
allowable limit or not. If so, the algorithm terminates and
notifies that no feasible path is found. Otherwise, the algo-
rithm sorts the chromosomes based on their fitness. The
product of the mentioned ratios for all constraints should
fit the chromosomes and therefore their order in the sorted
population. The justification for multiplication is that the
importance of all constraints is identical and their impact
on the total fitness must also be the same. The lesser the
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amount of product, the better the chromosome. This fact is
represented mathematically in Eq. (3):

m
FF = [ [ Ratio (i) 3)
i=1

FF is the chromosome’s total fitness, m is the number of
constraints (which is 2 here), and C;,, represents the ith
constraints value.

Step 5: Evolving the Population, as mentioned before, in this
paper, producing the next generation is done using ES. In this
method, the main phase of GAs, i.e., crossover, is omitted,
and the reason is that this algorithm does not well benefit
from crossover operator. Since the genes are some random
numbers which are not the real graph nodes, crossing over
the chromosomes is nothing but mutating them. Therefore,
implementing the crossover operator only imposes an over-
head to the algorithm and mutation operator can thoroughly
cover its function. Hence, to generate a new population, some
randomly selected genes of individuals are mutated. More
precisely, ;o parents will be selected based on their fitness
value and then they produce A offspring. Only the top p of
A offspring and w parents are permitted to live and enter the
next generation.

Step 6: Re-computing the Fitness Values, indeed, this step is
the repetition of step 4, to generate new population.

Step 7: Checking the Stopping Criterion; two terms are con-
sidered as the algorithm’s termination condition; reaching
into a feasible solution or exceeding from the maximum num-
ber of generations. In the latter, the algorithm exits and returns
no feasible solution.

3.3 Sample graph

In this subsection, the proposed algorithm is exemplified
using a typical graph with 8 nodes which is depicted in
Fig. 2. As mentioned before, two constraints are used to fulfill
the QoS requirements: delay and cost. The links’ attributes
are also shown in Fig. 2. The evaluation of the feasibility
of source to destination paths is carried out by using these
attributes. In this example, nodes 1 and 8 are supposed as
source and destination nodes, respectively.

In addition, a multimedia application is intended to be
transferred which tolerates uttermost 50 units for both delay
and cost constraints. Now, the connectivity matrix of the
graph must be generated. If there exists a link between two
nodes, the corresponding row and column element is set to
1, otherwise to 0. The corresponding connectivity matrix of
Fig. 2 is depicted in Fig. 3.

This matrix will be used in step 3 of the algorithm, acquir-
ing all possible paths from a node to the destination.

(15,18)

(15,10)

Fig.2 An 8 node network graph with links’ attributes

1 2 3 45 6 7 8
170 1.1 0 1 0 0 07
211 0 0 1. 1. 0 0 O
311 0 0 0 1 1 1 O
410 1 0 0 1 0 0 1
511111 0 0 0 1
60 01 0 0 0 1 O
710 0 1 0 O 1 0 1
slo o o110 1 o
Fig.3 Connectivity matrix of the figure
Table 1 Randomly generated I 1 2 3 45 6 7
chromosomes for the sample
graph of Fig. 2 Value 3 4 2 2 5 4 1

Our sample graph has 8 nodes, so each chromosome will
have 7 genes. The individuals of the initial population are
generated randomly. We suppose one of them is as Table 1.

For the first gene, i.e., i = 1, the gene value is equal to 3
and the adjacent nodes are 2, 3, 5. So the variable nm is set to
3 (i.e., the number of adjacent nodes). The modulus resulted
from dividing 3 by 3 is 0. It means that the node index is 0,
and node 2 will be chosen. If one continues this procedure for
other nodes, the following path will be obtained. The steps
of this computation are summarized in Table 2.

1-2—-4—-5—-3—->7—-6—>X @)

This chromosome does not bring us to the destination,
so the correction stage of step 3 must be run. This chromo-
some must be recovered from the 6th gene (i = 6). The
formerly mentioned procedure is repeated, and the results
are presented in Table 3.

Now, we have the following acceptable path:

l1-2—->4—->5->3->7—->28 @)
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Table2 Chromosome to path conversion for our typical example

Table4 Chromosome to path conversion after the mutation

i Gene value Selected node’s Path index ~ Chosen path i Gene value Selected node’s Path index ~ Chosen path
neighbors neighbors

1 3 {2,3,5} 3mod3=0 2 1 3 {2,3,5} 3mod3=0 2

2 4 {4,5} 4mod2=0 4 2 4 {4,5} 4mod2=0 4

3 2 {5,8} 2mod2=0 5 3 3 {5.8} 3mod2=1

4 2 {3.,8} 2mod2=0 3 4 2 Exit

5 5 {6,7} Smod2=1 7 5 5

6 4 {6,8} 4mod2=0 6 6 4

7 1 X 7 1

Table 3 Chromosome to path conversion for our typical example after
correction

i Gene value  Selected node’s Path index =~ Chosen path
neighbors

1 3 {2,3,5} 3mod3=0 2

2 4 {4.5} 4mod2=0 4

32 {5,8} 2mod2=0 5

4 2 {3.8} 2mod2=0 3

5 5 {6,7} Smod2=1 7

6 4 {6,8} Next 8

7 1 Exit

Repeating this procedure for all chromosomes of the popu-
lation leads the algorithm to some real routes from the source
to the destination. Fitness of these paths can be obtained by
running step 4. Here, we compute the fitness value for our
example path:

Cdelay = 86 = Ratio (delay) = 1.72
Ceost = 102 = Ration (cost) = 2.04 (6)

These numbers indicate that neither delay nor cost of the
application is satisfied by this path. Let this chromosome be
selected for the next generation and suppose a mutation is
occurred on its third gene as bellow:

Mutation

gene(3) =2 = 3 (7

Now, the chromosome is converted to another one which
directs the packets to the destination through a shorter path.
The procedure of converting this chromosome into a solution
is presented in Table 4.

Computing the fitness function for the new path (i.e., 1 —
2 — 4 — 8) results in the following numbers:

Cdelay = 44 = Ratio (delay) = 0.88
Cecost = 44 = Ration (cost) = 0.88 )

@ Springer

Both constraints’ values are less than 1 which means that
this path is feasible for the given application. The mutation
process is depicted in Fig. 4.

3.4 The proposed method’s properties

In the ES that we have developed in our proposed method,
no crossover operator is applied and only mutation opera-
tor is used to evolve the population. This helped us to skip
implementing time-consuming procedure of recombination
whose consequence is nothing but another way of mutation.
In other words, since chromosomes’ genes contain integers
that do not have any direct relationship with real path nodes’
numbers, and they will be converted into real path nodes’
numbers using our customized decoding mechanism, recom-
bining a chromosome with another one results in producing
two new chromosomes which are actually the mutated ver-
sion of their parents. In fact, they do not inherit the traits
of their parents because their changed genes are not really
changed path nodes’ numbers but they may or not be con-
verted into another corresponding nodes’ numbers in the
decoding phase. Therefore, by choosing ES, we have bene-
fited the mentioned features and consequently decreased the
complexity of the algorithm and increased the convergence
speed.

The main properties of the proposed method can be summa-
rized as the following:

(a) The time complexity of the algorithm is not considerable.
It is due to our simple fitness function and using one
evolutionary operator (i.e., mutation).

(b) The proposed fitness function is so flexible that can tackle
any number of constraints, without any major change in
the algorithm.

(c) The chromosome’s lengths are fixed and equal.

(d) There is no need for any validation phase to check the
existence of loops or invalid chromosomes.
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Fig.4 Offspring generated after applying mutation operator

4 Simulation results

In order to compare the proposed algorithm with five other
successful algorithms, ARGA (Barolli et al. 2003), ARGAQ
(Barolli et al. 2004), MURUGA (Leela et al. 2011) and the
state of the art TING (Ting and Zhu 2013) and MFA-RA (Liu
etal. 2015), some simulations were done and their results are
presented in this section. The simulations of all experiment
scenarios were implemented in MATLAB environment on a
personal computer with 2 GB of RAM and 2.60 GHz Core 2
Duo Intel CPU.

In our experiments, we generated all graphs using Wax-
man random network (Waxman 1998). The main feature
of this network generator is that it distributes the nodes of
the network uniformly and generates links based on some
probabilities. The distances between nodes determine these
probabilities. Description about this network generator is out
of the scope of this section, and one can find the detailed
information about it at Waxman (1998). In our simulations,
we assumed the Waxman parametersasae = 0.2and 8 = 0.1.
Our multi-constraint routing problems are subjected to two
QoS metrics: TD (transmission delay) and TSR (transmis-
sion success ratio), which hereafter will be referred to as
by d and r, respectively. For being consistent with one of
our main references, d and r are randomly chosen in a uni-
form distribution [0, 100] and [0, 1], respectively (Ting and
Zhu 2013). Moreover, the source and destination nodes are
taken randomly, and the constraints (d and ) of each routing
demand are selected in a uniform distribution [200, 400] and
[0.5, 1], respectively.

In this section, three different experiments are presented
to prove the efficiency of the proposed method. The size of
all network graphs in our simulations was taken 20 nodes.
In order to perform fair comparison between the mentioned
algorithms, according to TING, the population size of all
algorithms was taken equal to the number of graph size.

In this experiment, the elitism of the chromosome with
rank 1 in the population is evaluated. Based on the value
returned by fitness function, each chromosome obtains a

' d
AR, ¢
As
(\JPAe
4

grade, which will be used to rank it among other popu-
lation members. The chromosome with the lowest cost is
considered as the best individual and seizes the first rank. The
second finest one holds the second rank and so on. The solu-
tions of all algorithms are compared with the results obtained
by H_MCOP algorithm (Kormza and Krunz 2001), which is
taken as a criterion. It must be noted that H_ MCOP is an
approximation algorithm that offers a non-optimal solution
to the MCP problems which are otherwise NP-complete for
an optimal solution algorithm. H_MCOP’s major aspect is
that it shortcuts some of complexities using heuristics. The
results of this comparison are shown in Fig. 5.

According to this figure, the proposed algorithm outper-
forms the others so that ours reached a feasible path at
generation 4, whereas TING and MURUGA both found a
solution by getting to generation 5, ARGAQ took 9 gener-
ations to reach a feasible route and ARGA needs too many
generations out of the range. Therefore, it can be concluded
that the proposed algorithm has better convergence perfor-
mance in comparison with others, especially ARGA and
ARGAQ. Regarding the simulation results, the number of
generations needed to reach a feasible solution in our algo-
rithm is averagely 3.65 and 9.94 times less than those of
ARGAQ and ARGA, respectively. It should be noted that
since MFA-RA is a single solution algorithm it could not
take part in this experiment.

In order to prove the reliability and significance of our
proposed method in all simulation runs, we repeated the pre-
vious experiment for 20 runs; each run generates a Waxman
network with 20 nodes and the fitness of the chromosome
with rank 1 in all algorithms is returned. The box-plot of
the results is illustrated in Fig. 6. It should be noted that in
order to perform a fair comparison, all algorithms are imple-
mented in the same programming language and run on the
same computer, and finally the same scenarios in terms of
network size, topology, link attributes and traffic patterns are
considered for all algorithms comparison.

As can be seen from the figure, it can be inferred that not
only the results generated by the proposed method are always
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Fig.5 Fitness value of the 70
chromosome with rank 1 versus i\
generation number
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superior to others, but also its reliability, i.e., the difference
between the worst and the best results, is situated closely in
a narrow box. However, those of ARGAQ are disturbed in
a wide range from about 9 to 12. The results produced by
ARGA are not presented in the figure since they are highly
out of range.

Having set the maximum number of generations to 10 and
run the simulation 20 times, we examined the success ratio
(SR) of our algorithm to find a feasible path in a 20-node net-
work. In fact, we measured the success ratio of our proposed
method for a number of routing demands. SR is defined as
dividing the number of founded feasible paths by the number
of all routing demands. Here again, the number of popula-
tion individuals is taken as many times as the number of
graph nodes. It is clear that an algorithm is said to have bet-
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ter performance when having a higher SR. The results of this
experiment were compared with that of Ting and Zhu (2013)
and are shown as a diagram in Fig. 7.

This figure shows that our algorithm outperforms oth-
ers, especially it has much better success ratio than ARGA,
ARGAQ and MFA-RA. Regarding the simulation results, the
success ratio of the proposed algorithm is averagely 1.56%
better than those of MURUGA and TING, and itis 1.02, 1.07
and 2.15 times more successful than MFA-RA, ARGA and
ARGAQ), respectively.

For the next experiment, different sizes of networks were
studied. The number of nodes was changed from 20 to 50.
Again, the number of population individuals was taken as
equal as the number of the graph nodes. The simulations
repeated 500 times for each graph size with different ran-
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dom networks. Finally, the maximum number of generations
was considered 10. Since the number of generations does not
necessarily indicate high speed of an algorithm, another cri-
terion must be observed. A given algorithm in comparison
with another might require more genetic steps and operations
which are complex and time-consuming. Therefore, measur-
ing the execution time of the algorithms is a more reliable
criterion for comparing their performance. The first objec-
tive of this experiment was evaluating the computation time
needed to find a feasible path by the algorithms. The result of
this experiment is shown in Fig. 8. It should be noted that in
order to perform a fair comparison, all algorithms are imple-
mented in the same programming language and run on the
same computer, and finally the same scenarios in terms of

Graph Size (Nodes)

network size, topology, link attributes and traffic patterns are
considered for all algorithms comparison.
As can be seen from this figure, the proposed algorithm per-
forms much better in terms of execution time. Moreover, our
algorithm shows a scalable behavior in various graph sizes.
The main reason for the superiority of the proposed method
is that it does not use time-consuming

evolutionary operators, and furthermore, it does not
include any repairing stages. Nevertheless, the other algo-
rithms, except TING and MFA-RA, check the validity of
chromosomes’ genes at the end of each generation which
imposes a considerable time overhead. The main reason
which makes the MFA-RA algorithm a time-consuming one
is that it needs many computations to calculate MFA equa-
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Fig.9 Average run time to find
a feasible solution by the
algorithms
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Table 5 Mann—-Whitney U test Routing algorithms

Mann—Whiney (p value)

Generation number

Success ratio Average execution

time
Proposed algorithm versus ARGA 0.0265 0.0234 0.0155
Proposed algorithm versus ARGAQ 0.0389 0.0006 0.0264
Proposed algorithm versus MURUGA 0.0466 0.0168 0.0083
Proposed algorithm versus TING 0.0065 0.0081 0.0300
Proposed algorithm versus MFA-RA 0.0284 0.0396 0.0131

tions and its updating in each temperature. Moreover, by
increasing the size of graph, the time needed to perform their
calculations actually grows. Numerically, ours is 2.6, 11.3,
390, 868 and 922 times faster than TING, MURUGA, MFA -
RA, ARGAQ and ARGA, respectively.

Since one might claim that comparing the execution time
of the algorithms for a fixed number of generations is not fair,
another experiment has been designed to evaluate the run
time of the algorithms to find a feasible path in the network.
The scenario of this experiment is the same as the previous
one. The results of this experiment are presented in Fig. 9.

From Fig. 9, it can be seen that the proposed method
always takes the least time to find a feasible path when com-
pared to its competitor algorithms. The following reasons
justify the trend in this figure: ARGA takes much more time
because the check condition is invoked each time to vali-
date the genes (partial routes). When the number of nodes
increases, the connectivity matrix increases which results in
an increase in search time and validation time. ARGAQ takes
more time to generate the tree with all possible paths. As
the network size in ARGAQ increases, the solution space
increases which in turn results in an increase in search time.
However, in MURUGA, the gene structure is generated with-
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out identifying all possible paths, resulting in reduced search
time. The proposed method which is needles of any repair
phases and also uses lightweight decoding mechanism as
well as exploiting only the mutation operator has the lowest
run time. Thus, simulation results show that the proposed
method is strongly faster than the compared methods.

In order to make sure the differences in performance of the
compared algorithms observed in the results are not occurred
due to random chance with the samples available, Mann—
Whitney—Wilcoxon test is applied. This nonparametric test
also known as rank-sum test (Wilcoxon 1945) is chosen
because it does not make any particular assumptions about
the distribution of the result, avoiding the need to verify the
data conform to the test assumption. Another benefit of using
the rank-sum test is that the statistics generated from this test
can be used to perform scientific significant test. Since in
Mann—Whitney test, two samples are compared at one time,
all algorithms are compared pairwise with their results sum-
marized in Table 5. According to this table, it can be inferred
that the proposed approach is statistically significant at the
95% confidence level.

Another important point which should be addressed is
that by increasing the size of the network, i.e., the number
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of nodes and links, it is obvious that the average number
of every node’s immediate neighbors will be increased too.
As a result, numerous neighbor selection options increases
the complexity of deciding which node should be the sub-
sequent hop of the route. Such a complexity varies from
one network topology to another. For example, for a struc-
tured peer-to-peer network every node has at least O (log N)
outgoing nodes or links (Chun et al. 2005). Complexity anal-
ysis of the proposed algorithm without having those of other
comparative algorithms is not effective. However, it should
be noted that since most of those algorithms are GA-based,
none of them exploits any direct neighbor selection mecha-
nism and the sequence of the path’s nodes is changed only
based on evolutionary operators. Therefore, the main rea-
son, which increases the time and space complexity of these
algorithms, is their checking and repairing phases as well as
genetic operators.

5 Conclusion

Real-time multimedia applications usage is growing widely.
However, solving the problem of finding a path in real net-
works which satisfies the QoS requirements of the application
is so challenging that has motivated many researchers to
develop new routing algorithms. Recently, EAs are widely
used to tackle the problem. However, existing evolutionary
methods have three main drawbacks, since they mostly con-
sider a single constraint instead of multi-constraints, they in
a way use complex evolutionary operators which increases
the algorithm run time and require extra steps to correct the
invalid individuals at every stage of the algorithm. In this
paper, a multi-constraints QoS routing algorithm is devel-
oped based on ES, which finds feasible solutions very fast.
The main reason behind this convergence speed is its novel
gene decoding mechanism. To prove the efficiency of the pro-
posed algorithm, it has been simulated and compared with
some successful methods. The results show that our algo-
rithm outperforms the other two, in terms of algorithm run
time and success ratio. More precisely, it is averagely 2.6
and 11.3 times faster than our two-best compared algorithms
and its success ratio is much better than all other compared
algorithms. In the future, we intend to extend the compari-
son metrics, such as dynamic adaptability degree (DAD), to
prove the proposed method’s efficiency as much as possible.
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