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Abstract
The consistent and efficient method for the identification of biometrics is the iris recognition in view of the fact that it has

richness in texture information. A good number of features performed in the past are built on handcrafted features. The

proposed method is based on the feed-forward architecture and uses k-means clustering algorithm for the iris patterns

classification. In this paper, segmentation of iris is performed using the circular Hough transform that realizes the iris

boundaries in the eye and isolates the region of iris with no eyelashes and other constrictions. Moreover, Daugman’s rubber

sheet model is used to transform the resultant iris portion into polar coordinates in the process of normalization. A unique

iris code is generated by log-Gabor filter to extract the features. The classification is achieved using neural network

structures, the feed-forward neural network and the radial basis function neural network. The experiments have been

conducted using the Chinese Academy of Sciences Institute of Automation (CASIA) iris database. The proposed system

decreases computation time, size of the database and increases the recognition accuracy as compared to the existing

algorithms.

Keywords Biometrics � Iris recognition � Iris segmentation � Normalization � Feed-forward neural network (FNN) �
Radial basis function neural network (RBFNN)

1 Introduction

These days, safety is the substantial aspect in the fields of

information technology, commerce, business and military,

etc. (Galbally et al. 2014; Gupta and Gupta 2014; East-

wood et al. 2016; Hurtado et al. 2010; Liu et al. 2016; Cho

et al. 2005; Mock et al. 2012; Xiao 2007; Poursaberi et al.

2013; Wildes et al. 1994; Basit et al. 2005; Roh et al. 2016;

Tripathi 2017; Jain et al. 2004). Various measures of

identification such as ID card, password, signature and PIN

are broadly used which have definite limitations; these

methods can be lost or stolen or faked, but biometric

parameters are more secure and reliable in personal iden-

tification. Biometrics is proved to be the safe and the best

means for the important documents. Several corporations

have adopted biometrics to safeguard their personal assets.

The applications of biometric recognition can be observed

in healthcare and welfare, public safety, finance and

banking, immigration and border control and attendance

management.

Iris recognition is an efficient and reliable approach for

the biometric identification. Iris is a thin structure in the

eye, and it has abundant properties which makes it eventual

biometrics recognition. Figure 1 displays the iris region

lying in the middle of the sclera and the pupil. The human

iris is unalterable and steady from birth till death. The

characteristics which make iris as good biometrics for the

identification of an individual are: high exclusivity and

steadiness, the features of right to left eye is not identical.

Iris when compared with accompanying biometrics for

instance face, speech recognition and fingerprint is con-

sidered as the faithful manner of biometrics technology.
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In this paper, we propose a simple and efficient algo-

rithm based on classification approaches, the feed-forward

neural network and the radial basis function neural network

for the best accurate results. In particular, (1) we first

implement the pre-processing in which it develops the

proficiency for the machine to identify the objects and

feature that include histogram equalization, intensity, static

gamma correction and noise removal. (2) The Hough

transform in segmentation accurately segregates the region

of iris from the image of an eye. A system is needed which

separates and eliminates the artefacts. An integro-differ-

ential operator searches the iris and the pupil boundaries.

(3) Normalization locates the outer and inner borders to

compensate the capturing distance and varying pupil size.

As per the Daugman’s rubber sheet model, each pixel is

mapped into a pair of polar coordinates. (4) In feature

extraction, the features of the iris are extracted and gen-

erate the iris code. (5) In our proposed classification

approach, we have classified the features with feed-forward

neural network and radial basis function neural network

that compares the iris that is already stored and checks the

current iris image whether it belongs to the same class or

not. RBFNN is found to have better recognition accuracy

than any other single method. The flowchart of Iris

recognition is shown in Fig. 2.

The motivation of this paper is that all the old tech-

niques are complex and have slow performance and takes

more computational time, so the technique used in this

paper has improved the complexity, has less computational

time and is more appropriate for the applications.

The paper is structured in the following manner. In

Sect. 2, the previous related work of the iris recognition

system is mentioned. In Sect. 3, we momentarily overview

a number of representative works on image acquisition,

segmentation, feature encoding and classification. In Sec-

tion 4, the details of the artificial neural network, the feed-

forward neural network and the radial basis function neural

network are explained. In Sect. 5, we account the experi-

mental results of the proposed method and finally in

Sect. 6, we conclude the paper.

2 Related work

Daugman (1992, 1993, 1994, 2001, 2004, 2007, 2016)

proposed capturing images of the eye at very close range

using a video camera and point light source. The system

operator would then manually select the center of the pupil.

The close range reduces interference from ambient light,

and the manual selection speeds up and simplifies the

segmentation process. Once the iris image was captured, a

series of integro-differential operators, which show where

the largest gradients are in the image, would be used to

segment the iris. The iris would be removed from the

image and normalized to a rectangular form. This operation

would remove artefacts, such as eyelashes and other

‘noise,’ and simplify the comparison process. This

unwrapped iris image would then be encoded using two-

dimensional Gabor filters, so converting the iris from a

complicated multi-level bitmap image into a much simpler

binary code. This encoded iris could then be compared to

other encoded irises by calculating the fraction of bits that

disagree, called the Hamming distance. Daugman pub-

lished two papers (Daugman 2004, 2016) about iris

recognition methodology. US patent 5,291,560 was granted

allowing Flom, Safir and Daugman to set up a company

Fig. 1 Human iris

Fig. 2 Flowchart of the iris

recognition
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and license the technology for commercial implementation.

Figure 3 shows the iris recognition system.

Daouk et al. (2002) used Hough transform and a canny

edge detection scheme to identify digital image of an eye

and then applied the Haar wavelet to define patterns in the

iris of a person to determine patterns in an individual’s iris

from the feature vector through associating the quantized

vectors using the Hamming distance operator.

Abiyev and Altunkaya (2008) projected a new iris

recognition system which is based on neural network (NN).

The iris patterns are classified with the NN. The benefit of

this method is that iris segmentation is achieved in less

time.

Ma et al. (2004) described an efficient algorithm for iris

recognition by characterizing key local variations and

denoted the appearing and vanishing of an important image

structure, utilized to represent the characteristics of the iris.

Zhu et al. (2000) presented a new system which is

composed of iris acquisition, image pre-processing, feature

extraction and classifier. The feature extraction is based on

texture analysis using multi-channel Gabor filtering and

wavelet transform.

According to Sundaram and Dhara (2011), in the first

step, the localization of iris is done by the circular Hough

transform. In the succeeding step, Daugman’s rubber sheet

model normalizes an image into a fixed Dimension and

then 2-D Haar wavelet is used to decompose the normal-

ized image to extract the textual features. The NN is used

for the matching.

3 Proposed iris recognition

There are five steps in the proposed iris recognition system:

the image pre-processing, the image segmentation, the iris

normalization, the feature extraction and the classification.

Figure 4 shows the steps involved in the proposed iris

recognition system.

3.1 Iris image from database

The iris capture step is normally carried out using a cam-

era. Sometimes, this camera is a still-capture device, and

sometimes it is a video camera. In general, this step is

handled by using pre-captured images. CASIA version 1.0

and version 4.0 database has been used for the recognition

system. Iris database version 1.0 consists of 756 iris images

from 108 eyes captured with their close-up camera, and

database version 4.0 consists of 2639 iris samples from 39

classes of 249 volunteers.

3.2 Image pre-processing

Having captured or loaded the eye image, the next stage is

pre-processing. Images are preprocessed in order to

improve the ability of the machine to detect features and

objects. Pre-processing can be as simple as intensity

adjustments such as intensity stretching, histogram equal-

ization, noise removal, edge detection and static gamma

correction. Out of these techniques, we are using gamma

correction for image pre-processing.

Gamma correction adjusts the intensity of all the pixels

within an image, but the adjustment is nonlinear. Equa-

tion 1 is the calculation for gamma correction.

Gðx; yÞ ¼ Iðx; yÞc ð1Þ

where I (x, y) is the original image, c is the correction

value, and G (x, y) is the gamma-corrected image. If c is

greater than one, then the darker intensities will be com-

pressed so that their values are closer together, but the

higher intensities will be stretched further apart. This will

give an image where the brighter intensities are easier to

discern but the darker ones become more difficult to sep-

arate. If c is less than one, then the brighter intensity pixels

will have their values compressed together, while the

darker intensity pixels will have their values stretched

further apart. This will give an image that is brighter

overall, where the brighter intensities may become much

clear and brighter. Within the process of iris recognition,

image pre-processing is different from the other stages.

Even though it is placed between image capture and seg-

mentation, it may be carried out several times during and

after the segmentation process.

3.3 Iris segmentation

Iris segmentation (Daugman 2004, 2007; Daouk et al.

2002; Abiyev and Altunkaya 2008; Masek 2003;

Abhyankar et al. 2005; Vatsa et al. 2007; Nguyen Thanh

et al. 2010; Punyani and Gupta 2015; Chawla and Oberoi

2011; Schlett et al. 2018) segregates the region of iris from

the image of an eye. The eyelids and eyelashes obstruct the

iris region portion, and specular reflections so occurred can

fraudulent the iris patterns. A method is required that

excludes and isolates the circular regions of iris and the

artefacts.

Fig. 3 Iris recognition system
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3.3.1 Integro-differential operator

John Daugman developed the fundamental iris algorithm

for recognition system. Daugman et al. using integro-dif-

ferential operator is a thoroughly examined and best-

known iris segmentation method. It is a circular edge

detector, used to identify the outer and inner boundaries of

the iris. It can also define the elliptical boundaries of the

eyelids. An integro-differential operator can be expressed

as in Eq. 2:

max
ðr;xp;yoÞ

GrðrÞ �
o

or

Z

ðr;xp ;yoÞ

Iðx; yÞ
2pr

ds

�������

�������
ð2Þ

where r is the radius to search, GrðrÞ is a Gaussian

smoothing function with the factor r, and I(x, y) is the

image of an eye in the contour of the circle which is given

as ðr; x0; y0Þ. The input image for a circle is scanned by this

operator which is having a maximum gradient change with

center coordinates ðx0; y0Þ and a circular arc ds of radius r.

The process of segmentation commences with the outer

Fig. 4 Proposed iris recognition

system
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boundaries located between the white sclera and the iris.

High contrast is obtained when r is fixed, for investigation

and to detect the outer boundary. As the presence of the

eyelashes and eyelids meaningfully raises the gradient so

computed and this do not restrict the affected area. The

output of segmentation using integro-differential operator

is shown in Fig. 5.

3.3.2 Hough transform

The linear Hough transform (López et al. 2013; Chawla

and Oberoi 2011; Sharma and Monga 2014; Shylaja et al.

2011) recognizes the geometrical objects for instance cir-

cles and lines. The circular Hough transform realizes the

center coordinates and radius of the pupil and the iris. An

edge map that produces the threshold result is evaluated by

the first derivative of the intensity value in the image.

Equation 3 defines the center coordinates xc and yc and

radius of the image.

x2c þ y2c ¼ r2 ð3Þ

The center points are defined by maximum points in the

Hough space, and the radius is defined by the edge points.

The inner iris/sclera boundaries are equally weighted to

generate an edge map using the vertical and the horizontal

gradients in the canny edge detection. For an accurate and

the efficient recognition, the Hough transform is performed

for the iris/sclera first and then for the iris/pupil boundary.

The segmentation using the Hough transform is shown in

Fig. 6.

Fig. 5 Segmentation output using an integro-differential operator Fig. 6 Output of Hough transform using canny edge detector

Algorithm: Integro-differential Operator

Step 1: Initialize rmin=95, rmax=105, & scaling=0.25.
Step 2: Coarse search for iris center.
Step 3: Perform line integration.
Step 4: Carry out the differentiation.
Step 5: Obtain the blurred image using Gaussian filter.
Step 6: Determine the maximum value of blurred image for the coarse center coordinated and 
radius.

Step 7: Implement equation,
( , , )

( , , )
( , )max ( ) *
2p o

r x yp o

r x y
I x yG r ds

r rσ π
∂
∂ ∫

Step 8: Fine search around this roughly located center.
Step 9: Initialize rmin and rmax for pupil.
Step 10: Repeat step 3 to step 6.
Step 7: Draw the circle using iris center and radius.
Step 8: Draw the circle using pupil and radius.
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123



3.4 Iris normalization

The normalization (Chawla and Oberoi 2011; Sharma and

Monga 2014; Boles and Boashash 1998) locates the outer

and inner borders to reimburse the varying size and cap-

turing distance. The size of iris of the same eye might

change because of the distance from the camera, illumi-

nation, variations, etc. The non-concentric characteristics

of iris and the pupil may affect the result of matching.

According to Daugman’s rubber sheet model, each pixel is

mapped into a pair of polar coordinates ðr; hÞ, where r has
the interval [0,1] and h on the interval ½0; 2p� as shown in

Fig. 7.

The unwrapping formula is as follows:

Iðxðr; hÞ; yðr; hÞÞ ! Iðr; hÞ ð4Þ
xðr; hÞ ¼ ð1� rÞxpðhÞ þ rxiðhÞ ð5Þ

yðr; hÞ ¼ ð1� rÞypðhÞ þ ryiðhÞ ð6Þ

where

xpðr; hÞ ¼ xp0ðhÞ þ rp cos h

ypðr; hÞ ¼ yp0ðhÞ þ rp sin h

xiðr; hÞ ¼ xi0ðhÞ þ ri cos h

yiðr; hÞ ¼ yi0ðhÞ þ ri sin h

ð7Þ

where xðr; hÞ and yðr; hÞ are the combinations between the

coordinates of the pupillary boundary ðxpðhÞ; ypðhÞÞ and the
coordinates of the iris boundary ðxiðhÞ; yiðhÞÞ, in the

direction h while rp and ri are the radius of the pupil and

the iris, respectively, and ðxp0 ; yp0Þ, ðxi0 ; yi0Þ are the centers
of pupil and iris, respectively, in Eqs. (5–7).

As the pupil is non-concentric as compared to the iris,

we need a remapping formula to rescale points that

depends on the angle round the circle given by Eqs. (8–9).

r
0 ¼

ffiffiffi
a

p
b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ab2 � a� r2I

q
ð8Þ

With a ¼ o2x þ o2y ; b ¼ cos p� arctan
ox

oy

� �
� h

� �
ð9Þ

where r0 is the distance between the edge of the pupil and edge
of the iris at an angle h around the region, the displacement of

the center of the pupil relative to the center of the iris is given by

ox; oy, and rI is the radius of the iris as shown in Fig. 8. The

output of the normalization of the iris image using the remap-

ping formula is shown in Fig. 9.

Fig. 7 Daugman’s rubber sheet model

Fig. 8 Daugman’s rubber sheet model providing pupil displacement

correction showing exaggerated pupil displacement for illustration

Algorithm: Segmentation using Hough Transform

Step 1: Initialize iris radius=75 and pupil radius=28 for CASIA database.
Step 2: Scale the image.
Step 3: Gaussian filtering.
Step 4: Edge map creation using canny edge detection.
Step 5: Circular Hough transform for boundary detection. 
Step 6: Circular Hough transform for pupillary boundary detection within located iris.
Step 7: Linear Hough transform for eyelid detection.
Step 8: Display the segmented iris image.
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3.5 Feature extraction

Owing to the circumstances of light sources and conse-

quence of imaging conditions, the normalized iris image

does not have an appropriate quality. The noise marks

while taking the image some light illusion and noise results

are removed during the enhancement process. It is

necessary to enhance the extracted patterns of the iris

image. The encoding (Hu et al. 2017; Kushwaha and

Welekar 2016; Kyaw 2009; Gupta and Gupta 2016) nor-

malizes and convolves the iris image after normalization

with 1D Gabor log-wavelet filter. It is achieved by

extracting the frequency information of an image by Gabor

filter and assessing the definite bands of the power–fre-

quency, and in spatial domain it gives the result of the

location. The sequence of 1D signal aliens the 2D nor-

malized pattern; these signals are convolved with param-

eters that allow coverage of the spectrum which is constant

as shown in Fig. 10.

The first step in the construction of the filter is to

compute the frequency values which ranges from 0 to 0.5

with the radial components and then estimate the cutoff

frequency f0 of the filter, and the normalized radius at

cutoff frequency domain can be built in the spatial domain

at cutoff frequency and can be mathematically made by the

inverse Fourier transform in the spatial domain in Eq. 10.

Gðf Þ ¼ exp �½logðf=f0Þ�2=2½logðr=f0Þ�2
n o

ð10Þ

Hence, r signifies the bandwidth of the filter in the radial

direction and f0 denotes the cutoff frequency of the filter.

Fig. 9 Normalization output

Algorithm: Normalization

Step 1: Initialize radial resolution =20 and angular resolution =240.
Step 2: Calculate displacement of pupil center from the iris center by equation

' 2 2
Ir rα β αβ α= ± − −

With 2 2 , cos arctan x
x y

y

oo o
o

α β π θ
⎛ ⎞⎛ ⎞

= + = − −⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
Step 3: Exclude values at the boundary of the pupil iris border and the iris sclera border.
Step 4: Calculate Cartesian location of each data point around the circular iris by

cosx r θ= and siny r θ=
Step 5: Extract intensity values into the normalized polar representation through 
interpolation.
Step 6: Store it in polar array. Create noise array with location of NaN (Not a Number)
values in polar array. 
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4 Artificial neural network (ANN)

ANN (Shylaja et al. 2011; Haddouch et al. 2016) has n

inputs, denoted as x1; x2; . . .; xn. Each connecting line to the

neuron is denoted by w1;w2; . . .;wn, respectively(denoted

by Fig. 11).

The formula in Eq. 11 governs whether the neuron is to

be fired or not.

a ¼
Xn
j¼1

wj xj ð11Þ

The output of the neuron is a function of its action as

shown in Eq. 12:

y ¼ f ðaÞ ð12Þ

where f(a) is a threshold function of the neuron.

In this paper, classification is solved by two types of

neural networks.

4.1 Feed-forward neural network (FNN)

Feed-forward neural network (Shylaja et al. 2011; Njikam

and Zhao 2016; Wang et al. 2003) has been used for iris

feature classification. FNN is one of the popular structures

among artificial neural networks. The information in this

network moves only in one direction, i.e. forward from the

input nodes through the hidden nodes and to the output

nodes as shown in Fig. 12.

(a)

                   (b) 

r

White region is the region 
of interest in the 
unwrapped iris image

Black region represents 
the noise

θ

Fig. 10 a The normalization

and b feature extraction output

of CASIA dataset

Fig. 11 Neuron model used in artificial neural network

Algorithm: Feature Encoding
Step 1: Initialize number of scales (filters) =1
Step 2: Initialize minimum wavelength=18
Step 3: Initialize multiplier =1
Step 4: Sigma=0.5 
Step 6: Take polar array as input
Step 6: Encode using Log Gabor Filter

{ }22
00( ) exp [log( / )] / 2[log( / )]G f f f fσ= −

Step 7: Calculate length=angular resolution*2*number of filters used.
Step 8: Perform 2-bit quantization
Step 9: Store created template of above length
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4.2 Radial basis function neural network
(RBFNN)

The radial basis function neural network (Yu et al. 2016;

Chen 2017; Wang et al. 2003) is feed-forward architecture

with an input layer, an output layer and a hidden layer as in

Fig. 13. Each of the layers implements a radial basis

function. The input layer of this network has ni-dimen-

sional input vectors and is fully connected to the nh hidden

layer units, which in turn connected to the no output layer.

The Gaussian function is chosen for the activation

function of the hidden layer and is characterized by its

mean vectors (centers) li and covariance matrices

Ci; i ¼ 1; 2; . . .; nh. It is assumed that the covariance

matrices are of the form Ci ¼ r2i I; i ¼ 1; 2; . . .; nh. Then,

the activation function of the ith hidden unit for an input

vector xj is given by Eq. 13.

giðxjÞ ¼ exp
� xj � li
�� ��
2r2i

2
 !

ð13Þ

A suitable clustering algorithm is used to calculate li
and r2i . The k-means clustering here is working to regulate

the centers.

Algorithm: Radial Basis Function Neural Network:

Step 1: Initializes the samples to k-means (clusters)
Step 2: n samples are classified as per the nearest kμ . 

Step 3: Recompute kμ . 

Step 4: Until no change in kμ repeat the steps 2 and 3.

The smoothness of the mapping is influenced by the

number of activation functions and their spread. The

assumption r2i ¼ r2 is made, and r2 is given in mapping.

ri
2 = r2 is made, and this ensures that activation function is

not too peaked or too flat.

r2 ¼ gd2

2
ð14Þ

In Eq. 14, d is the maximum distance between the centers

so chosen and g is an empirical scale factor which is served

to control the smoothness of the mapping function. Equa-

tion 15 therefore can be written as:

giðxjÞ ¼ exp
� xj � li
�� ��2
gd2

 !
ð15Þ

The output layer units nc are fully connected to the hidden

layer units through the weights wik. The output units are

linear, and the response of the kth output unit for an input xi
is given by Eq. 16.

ykðxjÞ ¼
Xi¼0

nh

wik giðxjÞ; k ¼ 1; 2; . . .; n
c

ð16Þ

Here, g0ðxiÞ ¼ 1. It is given that nt iris features vectors

from nc subjects, training the radial basis function neural

network which involves estimating li; i ¼ 1; 2; . . .; nh; g; d2

and wik; i ¼ 1; 2; . . .; nh; k ¼ 1; 2; . . .; nc.
The weights wlk between the hidden and the output units

are determined. Given that the Gaussian function centers

and width are calculated form nt training vectors, can be

written in matrix form as in Eq. 17.

Y ¼ GW ð17Þ

Here, G is a nt � ðnh þ 1Þ matrix with element Gij ¼ yjðxiÞ,
Y is a nt � nc matrix with elements Yij ¼ yjðxiÞ, and W is a

ðnh þ 1Þ � nc matrix of unknown weights. W is obtained

from the standard least squares solution as given by Eq. 18.

W ¼ ðGTGÞ�1
GTY ð18Þ

Fig. 12 Feed-forward neural network architecture

Fig. 13 Radial basis function neural network
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5 Experimental results

Our proposed work is carried out using MATLAB

(R2014a) of Mathworks. Several datasets are available

from these sources: Chinese Academy of Sciences Institute

of Automation (CASIA), Multimedia University (MMU),

Unconstrained Biometrics: Iris (UBIRIS), West Virginia

University (WVU), Indian Institute of Technology (IIT)

Delhi, University of Palackeho and Olomouc (UPOL), Iris

Challenge Evaluation (ICE). To test the performance of the

proposed algorithm, CASIA images from the database

version 1.0 and version 4.0 have been used. A database

version 1.0 comprises 756 images of iris from 108 eyes

collected over two sessions with their close-up camera. The

format of the captured image is BMP with the resolution of

320*280. Eight 850-nm circularly arranged nearest infrared

illuminations are organized round the sensor to ensure the

uniformly and illuminated iris pattern which protects the

iris pattern recognition (IPR). The database version 4.0

consists of a total number of 2639 of iris images collected

from 396 classes of 249 volunteers. Iris images are of the

size 320*280 pixels with 8 bits per pixel. CASIA V1

database has inevitably detected the pupil regions of the iris

images and substituted with a circular region of fixed

intensity. Before the access of the public, the specular

reflections from the illumination are masked out. CASIA

version 1.0 database iris images and CASIA version 4.0

database iris images are shown in Fig. 14a and b,

respectively.

1. Segmentation isolates the iris region from the image of

an eye. In this method, we take an eye image as in

Fig. 15a and an integro-differential operator is applied

to search for the iris and the pupil boundaries as shown

in Fig. 15b. Iris segmentation is evaluated by the

combination of canny edge detection, Gaussian filter-

ing and the Hough transform. The center of the iris and

the radius is realized with the circular Hough trans-

form. The horizontal gradients of the canny edge

detection operator are calculated to detect the edges.

The linear Hough transform is used to fit a line to the

eyelids. The removal of occlusions like eyelids,

eyelashes and specular reflections is shown in Fig. 15c.

2. Normalization generates a fixed dimension feature

vector for the better recognition. Daugman’s rubber

sheet model maps each point in the (x, y) domain to

polar coordinates (r, h). The pupil center is measured

as the reference point for the radial vectors to pass

through the region of iris. The radial resolution is

defined as the number of data points along each radial

line, and the angular resolution is defined as the

number of data points going around the iris region. A

fixed number of points are selected along each radial

line regardless of how wide or narrow the radius is at

an angle. The angular and radial positions in the

normalized pattern create the Cartesian coordinates of

the data points. Normalization produces a 2D array

with vertical dimension of radial resolution and

horizontal dimension of angular resolution. Another

2D array is created for marking eyelids, eyelashes and

specular reflections detected in the segmentation stage.

The data points that occur along the pupil border or the

iris border are discarded to prevent the non-iris region

from corrupting the normalized representation. Once

the eyelids and eyelashes are detected, the noisy area is

mapped to be masked and the iris without noise is

extracted as in Fig. 15d.

3. Feature encoding is realized by convolution of the

normalized iris pattern and 1D log-Gabor wavelets.

Several 1D signals are broken from the 2D normalized

Fig. 14 a CASIA version 1.0

iris image database, b CASIA

version 4.0 iris image database
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pattern, and 1D signals are convolved with 1D Gabor

wavelets. 1D signals are taken from the rows of the 2D

normalized pattern where each row resembles a

circular ring in the region of iris. The angular direction

relates to the columns of the normalized pattern. The

noise in the normalized pattern is set to the average

intensity of surrounding pixels. The filter’s output is

quantized to 4 levels in which each filter yields 2-bits

of data for each phasor. The phase quantization’s

output is selected to be a gray-code, since when going

from one quadrant to another quadrant, 1-bit changes.

The encoding provides a bitwise template which

comprises the number of bits of information and

relevant noise mask that denotes the corrupted areas

within the pattern of iris. The masked iris image of the

generated polar iris is shown in Fig. 15(e). The

template is generated by encoding the textual features

and 1 D Gabor wavelets is proposed for the iris texture

template as shown in Fig. 15(f).

4. Classification stage, the FNN and the RBFNN, is used

to evaluate the accuracy and performance in detection

of an individual’s iris. The algorithm for the training of

the neural network is trainlm; logsig transfer function

is used for the hidden layer which contains 10 neurons,

while output layer uses purelin transfer function which

has one neuron as shown in Fig. 16 of the selected

architecture of neural network. Mean square error

(MSE) denotes the mean square error difference

between the targets and the outputs. Better perfor-

mance is obtained with lower value of MSE. When

compared to the measured, the performance graph of

the neural network is shown in Fig. 16 which signifies

that the accuracy is satisfactory. Overfitting occurs

when the model is comprehensively complex like as

compared to the number of observations there are

many parameters.

Figure 17a gives the performance graph for the CASIA

version 1.0 showing the best performance validation

0.25312 at epoch 4, and Fig. 17b gives the performance

graph for the CASIA version 4.0 showing the best per-

formance validation 0.13209 at epoch 3. CASIA version

1.0 shows the best validation because the iris database does

not include the specular reflections which CASIA version

4.0 has because of the specular reflections of the camera.

The neural network is to generate a regression plot which

emphasizes the association between the targets and the

output of a network. If there is perfect training, the target

and the network output will be precisely equal, but this

relationship is hardly perfect in practice.

The error histogram of the trained neural network for the

training, validation and testing is shown by Fig. 18 and

implies that the data fitting errors are uniformly distributed

Fig. 15 a Original eye image,

b outer and inner boundaries,

c eye image showing iris

portion, d normalized iris

image, e noise mask in the iris

image, f iris template

Fig. 16 Selected neural network

architecture
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around zero within a reasonable range. Figure 18a gives

the error histogram for the CASIA version 1.0 iris data-

base, and Fig. 18b gives the error histogram for the CASIA

version 4.0 iris database.

There are three plots of regression representing training,

validation and testing. The perfect result output equal to

target is symbolized by the dashed line, and the best fit

linear regression line between the target and the output is

shown in Fig. 19 by the solid line. The regression plots for

the CASIA version 1.0 iris database are shown in Fig. 19a,

and the regression plots for the CASIA version 4.0 iris

database are shown in Fig. 19b. If the value of R is near to

zero, then there is no linear relationship between the tar-

gets, but in case R is equal to one, then there is an exact

correlation between the target and the outputs. The training

data of our result direct a good fit. When the value of R is

grander than 0.9, our succeeding stage would be to inspect

whether there is a condition of extrapolation then the

training set should be included in the dataset or the

extrapolation then the superfluous data should be collected

to be included in the test set. The accuracy achieved with

CASIA version 1.0 is acceptable with an R value of

0.90433 which is very close to the ideal value of unity.

Table 1 describes the performance of different

methodologies for CASIA version 1.0 and CASIA version

4.0 iris databases in recognition of iris. It shows the

recognition rates and average time taken by different

methodologies.

Fig. 17 Performance graph showing the best validation at a Epoch 4 for CASIA version 1.0 database, b epoch 3 for CASIA version 4.0 database

Fig. 18 Error histogram plot for a CASIA version 1.0, b CASIA version 4.0
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Figure 20 shows the graph of the recognition rates of the

methodologies used till date for the iris database version

1.0 and iris database version 4.0. It is clearly seen form the

graph that this technique has outperformed the already

existing techniques in the matching process and the com-

putational effectiveness for the iris database version 1.0.

Our proposed method has the recognition rates of 95% and

97% for the feed-forward neural network and radial basis

function neural network, respectively, for CASIA version

1.0 and recognition rates of 94% and 95% for the feed-

forward neural network and radial basis function neural

network, respectively, for CASIA version 4.0.

Fig. 19 Regression plots for different values of R for a CASIA version 1.0 and CASIA version 4.0

Table 1 Performance comparison of different methodologies for CASIA version 1.0 and CASIA version 4.0 iris database

Methodology CASIA version 1.0 iris database CASIA version 4.0 iris database

Recognition rates (%) Average time (s) Recognition rates (%) Average time (s)

Daugman (1993) 99.37 90 99 88

Boles and Boashash (1998) 92.61 100 90 98

Ma et al. (2004) 94.33 95 92 93

Zhu et al. (2000) 97.25 85 95 84

Feed-forward neural network (Njikam and Zhao 2016) 95 20 94 23

Proposed (radial basis function neural network) 97 10 95 15
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Figure 21 shows the graph of the average rates of the

methodologies for the iris database version 1.0 and iris

database version 4.0. It is clearly seen from the graph that

the iris database version 1.0 and iris database version 4.0

take the less time. Our proposed method has the average

time of 20 s and 10 s for the feed-forward neural network

and radial basis function neural network, respectively, for

CASIA version 1.0 and the average time 23 s and 15 s for

the feed-forward neural network and radial basis function

neural network, respectively, for CASIA version 4.0.

Table 2 shows the comparison of recognition rates when

the proposed algorithm is performed on CASIA version 1.0

and on CASIA version 4.0 databases. The results are

excellent for CASIA version 1.0 iris image database than

those for CASIA version 4.0 iris databases. Therefore, the

proposed methodology is proficient for the verification and

identification.

6 Conclusion

Biometric iris recognition is an emerging field of interest

and is needed in many areas. The iris has a data-rich

physical and unique structure which is why it is considered

as one of the robust ways to identify an individual. In this

paper, a novel and efficient approach for iris recognition

system using RBFNN is presented on CASIA version 1.0

and CASIA version 4.0 iris databases. The iris character-

istics enhance its suitability in the automatic identification

which includes: comfort of image registration at some

distance, natural protection from external environment,

surgical impossibilities without loss of vision. The appli-

cation of iris recognition system has been seen in various

areas of life such as crime detection, airport, business

application, banks and industries.

The iris segmentation uses an integro-differential oper-

ator for the localization of iris and pupil boundaries, cir-

cular Hough transform for pupil circle detection. Iris

normalization uses Daugman’s rubber sheet model and

feature extraction by 1D Gabor filter since it includes the

most supreme areas of the iris pattern and hence high

recognition rate and reduced computation time is achieved.

Classification is applied on finally extracted features. FNN

and RBFNN are used as classifiers and give an accuracy of

95% and 97%, respectively, when compared to other

methodologies. When worked on CASIA version 1.0 iris

database, complexity and computational time are reduced

as compared to other existing techniques. The methodology

worked impeccably on CASIA version 1.0 in addition to

CASIA version 4.0. In the future, an improved system can

be accessible by investigating with the proposed iris

recognition system under different constraints and

environments.
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