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Abstract
Similarity measures are used in various tasks dealing with the management of data or information, such as decision-making,
case-based reasoning, cased-based information retrieval, recommendation systems and user profile analysis, to cite but a few.
The paper aims at providing information on similarity measures that can help in choosing “a priori” one of them on the basis
of the semantics behind this choice. To this end, we study similarity measures from the point of view of the ranking relation
they induce on object pairs. Using a classic method of measurement theory, we establish necessary and sufficient conditions
for the existence of a particular class of numerical similarity measures, representing a given binary relation among pairs of
objects which express the idea of “no more similar than”. The above conditions are all (and only) the rules which are accepted
when one decides to evaluate similarity through any element of a specific class of similarity measures. We exemplify the
possible application of such conditions and the relevant results on a real-world problem and discuss them in the ambit of
cognitive psychology. We consider here a classical context, while the fuzzy context will be studied in a companion paper.

Keywords Comparative similarities · Boundary axioms · Uniformity axioms · Monotonicity axioms · Independence axioms ·
Representability by similarity measures

1 Introduction

Similarity measures, a review, or even a listing of all the
uses of similarity is impossible, since every day new appli-
cations appear. Starting from the seminal study of Jaccard
(1908), who proposed a similarity measure to classify eco-
logical species, many binary similarity measures have been
proposed in various fields. Later on, they have constituted
an essential tool to deal with many problems in almost every
scientific field, in particular in medicine, law, bioinformatics,
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retrieval problems, risk forecasting or meteorology. They are
currently used in various tasks dealing with the management
of data or information, such as cased-based or content-based
information retrieval, pattern recognition, text summarisa-
tion, time series analysis, recommendation systems, user
profile exploitation and decision-making, to cite but a few.

Fuzzy set theory has also developed its own measures of
similarity, which find application in analogous areas when
data are subject to uncertainty, incompleteness or impreci-
sion.

The degree to which people perceive two objects or situ-
ations as similar fundamentally affects their rational thought
and behaviour. We recall that the rigorous study of the sim-
ilarity concept and its measurement was born in the context
of cognitive psychology (Tversky 1977), and today experi-
ments and theory in psychology and learning are fascinating
fields in which similarity plays a fundamental role. This is
especially true in theories of recognition (Hwang et al. 2012;
Pelillo 2013) and categorisation of objects (Hahn and Ram-
scar 2001), in artificial intelligence (Rissland 2006), but also
in modelling of preferences or decision models (Gilboa et al.
2006; Gilboa and Schmeidler 1995, 1997; Ha and Haddawy
2003).
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Many similarities measures are available in the literature,
both in the classical crisp context (see Choi et al. 2010;
Lesot et al. 2009, for a survey) and in the fuzzy context
(see, for instance, Bhutani and Rosenfeld 2003; Bouchon-
Meunier et al. 1996; Li et al. 2014; Couso et al. 2013, for
a formal study). The choice of one of them is done each
time two images, cases, objects, situations, profiles, texts,
data, must be compared. In each task, this choice is based
more on an empirical study or a tradition than a thoughtful
approach; indeed, a limited number of comparative studies
collected the broad variety of binary similarity measures (for
recent research on this line, see Boriah et al. 2008; Bouchon-
Meunier et al. 2009; Cross and Sudkamp 2002, for the crisp
case and Bouchon-Meunier et al. 2010; Couso et al. 2013,
for the fuzzy case).

Usually, the comparison among different similarity mea-
sures is made for a particular environment and “a posteriori”
(on the basis of the obtained results), focusing on one or
more specific properties. For instance, in the recent litera-
ture, we can cite Zhang et al. (2006), where six similarity
measures have been assessed for trajectory clustering in out-
door surveillance scenes and evaluated by taking into account
correct clustering rate and time cost. In Penney et al. (1998),
a comparison of six similarity measures used in intensity-
based multidimensional image recording is considered, with
the aim of establishing which of them are able to record
accurately and robustly even when soft tissue structures
and interventional instruments are present, using differences
between the images. In Toussaint (2004), similaritymeasures
are compared on the basis of the insight they provide about
the structural interrelationships that exist within families of
rhythms. In Filev et al. (2005), twelve different similarity
measures are considered with the scope of evaluating the
effectiveness of matching the corresponding masses on tem-
poral pairs of current and prior mammograms.

Finally, we want to point out the recent article (Choi et al.
2010), in which 76 different binary similarity and distance
measures are collected and analysed and their correlation is
revealed through the hierarchical clustering technique.

Nevertheless, the problem of choosing the best similarity
measure to handle large classes of problems is in fact not
completely solved, and this paper intends to contribute to
this discussion.

Since “similarity” and “difference” influence so many
other cognitive processes, it is therefore crucial to determine
which factors influence the perception of similarity and dif-
ference themselves and to investigate if the most used classes
of similarity measures capture these instances or, on the con-
trary, impose too restrictive rules.

The purpose of this paper is to provide data scientists,
computer engineers and, more generally, field experts, with
conscious reasons to use a particular similarity measure on
the basis of the semantics behind this choice.

More precisely, our main aim is to provide information on
the similarity measures or better on classes of them that may
help in choosing “a priori” one of them on the basis of the
semantics behind this choice. In other words, we propose to
investigate which conditions related to the primitive idea of
similarity are accepted when one chooses a particular mea-
sure. We think that this is particularly important in cognitive
psychology and in case-based reasoning where a normative
framework of reference is necessary.

For this purpose, the best strategy is to use the paradigm of
measurement theory, already presented in Tversky’s seminal
paper (Tversky 1977), based on the method of measurement
theory (Krantz et al. 1971; Suppes et al. 1989) and continue
a research whose preliminary results have been presented in
Bouchon-Meunier et al. (2009) (see also Bouchon-Meunier
et al. 1996; Coletti and Di Bacco 1989). More precisely, we
consider a binary relation (comparative similarity) defined on
a set of pairs of objects described by a set of attributes (in the
meaning of Tversky, for instance, “blue eyes”), expressing
the primitive idea of “no more similar than”, and we look for
necessary and sufficient conditions for the representability of
such relation by some element of a specific class of similarity
measures.

Indeed, it is our conviction that the best way to capture
all the implications intrinsic to the choice of one or the other
measures of similarity is to remove the numerical superstruc-
ture which can either hide the real constraints that the use of a
specificmeasure of similarity induces or suggests only appar-
ent constraints. As discussed in Sect. 4, this paradigm can
be used to formalise the idea of similarity of a field expert,
which, otherwise would only choose to take into account
more or less good performances of one or the other similar-
ity measure in problems or fields close to his.

This approach points out that many differences among
similarity measures are only apparent: different measures
give different numerical values, but it is important to observe
that the order relation in “similarity” among the pairs of
objects induced by these similaritymeasures can be, inwhole
or in part, the same. For instance, let us consider the class
of similarity measures, parametrised by two real (strictly)
increasing functions f and g, assuming 0 in 0, and defined
by the following equation (where |A| denotes the cardinality
of A)

S f ,g(X ,Y )

⎧
⎨

⎩

f (|X ∩ Y |)
f (|X ∩ Y |) + g(|XΔY |) for (X ,Y ) �= (0, 0)

0 for (X ,Y ) = (0, 0)

(1)

When f and g and f ′ and g′ are such that

S f ′,g′ = θ(S f ,g)
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with θ real strictly increasing function, the ordering in simi-
larity among the pairs coincides (for a discussion in this point,
see Lesot and Rifqi 2010). But, as wewill prove in this paper,
many of the equivalence and the strict relations among pairs
coincide independently of the choice of the functions f and g
in the above class. The relations among the remaining pairs,
which in fact depend on the functions f and g, differ, but are
controlled by the same rules.

In this paper, the first one of a series of two, we study the
problem in a crisp environment, where an attribute can only
be (completely) present or absent in any object. (In other
words, the objects are represented by subsets of a set of
attributes.)

Most similarity measures in the literature, such as those
in the class S f ,g , are functions of the cardinality of the
intersection (the set of common present attributes) and the
cardinalities of the two differences (the sets of attributes
present in only one of the objects). Some measures consider
also the cardinality of attributes absent in both the objects.
We compare similarities representable by elements of some
classes of these measures, and our approach puts in evidence
what we must accept, from a semantic point of view, when
we choose one or another class of similarity measures.

The paper is organised as follows: In Sect. 2, we intro-
duce the problem and present the axioms, explained on a
current example.Moreover, the first results (actually themain
ones for applications in cognitive psychology) are proved:we
provide a characterisation of the comparative similarities rep-
resentable by similarity measures with the same properties
as Tversky’s model, that is to say depending on the cardinal-
ity of intersection and differences, increasing with respect
to the cardinality of intersection and decreasing with respect
to the cardinality of differences. In Sect. 3, theorems of rep-
resentability of a comparative similarity by the elements of
specific classes of similarity measures are presented. Sec-
tion 4 presents a real-life utilisation of the results, focusing
in cognitive psychology and in the elicitation of similarity
measures from domain experts.

2 Comparative similarities

Following the ideas of Tversky (1977), we study the concept
of similarity, using the framework of measurement theory
(Krantz et al. 1971), in a class of objects described by p
attributes, i.e. by the set of features from a predefined list. In
this section, we consider situations in which the p attributes
are binary, which means that the features can only be either
present or absent in any object.

We first define the so-called “comparative similarities” as
binary relations enabling to compare the similarities of pairs
of objects. In order to provide the designer of a similarity-
based system with efficient tools to evaluate similarities, we

show that such comparative similarities can be represented by
similarity measures, producing numerical values of similari-
ties and easier to manipulate. We point out various properties
of comparative similarities, and we show that choosing sev-
eral of them properly enables the designer to tune its system
according to the behaviour of comparative similarities he/she
prefers.

2.1 Preliminaries

LetH be a set of p binary attributes ak (k = 1, . . . , p) (which
can only be present or absent) and fix any permutation of
their indices. Then, the data set X = {0, 1}p consists of all
the vectors X = (x1, . . . , xp), xi ∈ {0, 1}, where xi = 1 if
the attribute ai is present in the object represented by X and
0 if it is absent, in particular 0 = (0, . . . , 0) is in X . In other
terms, the elements ofX can be regarded as the characteristic
vectors (functions) of the subsets ofH.Consider now, for any
X ∈ X , the set IX = {i : xi = 1} and denote by |X | the
cardinality of IX .

We will use the following notations: xci = 1 − xi , Xc
k =

(x1, . . . , xck , . . . , xp), Xc = (xc1, . . . , x
c
p),

With an abuse of notation, we indicate by X ∩ Y and
X ∪ Y the elements of X which are the characteristic
vectors of the intersection and union of the two subsets
(objects) represented by X and Y , respectively. Precisely,
the k-th component of Z = X ∩ Y is zk = min{xk, yk}
and wk = max{xk, yk} that of W = X ∪ Y . Moreover,
we consider the subsets (objects) X \ Y = X ∩ Y c and
Y \X = Xc∩Y , that is the sets V and V ′, whose k-th compo-
nents are vk = min{xk, 1−yk} and v′

k = min{1−xk, yk}, and
indicate by XΔY = (X \Y )∪(Y \X) = (X∩Y c)∪(Y ∩Xc),
the symmetrical difference between X and Y . Finally, X ⊂ Y
means that the subset (object) represented by X is contained
on that represented by Y and so for every k ∈ {1, . . . , p} one
has xk ≤ yk . Similarly, X ⊃ Y means xk ≥ yk, for every
k ∈ {1, . . . , p}.

Let us now consider a comparative similarity on X 2,
defined as a binary relation � on X 2, with the following
meaning:

for X ,Y , X ′,Y ′ ∈ X , (X ,Y ) � (X ′,Y ′) means that X is
similar to Y no more than X ′ is similar to Y ′.

The relations ∼ and ≺ are then induced by � in the usual
way: (X ,Y ) ∼ (X ′,Y ′), meaning that X is similar to Y as
X ′ is similar to Y ′, when (X ,Y ) � (X ′,Y ′) and (X ′, Y ′) �
(X ,Y ). Lastly, (X ,Y ) ≺ (X ′,Y ′) when (X ,Y ) � (X ′, Y ′)
holds, but not (X ′,Y ′) � (X ,Y ).

If� is assumed to be total, then∼ and≺ are, respectively,
the symmetrical and the asymmetrical part of �.

Now, for such a comparative similarity, we introduce the
notion of representability by means of a numerical similarity
measure:
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Definition 1 Given a comparative similarity�, we say that a
similarity measure S : X 2 → R represents � if and only if:

for every (X ,Y ), (X ′,Y ′) ∈ X 2

{
(X ,Y ) � (X ′,Y ′) �⇒ S(X ,Y ) ≤ S(X ′,Y ′),
(X ,Y ) ≺ (X ′,Y ′) �⇒ S(X ,Y ) < S(X ′,Y ′).

As is well known, if � is a total relation, the above con-
ditions can be summarised as follows:

(X ,Y ) � (X ′,Y ′) ⇐⇒ S(X ,Y ) ≤ S(X ′,Y ′).

We are interested in finding comparative similarities sat-
isfying particular sets of axioms, which are necessary and
sufficient conditions for their representability with particular
similarity measures (or classes of similarity measures).

In the following subsection, we consider some prelimi-
nary results and axioms that lead to some relations between
similarity measures and comparative degrees of similarity.

2.2 Basic axioms

The first three axioms we introduce describe basic properties
that a binary relationmust satisfy in order to be a comparative
similarity both natural and representable by a similarity mea-
sure. The first one only states that the relationmust be a weak
order. (We recall that it is necessary for the representability
of any relation by a real function.)

Axiom S0 [weak order]
� is a weak order, i.e. it is a complete, reflexive and tran-
sitive binary relation.

The second axiom expresses the following boundary condi-
tions: it imposes that for any X , whatever Y , X cannot be
less similar to Y than it is to its complement. Moreover, X is
strictly more similar to itself than it is similar to its comple-
ment.

Axiom S1 [boundary conditions]
For every X ,Y ∈ X , with X �= Y

(Xc, X) ∼ (Y c, Y ) � (X ,Y )

and, for X ,Y �= 0

(Xc, X) ≺ (X , X)

The followingAxiomS2 expresses that, in pairs of objects
having no attribute in common, the number of attributes
present in only one object does not influence the degree of
similarity. Similarly, in pairs with no attribute present in only

one object, the degree of similarity is not influenced by the
presence of more or less attributes in common.

Axiom S2 [weak boundary conditions]
For every X ,Y ∈ X , with X ∩ Y = 0,

(X ,Y ) ∼ (Xc
k,Y ) ∼ (X ,Y c

h )

for any k ∈ IX∪(Xc∩Y c) and h ∈ IY∪(Xc∩Y c)

For every X ∈ X , with 0 �= X and for any k such that
Xc
k �= 0

(X , X) ∼ (Xc
k, X

c
k)

The following example will be used in the sequel to better
explain the meaning of the axioms that will be presented. It
can represent, for instance, the basis of a case-based reason-
ing system to estimate the price of an apartment, given the
prices of other apartments recently sold.

Example 1 Let us consider a comparative similarity among
apartments in New York based on the following attributes:

a)is in a high floor;
b) has a living kitchen;
c) has a bathroom with a window;
d) is equipped with a lift;
e) has a terrace.

Let us consider the pairs (X ,Y ), (X ′,Y ′), (X ′′,Y ′′), as
shown in the next table.AxiomS2 requires them to be equally
similar, since they have no attribute in common in the three
cases:

H a b c d e

X 0 0 1 0 0
Y 0 1 0 1 0
X ′ 1 0 0 0 1
Y ′ 0 1 0 1 0
X ′′ 1 0 0 0 1
Y ′′ 0 0 0 0 0

So, for instance, an apartment on a lowfloorwithwindows
in the bathroom, without terrace, without lift and with no liv-
ing kitchen (X) is similar to an apartment on a low floor with
a living kitchen, a lift, without terrace and without windows
in the bathroom (Y ), as much as an apartment without any of
the considered attributes (Y ′′) is similar to an apartment on
a high floor with a terrace without the other attributes (X ′′).

The third axiom imposes a symmetry condition, natural
for the comparisonof objects at the same level, but questioned
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by Tversky in the quoted paper (Tversky 1977) because, in
many cases, one of the objects acts as a reference (i.e. a
prototype) to which the second one is compared.

Axiom S3 [symmetry]
∀X ,Y ∈ X ,

(X ,Y ) ∼ (Y , X)

Let us now consider any X ∈ X and denote by X ′
h,k the

element of X coinciding with X for i �= h, k and such that
x ′
h = xk , x ′

k = xh . For instance, if X = (0, 0, 1, 0, 0, 1, 1)
then X ′

1,6 = (1, 0, 1, 0, 0, 0, 1).

Axiom S4 [partial attribute uniformity]
For every X ,Y ∈ X and for every h, k ∈ {1, . . . , p},

(X ,Y ) ∼ (X ′
h,k,Y

′
h,k).

Axiom S4 requires that all the attributes play the same role
with respect to the similarity degree: it rules the construction
of a first partition of the objects in equivalence classes with
respect to the similarity.

Example 2 By using Example 1, we get (X ,Y ) ∼ (X ′,Y ′),
where X ,Y , X ′,Y ′ are those in the following table:

H a b c d e

X 1 1 0 0 1
Y 1 0 1 0 1
X ′ 0 1 0 1 1
Y ′ 0 0 1 1 1

The following proposition, whose proof follows immedi-
ately by applying a finite number of times Axiom S4 and
Axiom S0, shows that, under these axioms, a pair (X ,Y ) is
equivalent to all the other ones obtained by permuting in the
same way the elements of IX and IY . This means that all
the attributes play the same role in the similarity perception
expressed by the relation �.

Proposition 1 Let � be a comparative similarity on X 2

satisfying Axioms S0 and S4. Let X ,Y , X ′,Y ′ ∈ X with
X = (x1, . . . , xp), Y = (y1, . . . , yp), X ′ = (xi1 , . . . , xi p ),
Y ′ = (yi1 , . . . , yi p ), where (i1, . . . , i p) is any permutation
of (1, . . . , p). Then, (X ,Y ) ∼ (X ′,Y ′).

We are now able to prove the following lemma which
claims that, under Axioms S0, S2, S4, all the pairs with
the same number of common attributes, the same number of
attributes only present in the first object and the same number

of attributes only present in the second object are equally sim-
ilar. Moreover, all the pairs without common attributes are
equally similar. The pairs in which the attributes are either
present in both or absent in both the objects are equally sim-
ilar too. Let us remark that the symmetry Axiom S3, which
is questionable, is not taken into account at this point.

Lemma 1 Let X ,Y , X ′,Y ′ ∈ X fulfilling one of the follow-
ing conditions:

1. |X ∩ Y | = |X ′ ∩ Y ′| > 0, |X \ Y | = |X ′ \ Y ′| and
|Y \ X | = |Y ′ \ X ′|, with |XΔY | > 0;

2. |X ∩ Y | = |X ′ ∩ Y ′| = 0;
3. X = Y and X ′ = Y ′

If � is a comparative similarity on X 2 satisfying Axioms S0,
S2, S4, then

(X ,Y ) ∼ (X ′,Y ′).

Proof If condition 1 holds, then X ′ and Y ′ are obtained by
the same permutation from X and Y ,, respectively. So the
thesis follows by Proposition 1. If either condition 2 or condi-
tion 3 holds, then the thesis follows immediately by applying
Axioms S2 and S0 a finite number of times. ��

The next result follows immediately by Lemma 1:

Corollary 1 If� is a comparative similarity onX 2 satisfying
Axioms S0, S2, S4, then, for any X ,Y ∈ X ,

(Xc, X) ∼ (0, 0) ∼ (Y ,Y c).

Axioms S5 and S6 enlarge the sets of equivalent pairs sin-
gled out in Lemma 1: S5 introduces a symmetry with respect
to the attributes only present in the first object and those only
present in the second one; S6 introduces a symmetry with
respect to the attributes present in both objects and those
absent from both.

Axiom S5 clearly expresses the idea that the comparative
degree of similarity of a pair (X ,Y ) is the same as the one
of a pair (X ′,Y ′), which differs from it by the presence and
absence of an attribute ak which is present in X , but not in
Y , in the first pair and is absent from Y ′ but not from X ′ in
the second pair or vice versa.

Axiom S5 [distinctive attribute interchangeability]
For every X ,Y ∈ X and for every k ∈ IXΔY , we have

(X ,Y ) ∼ (Xc
k,Y

c
k ).

Example 3 ContinuingExample 1,we consider the following
objects:
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H a b c d e

X 1 0 1 0 1
Y 1 0 0 1 0
X ′ 1 0 0 0 0
Y ′ 1 0 1 1 1

Axiom S5 requires that (X ,Y ) ∼ (X ′′,Y ′′), with
(X ′′,Y ′′) = (Xc

3, Y
c
3 ) and (X ′′,Y ′′) ∼ (X ′′c

5,Y
′′c
5) =

(X ′,Y ′).

Remark 1 Axiom S5 can be formulated as follows:
For every (X ,Y ), (X ′,Y ′) ∈ X 2 and for any k ∈

{1, . . . , p}, if for every xi ∈ X , x ′
i ∈ X ′, yi ∈ Y , y′

i ∈ Y ′, we
have xi = x ′

i and yi = y′
i for i �= k and x ′

k = yk, y′
k = xk,

then (X ,Y ) ∼ (X ′, Y ′).

Lemma 2 Let� be a comparative similarity onX 2 satisfying
Axioms S0, S4, S5. For every (X ,Y ), (X ′,Y ′) ∈ X 2 such that
|X ∩ Y | = |X ′ ∩ Y ′| and |XΔY | = |X ′ΔY ′| we have

(X ,Y ) ∼ (X ′,Y ′).

Proof By using Axioms S4 and S0, starting from (X ′,Y ′),
with a finite number of transformations, we can obtain a pair
(X ′′,Y ′′) ∼ (X ′,Y ′) and such that X ∩ Y = X ′′ ∩ Y ′′ and
XΔY = X ′′ΔY ′′. Nevertheless, (X ′′,Y ′′) can be different
from (X ,Y ), since one or more elements of XΔY can belong
to X \ Y and to Y ′′ \ X ′′ (or vice versa). Then, by apply-
ing Axioms S5 and S0, we can obtain from (X ′′,Y ′′) a pair
(X ,Y ) ∼ (X ′′,Y ′′) and (X ,Y ) = (X ,Y ). ��
Corollary 2 If� is a comparative similarity onX 2 satisfying
Axioms S0, S2, S4, and S5, then � satisfies S3.

Proof The proof immediately follows by Lemmas 1 and 2.
��

The following Axiom S6 is in fact a reinforcement of
Axiom S5 and implies the second condition in S2. It claims
that, with respect to the degree of similarity, an attribute
present in both objects of a pair has the same importance
as an attribute absent from both.

Axiom S6 [attribute interchangeability]
For every (X ,Y ) ∈ X 2 and for any k ∈ {1, . . . , p}, we
have

(X ,Y ) ∼ (Xc
k,Y

c
k ).

It is immediate to prove the following result:

Proposition 2 If � is a comparative similarity on X 2 satis-
fying Axioms S0, S4, and S6 then � satisfies S3 and, for any
X ,Y ∈ X

(Xc, X) ∼ (0, 0) ∼ (Y ,Y c).

Example 4 Continuing Example 1 and considering the apart-
ments in the following table, Axiom S6 requires that wemust
set (X ,Y ) ∼ (X ′,Y ′) = (Xc,Y c).

H a b c d e

X 1 0 0 1 0
Y 1 1 0 1 1
X ′ 0 1 1 0 1
Y ′ 0 0 1 0 0

The next lemma detects equivalence classes of pairs larger
than those detected in Lemma 1: all the pairs containing the
same number of attributes either present or absent in both
objects (and so the same number of attributes present in only
one object) are equivalently similar.

Lemma 3 Let � be a comparative similarity on X 2 satisfy-
ing Axioms S0, S4, S6. For every (X ,Y ), (X ′,Y ′) such that
|XΔY | = |X ′ΔY ′| then

(X ,Y ) ∼ (X ′,Y ′).

Proof The proof follows the same line of the proof of Lemma
1. Indeed, if |XΔY | = |X ′ΔY ′|, then X ′ and Y ′ are obtained
by the same permutation from X and Y ,, respectively. So the
thesis follows by Proposition 1. ��

2.3 Monotonicity axioms

We introduce now threemonotonicity axioms: they are based
on the simultaneous comparison of intersection and differ-
ence of several pairs of objects. The first one explains that the
more present attributes the pairs have in common, the more
similar they are, for the same number of attributes in only
one of the objects of the pair. The less attributes are in only
one of the objects, the more similar the pairs are, for an equal
number of common present attributes.

Axiom S71 [monotonicity]
For every X ,Y , X ′,Y ′, X ′′,Y ′′ ∈ X , if X∩Y ⊃ X ′∩Y ′ =
X ′′ ∩ Y ′′ �= 0 and 0 �= XΔY = X ′ΔY ′ ⊂ X ′′ΔY ′′, then

(X ′′,Y ′′) ≺ (X ′,Y ′) ≺ (X ,Y ).

Example 5 Continuing Example 1, we consider the apart-
ments in the following table:
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H a b c d e

X 1 0 1 1 1
Y 1 1 1 0 1
X ′ 1 1 0 0 1
Y ′ 1 0 0 1 1
X ′′ 1 0 1 1 1
Y ′′ = X ′ 1 1 0 0 1

If we accept Axiom S71, then our comparative similarity
must be:

(X ′′,Y ′′) ≺ (X ′,Y ′) ≺ (X ,Y ),

which means that an apartment with all the attributes except
the living kitchen (X) is more similar to an apartment with all
the attributes except the lift (Y ) than an apartmentwithout lift
and windows in the bathroom (X ′) is similar to one without
living kitchen and windows in the bathroom (Y ′) and finally
both are more similar than an apartment without a living
kitchen (X ′′) is similar to an apartment without windows in
the bathroom and lift (Y ′′).

We now consider differently attributes only present in the
first object of a pair or only present in the second one, instead
of considering indifferently attributes present in any of the
objects of the pair as we did in Axiom S71.

Axiom S72 [weak monotonicity]
For every X ,Y , X ′,Y ′, X ′′,Y ′′ ∈ X , if X∩Y ⊃ X ′∩Y ′ =
X ′′ ∩ Y ′′ �= 0, 0 �= X \ Y = X ′ \ Y ′ ⊆ X ′′ \ Y ′′,
0 �= Y \ X = Y ′ \ X ′ ⊆ Y ′′ \ X ′′, and at least one of the
two following conditions is satisfied X ′ \ Y ′ ⊂ X ′′ \ Y ′′,
Y ′ \ X ′ ⊂ Y ′′ \ X ′′, then

(X ′′,Y ′′) ≺ (X ′,Y ′) ≺ (X ,Y ).

We notice that Axiom S71 is stronger than Axiom S72: in
fact if the hypotheses of S72 are satisfied, then the hypotheses
(and so the implication) of S71 are also satisfied.

In the next axiom, we propose a different view of mono-
tonicity, restricted to attributes only present in one object of
each pair.

Axiom S73 [cumulative monotonicity]
For every X ,Y , X ′,Y ′, X ′′,Y ′′ ∈ X , if XΔY = X ′ΔY ′ ⊂
X ′′ΔY ′′, then

(X ′′,Y ′′) ≺ (X ′,Y ′) ∼ (X ,Y ).

Example 6 Continuing Example 1, we consider the apart-
ments described in the following table:

H a b c d e

X 1 0 1 1 1
Y 1 1 1 0 1
X ′ 0 1 0 0 1
Y ′ 0 0 0 1 1
X ′′ 0 0 1 1 0
Y ′′ 1 1 0 0 0

If we accept Axiom S73, then our comparative similarity
must be:

(X ′′,Y ′′) ≺ (X ′,Y ′) ∼ (X ,Y ),

apartments (X ,Y ) or (X ′,Y ′) with two differences in the
presence of attributes being more similar than apartments
(X ′′,Y ′′) with three differences.

This example leads us to a more “countable” approach
of comparative similarities, where the considered sets of
attributes are not supposed to be equal, but to have the same
cardinality.

Lemma 4 Let�be a comparative similarity onX 2.For every
(X ,Y ), (X ′,Y ′), (X ′′,Y ′′) ∈ X 2 such that |X ∩ Y | > |X ′ ∩
Y ′| = |X ′′ ∩ Y ′′| �= 0 and 0 �= |XΔY | = |X ′ΔY ′| <

|X ′′ΔY ′′| we have

(X ′′,Y ′′) ≺ (X ′,Y ′) ≺ (X ,Y )

if and only if � satisfies Axioms S0, S4, S5, S71.

Proof If |X ∩ Y | > |X ′ ∩ Y ′| and |XΔY | = |X ′ΔY ′|
then, from Proposition 1, there exists a pair (X ′′′,Y ′′′) such
that X ′′′ ∩ Y ′′′ ⊂ X ∩ Y and X ′′′ΔY ′′′ = XΔY . From
Axiom S5 there exists a pair (X̃ , Ỹ ) ∼ (X ′′′,Y ′′′) such
that (X̃ , Ỹ ), (X ′,Y ′) satisfy the hypotheses of Lemma 1. So
(X̃ , Ỹ ) ∼ (X ′,Y ′). By Axiom S71 (X̃ , Ỹ ) ≺ (X ,Y ) and so,
by transitivity (X ′,Y ′) ≺ (X ,Y ). Similarly, for (X ′′, Y ′′).

The proof of the necessity of Axioms S0, S4, S5, S71 is
trivial. ��

ReplacingAxiom S71 by theweak form S72,we can prove
the following result.

Lemma 5 Let�be a comparative similarity onX 2.For every
(X ,Y ), (X ′,Y ′), (X ′′,Y ′′) ∈ X 2 such that |X ∩ Y | > |X ′ ∩
Y ′| = |X ′′ ∩ Y ′′| �= 0, 0 �= |X \ Y | = |X ′ \ Y ′| < |X ′′ \ Y ′′|
and 0 �= |Y \ X | = |Y ′ \ X ′| < |Y ′′ \ X ′′| we have

(X ′′,Y ′′) ≺ (X ′,Y ′) ≺ (X ,Y ),

if and only if � satisfies Axioms S0, S4, S72.
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Proof The proof follows the same line of the proof of Lemma
4, by using Lemma 2 and Axiom S72 instead of Lemma 1
and Axiom S71, respectively. The proof of the necessity of
Axioms S0, S4, S72 is trivial. ��
Lemma 6 Let � be a comparative similarity on X 2. For
every (X ,Y ), (X ′,Y ′), (X ′′,Y ′′) ∈ X 2 such that |XΔY | =
|X ′ΔY ′| < |X ′′ΔY ′′| we have

(X ′′,Y ′′) ≺ (X ′,Y ′) ∼ (X ,Y ),

if and only if � satisfies Axioms S0, S4, S6, S73.

Proof Under these hypotheses, we have |(X ∩ Y ) ∪ (Xc ∩
Y c)| = |(X ′∩Y ′)∪(X ′c∩Y ′c)| > |(X ′′∩Y ′′)∪(X ′′c∩Y ′′c)|.
Then, the proof follows the same line as the proof of Lemma
4, by using Lemma 3 and Axiom S73 instead of Lemma 1
and Axiom S71, respectively. The proof of the necessity of
Axioms S0, S4, S6, S73 is trivial. ��

Lemmas 4, 5, 6 together with Lemma 1 suggest that the
introduced axioms are sufficient conditions to determine that
any similarity measure, representing the considered compar-
ative similarities, must only take into account the cardinality
of the common attributes and the distinctive ones, affirm-
ing that an increase of the number of common attributes, as
well as a decrease of the number of distinct ones, increases
the value of the measure of similarity. Moreover, the same
axioms assure that the maximum value of the similarity mea-
sure representing � is obtained for the pairs (X , X) and the
minimum for (X , Xc), for every X �= 0.

Theorems 1, 2, 3 will show that the introduced axioms
are actually necessary and sufficient conditions for the above
statements.

Theorem 1 Let � be a comparative similarity on X 2. The
following statements are equivalent:

i) � satisfies S0, S1, S2, S4, S5, S71
ii) There exists a unique (up to increasing transformations)

function S : X 2 → [0, 1] representing � and such that:

a) S(X ,Y ) = Φ(|X ∩ Y |, |XΔY |),
b) Φ is increasingwith respect to |X∩Y | and decreasing

with respect to |XΔY |,
c) Φ(0, b) = 0, and Φ(a, 0) = 1, for every a and for

every b �= 0

Proof Wefirst prove that i) ⇒ i i). SinceX 2 is finite, Axiom
S0 is a necessary and sufficient condition for the existence
of a function S : X 2 → [0, 1] representing � (Krantz et al.
1971). Axioms S0, S4, S5 through Lemma 2 ensure that S
only depends on |X ∪ Y | and |XΔY |. Axioms S0, S4, S5
and S71 through Lemma 4 ensure that S is increasing with
respect to |X ∪ Y | and decreasing with respect to |XΔY |.

Finally, Axioms S0, S1, S2, S4, taking into account
Lemma 1 and Corollary 1, ensure the validity of statement c
of condition i i).

We now prove i i) ⇒ i). Every binary relation � repre-
sentable by a real function is aweakorder, soS0 is necessarily
satisfied. Axiom S1 immediately follows from condition c)
and the representability of � by S. To prove Axiom S2, con-
sider that, if X ∩Y = 0, we also have Xc

k ∩Y = X ∩Y c
h = 0

for every k ∈ IX∪(Xc∩Y c) and h ∈ IY∪(Xc∩Y c). So, since
Φ(0, ·) = 0, we have S(X ,Y ) = S(Xc

k,Y ) = S(X , Y c
h ) =

0. Similarly, if X = Y (XΔY = 0,) and X �= 0, we have, for
every k, Xc

k = Y c
k and, if Xc

k �= 0, by condition c) we obtain
S(X , X) = S(Xc

k, X
c
k) = 1. Then, Axiom S2 follows from

the representability of � by S. To prove Axiom S4, consider
that the cardinality does not depend on the specific elements,
and S(X ,Y ) is a function of the cardinality of the intersection
and the symmetrical difference of X and Y . To prove Axiom
S5, it is sufficient to consider that, for every k ∈ IXΔY ,

(X ,Y ) and (Xc
k,Y

c
k ) are such that |X ∩ Y | = |Xc

k ∩ Y c
k | and

|XΔY | = |Xc
kΔY c

k | and so S(X ,Y ) = S(Xc
k,Y

c
k ), which

implies (X ,Y ) ∼ (Xc
k,Y

c
k ). To prove Axiom S71,, it is suffi-

cient to consider that the cardinality is increasingwith respect
to the partial order induced by the inclusion and function
Φ is increasing with respect to the first variable |X ∪ Y |
and decreasing with respect to the second variable |XΔY |.
Finally, Axiom S3 follows from Corollary 2 ��
Theorem 2 Let � be a comparative similarity on X 2. The
following statements are equivalent:

1) � satisfies S0, S1, S2, S4, S72,
ii) There exists a unique (up to increasing transformations)

function S : X 2 → [0, 1] representing � and such that:

a) S(X ,Y ) = Ψ (|X ∩ Y |, |X \ Y |, |Y \ X |),
b) Ψ is increasingwith respect to |X∩Y | and decreasing

with respect to |X \ Y |, and |Y \ X |,
c) Ψ (0, b, b′) = 0, andΨ (a, 0, 0) = 1, for every a and

for every b, b′ with b + b′ �= 0

Proof The proof exactly follows the same line as the proof
of Theorem 1, by using Lemma 1 instead of Lemma 2 and
Lemma 5 instead of Lemma 4. ��
Theorem 3 Let � be a comparative similarity on X 2. The
following statements are equivalent:

i) � satisfies S0, S1, S3, S4, S6, S73
ii) There exists a unique (up to increasing transformations)

function S : X 2 → [0, 1] representing � and such that:

a) S(X ,Y ) = Ξ
(|(X ∩ Y ) ∪ (Xc ∩ Y c)|, |XΔY |),

b) Ξ is increasing with respect to |(X ∩Y )∪ (Xc ∩Y c)|
and decreasing with respect to |XΔY |,
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c) Ξ(0, b) = 0, and Ξ(c, 0) = 1, for every c and for
every b �= 0.

Proof The proof exactly follows the same line as the proof
of Theorem 1, by using Lemma 3 instead of Lemma 2 and
Lemma 6 instead of Lemma 4 and Proposition 2. ��
Remark 2 We notice that the set of axioms present in con-
dition i) of Theorem 1 is exactly the “price we must pay”
when we claim (often without attaching importance to the
fact) that a similarity measure should have the characteris-
tics described in condition i i) of the same theorem. Similarly,
for axioms in condition i) of Theorems 2 and 3. In fact, since
the axioms are necessary and sufficient conditions, if one
does not accept some of those axioms, he/she does not mea-
sure similarity by any function in the large family of those
present in Theorems 1, 2, 3. On the other hand, every person
which retains not adequate the Tversky paradigm, must be
not agreeing with at least one of the related axioms.

Nevertheless, the function Φ, Ψ or Ξ representing the
comparative similarity under the axioms introduced before
is completely arbitrary. The next axioms we are going to
introduce will represent “the price to pay” to obtain that the
function representing � belongs to a particular class of sim-
ilarity measures.

2.4 Independence axioms

The independence axioms are discussed in every theory,
especially in decision-making and social choice: they essen-
tially require that, under specific conditions, the preference
relation between two objects is not influenced by some com-
mon component of the objects. We introduce now three
independence axioms, which are weakened versions of the
classical independence axiom, introduced in Tversky (1977).

Axiom WI [weak independence]
For every (X1,Y1), (X2,Y2), (Z1,W1), (Z2,W2) ∈ X 2,

if one of the following conditions holds:

1. Xi ∩ Yi = Zi ∩ Wi (i = 1, 2) and X1ΔY1 =
X2ΔY2 �= 0, Z1ΔW1 = Z2ΔW2 �= 0

2. XiΔYi = ZiΔWi (i = 1, 2) and X1 ∩ Y1 = X2 ∩
Y2 �= 0, Z1 ∩ W1 = Z2 ∩ W2 �= 0

then

(X1,Y1) � (X2,Y2) ⇔ (Z1,W1) � (Z2,W2).

Example 7 Continuing Example 1, we consider the apart-
ments in the following table:

H a b c d e

X1 1 0 1 1 0
Y1 1 1 1 0 0
X2 1 1 0 0 1
Y2 1 0 0 1 1
Z1 1 0 1 1 0
W1 1 0 1 0 0
Z2 1 0 0 1 1
W2 1 0 0 0 1

Since X1 ∩ Y1 = Z1 ∩ W1 = {a, c}, X2 ∩ Y2 = Z1 ∩
W2 = {a, e}, X1ΔY1 = X2ΔY2 = {b, d} and Z1ΔW1 =
Z2ΔW2 = {d}, if a person considers (X1,Y1) � (X2, Y2),
then he/she must consider also (Z1,W1) � (Z2,W2), vice
versa if he/she sets (X2,Y2) ≺ (X1,Y1) then he/she must
accept also (Z2,W2) ≺ (Z1,W1).

Axiom CI [cumulative independence]
For every (X1,Y1), (X2,Y2), (Z1,W1), (Z2,W2) ∈ X 2,

if one of the following conditions holds:

1. Xi ∩ Yi = Zi ∩ Wi , Xi = Zi (i = 1, 2)
and Y1 = Y2, W1 = W2

2. Xi ∩ Yi = Zi ∩ Wi , Yi = Wi (i = 1, 2)
and X1 = X2, Z1 = Z2

3. Xi = Zi , Yi = Wi (i = 1, 2)
and X1 ∩ Y1 = X2 ∩ Y2, Z1 ∩ W1 = Z2 ∩ W2

then

(X1,Y1) � (X2,Y2) ⇔ (Z1,W1) � (Z2,W2).

Axiom TWI [total weak independence]
For every (X1,Y1), (X2,Y2), (Z1,W1), (Z2,W2) ∈ X 2,

if one of the following conditions holds:

1. (Xi∩Yi )∪(Xc
i ∩Y c

i ) = (Zi∩Wi )∪(Zc
i ∩Wc

i ), Xi =
Zi , (i = 1, 2) and Y1 = Y2, W1 = W2

2. (Xi ∩Yi )∪(Xc
i ∩Y c

i ) = (Zi ∩Wi )∪(Zc
i ∩Wc

i ), Yi =
Wi (i = 1, 2) and X1 = X2, Z1 = Z2

3. Xi = Zi , Yi = Wi (i = 1, 2) and (X1∩Y1)∪ (Xc
1∩

Y c
1 ) = (X2 ∩ Y2) ∪ (Xc

2 ∩ Y c
2 ), (Z1 ∩ W1) ∪ (Zc

1 ∩
Wc

1 ) = (Z2 ∩ W2) ∪ (Zc
2 ∩ Wc

2 ),

then

(X1,Y1) � (X2,Y2) ⇔ (Z1,W1) � (Z2,W2).

We now introduce structural axioms reinforcing the above
independence conditions, which are the specifications in our
environment of the finite cancellation axiom, introduced in
Krantz et al. (1971). This axiom is related to binary relations
� defined on a Cartesian productΘ =×n

i=1 Θi and requires
that, for any k inequalities Hj � H ′

j ( j = 1, . . . , k), if for
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every component Θi and for every θi ∈ Θi the number of
times that θi appears in the first elements of the inequalities
� is the same as the number of times that θi appears in the
second ones, this implies that for all the pairs Hj , H ′

j ( j =
1, . . . , k), the relation � is symmetrical, that is ∼.

The main result related to binary relations satisfying the
finite cancellation axiom is the following theorem (seeKrantz
et al. 1971; Narens 1974):

Theorem 4 LetΘ =×n
i=1 Θi be a finite set and� a reflexive

binary relation in Θ. The following statements are equiva-
lent:

i) � satisfies the finite cancellation axiom;
ii) there exist n functions Φi (i=1, …,n) from Θi to R (or to

any other totally ordered set C containing R) such that,
if H = (θ1, . . . , θn) and H ′ = (θ ′

1, . . . , θ
′
n) then

H � H ′ ⇔
n∑

i=1

Φi (θi ) ≤
n∑

i=1

Φi (θ
′
i ).

To obtain this result, given a comparative similarity � on
X 2, let Γ be a set of ordered pairs (inequalities) (X ,Y ) �
(Z ,W ) and let us consider the following sets: AΓ = {X ∩
Y }, BΓ = {XΔY }, CΓ = {(Xc ∩ Y c) ∪ (X ∩ Y )}, DΓ

1 =
{X}, DΓ

2 = {Y }, with (X ,Y ) any element of X 2 com-
pared in at least one inequality in Γ . Then, we introduce
new axioms adapting the cancellation axiom to this context.

Axiom WkC [weak kth cancellation]
Let � be a comparative similarity on X 2. Let us associate
with each pair (X ,Y ) ∈ X 2 the pair (X ∩ Y , XΔY ). The
relation � satisfies the weak kth cancellation axiom if and
only if for each h ≤ k and for every inequalities (Xi ,Yi ) �
(Zi ,Wi ), (i = 1, . . . , h) we have the following: if for
every A ∈ AΓ the number of pairs (Xi ,Yi ) with Xi ∩
Yi = A is the same as the number of pairs (Zi ,Wi ) with
Zi ∩ Wi = A, and similarly for every B ∈ BΓ , then for
every i = 1, . . . , h we have

(Xi ,Yi ) ∼ (Zi ,Wi ).

Proposition 3 Let � be a comparative similarity on X 2 sat-
isfying Axiom S0. If � satisfies the weak second cancellation
axiom, then � satisfies the weak independence axiom.

Proof Let us consider (Xi ,Yi ), (Zi ,Wi ), (i = 1, 2) satisfy-
ing the hypotheses in Axiom WI and suppose (X1,Y1) �
(X2,Y2) and (Z2,W2) � (Z1,W1). Since the hypotheses
in Axiom WkC are fulfilled, it implies that the compar-
ison between (Z2,W2) and (Z1,W1) cannot be strict, so
(Z1,W1) � (Z2,W2). ��

Axiom WFC [weak finite cancellation]
A comparative similarity � on X 2 is said to satisfy the
weak finite cancellation if and only if it satisfies the weak
kth cancellation for each k ∈ N.

Axiom CkC [cumulative kth cancellation]
Let � be a comparative similarity on X 2 and let us asso-
ciate with each pair (X ,Y ) ∈ X 2 the triple (X ∩Y , X , Y ).

The relation � satisfies the cumulative kth cancellation
axiom if and only if for each h ≤ k and for every inequal-
ities (Xi ,Yi ) � (Zi ,Wi ), (i = 1, . . . , h) we have the
following: if for every A ∈ AΓ the number of pairs
(Xi ,Yi ) with Xi ∩ Yi = A is the same as the number
of pairs (Zi ,Wi ) with Zi ∩ Wi = A, and similarly for
every X ∈ DΓ

1 and for every Y ∈ DΓ
2 , then for every

i = 1, . . . , h we have

(Xi ,Yi ) ∼ (Zi ,Wi ).

Proposition 4 Let � be a comparative similarity on X 2

satisfying Axiom S0. If � satisfies the cumulative second
cancellation axiom, then � satisfies the cumulative indepen-
dence axiom.

Proof The proof follows the same line of the proof of Propo-
sition 3: consider (Xi ,Yi ), (Zi ,Wi ), (i = 1, 2) satisfying the
hypotheses in Axiom CI and suppose (X1,Y1) � (X2, Y2)
and (Z2,W2) � (Z1,W1). Since the hypotheses in Axiom
CkC are fulfilled, it implies that the comparison between
(Z2,W2) and (Z1,W1) cannot be strict, so (Z1,W1) �
(Z2,W2). ��

Axiom CFC [cumulative finite cancellation]
A comparative similarity � on X 2 is said to satisfy the
cumulative finite cancellation if and only if it satisfies the
cumulative kth cancellation for each k ∈ N.

Axiom TWkC [total weak kth cancellation]
Let � be a comparative similarity on X 2 and let us asso-
ciate with each pair (X ,Y ) ∈ X 2 the triple

(
(X ∩ Y ) ∪

(Xc ∩ Y c), X ,Y
)
. The relation � satisfies the cumulative

kth cancellation axiom if andonly if, for each h ≤ k and for
every inequality (Xi ,Yi ) � (Zi ,Wi ), (i = 1, . . . , h), we
have the following: if for everyC ∈ CΓ the number of pairs
(Xi ,Yi )withC = (Xi ∩Yi )∪ (Xc

i ∩Y c
i ) is the same as the

number of pairs (Zi ,Wi )withC = (Zi ∩Wi )∪(Zc
i ∩Wc

i ),
and similarly for every X ∈ DΓ

1 and for every Y ∈ DΓ
2 ,

then for every i = 1, . . . , h, we have

(Xi ,Yi ) ∼ (Zi ,Wi ).
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Proposition 5 Let � be a comparative similarity on X 2

satisfying Axiom S0. If� satisfies the total weak second can-
cellation axiom, then� satisfies the total weak independence
axiom.

Proof The proof follows the same line of the proof of Propo-
sition 3: consider (Xi ,Yi ), (Zi ,Wi ), (i = 1, 2) satisfying the
hypotheses in Axiom TWI and suppose (X1,Y1) � (X2,Y2)
and (Z2,W2) � (Z1,W1). Since the hypotheses in Axiom
TWkC are fulfilled, it implies that the comparison between
(Z2,W2) and (Z1,W1) cannot be strict, so (Z1,W1) �
(Z2,W2). ��

Axiom TWFC [total weak finite cancellation]
A comparative similarity � on X 2 is said to satisfy the
cumulative finite cancellation if and only if it satisfies the
total weak kth cancellation for each k ∈ N.

The following three propositions have the same role as
those in the previous subsection: they extend the indepen-
dence axioms from pairs with equal intersection, differences,
symmetrical difference and so on, to all the pairs in which
the above sets are not required to be equal, but only to have
the same cardinality.

Let us consider now for any finite Γ = {(Xi ,Yi ) �
(Zi ,Wi )} the following sets: a� = {|X ∩ Y |}, b� =
{|XΔY |}, cΓ = {|Xc ∩Y c|+ |X ∩Y |}, d�

1 = {|X |}, d�
2 =

{|Y |}, with (X ,Y ) any element of X 2 compared in at least
one inequality in Γ .

Lemma 7 Let� be a comparative similarity onX 2 satisfying
Axioms S0, S4, S5 and WFC and for every (X ,Y ) ∈ X 2, let
us associate with (X ,Y ) the pair (|X ∩ Y |, |XΔY |). For
any number m of inequalities (Xi ,Yi ) � (Zi ,Wi ), (i =
1, . . . ,m), if, for every a ∈ a�, the number of pairs (Xi ,Yi )
such that a = |Xi ∩ Yi | is the same as the number of pairs
(Zi ,Wi ) with a = |Zi ∩Wi |, and similarly for every b ∈ b� ,
then for every i = 1, . . . , h, we have

(Xi ,Yi ) ∼ (Zi ,Wi ).

Proof The proof follows from Lemma 2, Axiom WFC and
by the same considerations as in the proof of Lemma 4. ��
Lemma 8 Let � on X 2 satisfying Axioms S0, S4 and CFC
and for every (X ,Y ) ∈ X 2, let us associate with (X ,Y ) the
triple (|X ∩ Y |, |X |, |Y |). For any number m of inequalities
(Xi ,Yi ) � (Zi ,Wi ), (i = 1, . . . ,m), if, for every a ∈ a�,

the number of pairs (Xi ∩ Yi ) such that a = |Xi ∩ Yi | is the
same as the number of pairs (Zi ,Wi ) with a = |Zi ∩ Wi |,
and similarly for every d1 ∈ d�

1 and d2 ∈ d�
2 , then for every

i = 1, . . . , h, we have

(Xi ,Yi ) ∼ (Zi ,Wi ).

Proof The proof follows from Lemma 1 and Axiom CFC. ��
Lemma 9 Let� be a comparative similarity onX 2 satisfying
Axioms S0, S4, S6 and TWFC and for every (X ,Y ) ∈ X 2,

let us associate with (X ,Y ) the triple (|Xc ∩ Y c| + |X ∩
Y |, |X |, |Y |). For any number m of inequalities (Xi , Yi ) �
(Zi ,Wi ), (i = 1, . . . ,m), if, for every c ∈ c�, the number
of pairs (Xi ,Yi ) such that c = |Xc

i ∩ Y c
i | + |Xi ∩ Yi | is the

same as the number of pairs (Zi ,Wi ) with c = |Zc
i ∩Wc

i | +
|Zi ∩ Wi |, and similarly for every b ∈ b�, then for every
i = 1, . . . , h, we have

(Xi ,Yi ) ∼ (Zi ,Wi ).

Proof The proof follows from Lemma 3 and Axiom TWFC.
��

3 Representation of comparative similarities
by similarity measures

Among all similarity measures able to represent comparative
similarities satisfying specific axioms, we focus on para-
metric functions having well-known similarity measures as
particular cases. In thisway, a link is establishedwith existing
measures and the designer is able to verify if the functional
form he/she chooses to estimate similarities possesses appro-
priate properties.

We then consider three classes of similarity measures
S f ,g, T f ,g,h, H f ,g, whose elements depend on two or three
parameters, which are real functions f, g and h with specific
characteristics such as the strict monotonicity.

– The class S f ,g contains in particularAnderberg similarity
(Anderberg 1973) (for f (x) = 8x and g(x) = x), Jac-
card similarity (Jaccard 1908) (for f (x) = g(x) = x),
Sorensen similarity (Sorensen 1948) (for f (x) = 4x
and g(x) = x) and Dice similarity (Dice 1945) (for
f (x) = 2x and g(x) = x)

– the class S f ,g contains in particular Ochiai similarity
(Ochiai 1957) for f (x) = x , and g(x) = h(x) = √

x)
– the class H f ,g contains in particularRogers andTanimoto
similarity (Rogers and Tanimoto 1960) (for f (x) = x ,
and g(x) = 2x), Sokal and Michener similarity (Sokal
and Michener 1958) (for f (x) = g(x) = x) and
Sokal and Sneath similarity (Sokal and Sneath 1963) (for
f (x) = x , and g(x) = 1

2 x)

For more examples, refer to Lesot et al. (2009).
We first prove that the introduced axioms are satisfied

by ordinal relations induced by different classes of similarity
measures, i.e. each of them is necessary for the representabil-
ity of comparative similarities by some specific class of
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measures. This clearly explains that, if in a particular con-
text, a person considers unacceptable some axiom among
those necessary for the representation of the similarity rela-
tion by a specific class of similarity measures, then he/she
can (should) not choose any element of this class to measure
the similarity.

Lemma 10 Any relation� onX 2 induced (or representable)
by a similarity measure S f ,g, defined as

S f ,g(X , Y ) =
⎧
⎨

⎩

f (|X ∩ Y |)
f (|X ∩ Y |) + g(|XΔY |) for (X , Y ) �= (0, 0)

0 for (X , Y ) = (0, 0)

(2)

(where f and g are nonnegative increasing real functions
with f (0) = g(0) = 0), satisfies S0, S1, S2, S3, S4, S5, S71,
WFC.

Proof To prove that � satisfies Axioms S0, S1, S2, S4, S5,
S71, it is sufficient to prove that S f ,g is a function satisfying
properties of functionΦ in Theorem 1. In fact S f ,g(X ,Y ) =
Φ(|X ∩ Y |, |XΔY |). The non-negativity of f and g implies
that the values taken by S f ,g are in [0, 1]. Condition f (0) =
g(0) = 0 and the definition of S f ,g(0, 0) = 0 ensures that
Φ(0, b) = 0 and Φ(a, 0) = 1, for every b �= 0. Moreover,
taking into account that f and g are increasing functions, it
is immediate to see that S f ,g is increasing with respect to
|X ∩ Y | and decreasing with respect to |XΔY |.

The proof that Axiom S3 is satisfied is in Corollary 2. We
need to prove AxiomWFC.We first consider that, since S f ,g

represents �, for any (X ,Y ), (Z ,W ) ∈ X 2 we have:

S f ,g(X ,Y ) ≤ S f ,g(Z ,W ) ⇔ f (|X ∩ Y |)g(|ZΔW |)
≤ f (|Z ∩ W |)g(|XΔY |).

Then, since ln is a strictly increasing function, we have:

S f ,g(X ,Y ) ≤ S f ,g(Z ,W )

⇔ ln[ f (|X ∩ Y |)] − ln[g(|XΔY |)]
≤ ln[ f (|Z ∩ W |)] − ln[(|ZΔW |)].

Now consider the set Θ = Θ1 × Θ2 = {|Xi ∩ Yi |} ×
{|XiΔYi |}, with (Xi ,Yi ) ∈ X 2 and the relation �′ in Θ

defined by putting for every θi , θ j ∈ Θ:

θi �′ θ j ⇔ (Xi ,Yi ) � (X j ,Y j ).

Then, there exist two functions, Φ1 = ln( f ), and Φ2 =
− ln(g), respectively, defined in Θ1 and Θ2, such that the
functionΦ1+Φ2 represents�′ .FromTheorem4,wededuce
that �′ satisfies the finite cancellation axiom and so � satis-
fies WFC. ��

Lemma 11 Any relation� onX 2 induced (or representable)
by a similarity measure T f ,g,h, defined as

T f ,g,h(X ,Y ) =
⎧
⎨

⎩

f (|X ∩ Y |)
g(|X |)h(|Y |) for X �= 0, Y �= 0

0 otherwise
(3)

(where f , g, h are nonnegative increasing real functionswith
f (0) = g(0) = h(0) = 0 and f (x) = g(x)h(x) for every
real number x) satisfies S0, S1, S2, S4, S72, CFC.

Proof To prove that � satisfies Axioms S0, S1, S4, S72, it is
sufficient to prove that T f ,g,h is a function satisfying proper-
ties of functionΨ in Theorem2. Since |X∩Y |+|X\Y | = |X |
and |X ∩ Y | + |Y \ X | = |Y |. In fact T f ,g,h(X , Y ) =
Ψ (|X ∩ Y |, |X \ Y |, |Y \ X |). By the same consideration
in proof of Lemma 10, we can prove conditions b and c of
Theorem 2. We need to prove Axiom CFC. We first consider
that, since T f ,g,h represents�, for any (X ,Y ), (Z ,W ) ∈ X 2

we have:

T f ,g,h(X ,Y ) ≤ T f ,g,h(Z ,W ) ⇔ f (|X ∩ Y |)g(|Z |)h(|W |)
≤ f (|Z ∩ W |)g(|X |)h(|Y |).

Then, since ln is a strictly increasing function, we have:

T f ,g,h(X ,Y ) ≤ T f ,g,h(Z ,W )

⇔ ln[ f (|X ∩ Y |)] − (ln[g(|X |)] + ln[h(|Y |)])
≤ ln[ f (|Z ∩ W |)] − ln[g(|Z |)] − ln[h(|W |)].

Now consider the set Θ = Θ1 × Θ2 × Θ3 = {|Xi ∩ Yi |} ×
{|Xi |} × {|Yi |}, with (Xi ,Yi ) ∈ X 2 and the relation �′ in Θ

defined by putting for every θi , θ j ∈ Θ:

θi �′ θ j ⇔ (Xi ,Yi ) � (X j ,Y j ).

Then, there exist three functions, Ψ1 = ln( f ), Ψ2 =
− ln(g) and Ψ3 = − ln(h), respectively, defined in Θ1, Θ2

and Θ3, such that the function Ψ1 + Ψ2 + Ψ3 represents
�′ . From Theorem 4, we deduce that �′ satisfies the finite
cancellation axiom and so � satisfies WFC. ��
Lemma 12 Any relation� onX 2 induced (or representable)
by a similarity measure H f ,g, defined as

H f ,g(X ,Y ) = f (|X ∩ Y | + |Xc ∩ Y c|)
f (|X ∩ Y | + |Xc ∩ Y c|) + g(|XΔY |) (4)

(where f , g are nonnegative increasing real functions with
f (0) = 0) satisfies S0, S1, S3, S4, S6, S73, TWFC.

Proof The proof follows the same line as the proof of Lem-
mas 10 and 11, referring to the function Ξ in Theorem 3.

��
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We now prove that the necessary conditions are also suffi-
cient for the representability of � by similarity measures of
the above classes.

Theorem 5 For a comparative similarity � on X 2 the fol-
lowing conditions are equivalent:

i) � satisfies S0, S1, S2, S3, S4, S5, S71, WFC;
ii) there exist two nonnegative increasing real functions f

and g, with f (0) = g(0) = 0 such that the function
S f ,g : X 2 → [0, 1] defined in Eq. (2) represents �.

Proof Implication i i) ⇒ i) has been proved in Lemma 10,
and we prove implication i) ⇒ i i). First of all, by Axioms
S0, S2, S4 and Corollary 1, we have (0, 0) ∼ (Xc, X) for
every X �= 0, so we can consider� restricted toX 2 \{(0, 0)}
and then extend the function representing �, by assigning to
(0, 0) the same value assigned to the pairs (Xc, X). Let us
consider, as in the proof of Lemma 10, the setΘ = Θ1×Θ2,

with Θ1 = {|Xi ∩Yi |} and Θ2 = {|XiΔYi |}, (Xi ,Yi ) ∈ X 2,
and the relation �′ in Θ defined by putting for every θi , θ j ∈
Θ:

θi �′ θ j ⇔ (Xi ,Yi ) � (X j ,Y j ).

This is possible thanks to Lemma 2, which holds since �′
satisfies Axioms S0, S4, S5. Then, every function represent-
ing�′ also represents� and vice versa, moreover�′ inherits
all the properties of �.

Now, since�′ satisfies S0, S4, S5 andWFC andmoreover
Θ is finite, we can apply Lemma 7 and then Theorem 4 for
C = R

∗ = R ∪ {−∞,+∞} (that is the compactification of
R), totally ordered by extending the usual order of R in the
natural way.

Therefore, there exist two functions Φi : Θi → R
∗ (i =

1, 2) such that the function

Φ(|X ∩ Y |, |XΔY |) = Φ1(|X ∩ Y |) + Φ2(|XΔY |)

represents �′, and so G(X ,Y ) = Φ(|X ∩ Y |, |XΔY |)
represents�. From Lemma 4, functionΦ1 is strictly increas-
ing and function Φ2 is strictly decreasing. By Axiom S2,
Φ2(0) = +∞: in fact S1 implies that for every X ∈ X ,

X �= 0 one has (X , X) ∼ (Y ,Y ) , and so, if x = |X ∩
X | < |Y ∩ Y | = y, we must have Φ1(x) + Φ2(0) =
Φ1(y)+Φ2(0). So, since Φ1 is strictly increasing, necessar-
ily Φ2(0) = +∞. With the same considerations, by Axiom
S2, we have Φ1(0) = −∞. Now we put Φ ′

2 = −Φ2 and
we consider the function ln : [0,+∞] → R

∗ (defined by
putting ln(0) = −∞ and ln(+∞) = +∞) and the function
exp : R∗ → [0,+∞]. (defined by putting exp(−∞) = 0
and exp(+∞) = +∞). By using these functions, we can
write for every (X ,Y ) �= (0, 0) :

G(X ,Y ) =
⎧
⎨

⎩

ln
exp(Φ1(|X ∩ Y |))
exp(Φ ′

2(|XΔY |)) for |XΔY | �= 0

+∞ for |XΔY | = 0
(5)

The function G : X 2 \ {(0, 0)} → [−∞,+∞] repre-
sents � on X 2 \ {(0, 0)}; taking into account the previous
considerations, it can be extended to X 2 by putting:

G ′(X , Y )

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ln
exp(Φ1(|X ∩ Y |))
exp(Φ ′

2(|XΔY |)) for |XΔY | �= 0

+∞ for |XΔY | = 0 and|X ∩ Y | �= 0
−∞ for |XΔY | = 0 and|X ∩ Y | = 0

(6)

Since G ′ : X 2 → R
∗ represents � on X 2, then any of

its strictly increasing transformations ϕ also represents � on
X 2. In particular, ϕ(exp(G ′)) represents�, with exp : R∗ →
[0,+∞] and ϕ : [−∞,+∞] → [0, 1] defined as follows:

ϕ(z) =

⎧
⎪⎨

⎪⎩

z

z + 1
for − ∞ < z < +∞

0 for z = −∞
1 for z = +∞

(7)

By putting exp(Φ1) = f and exp(Φ ′
2) = g, we obtain

function S f ,g as defined in Eq. 2. ��
Theorem 6 For a comparative similarity � on X 2, the fol-
lowing conditions are equivalent:

i) � satisfies S0, S1, S2, S4, S72, CFC;
ii) there exist three nonnegative increasing real-valued func-

tions f , g, h, with f (0) = g(0) = h(0) = 0 and
f (x) = g(x)h(x) for every nonnegative number x, such
that function T f ,g : X 2 → [0, 1], defined in Eq. (3)
represents �.

Proof Implication i i) ⇒ i) has been proved in Lemma 11,
we prove implication i) ⇒ i i). The proof follows the same
line as the proof of Theorem 5, by considering this time
Θ = Θ1 × Θ2 × Θ3, with Θ1 = {|Xi ∩ Yi |}, Θ2 = {|Xi |},
Θ3 = {|Yi |}, (Xi ,Yi ) ∈ X 2.Taking into account Lemmas 1,
8 and Theorem 4, we have three functionsΨ1, Ψ2, Ψ3, taking
values inR∗,withΨ1 increasing andΨ2, Ψ3 decreasing, such
that

Ψ (|X ∩ Y |, |X |, |Y |) = Ψ1(|X ∩ Y |) + Ψ2(|X |) + Ψ3(|Y |)

represents�′, and soG(X ,Y ) = Ψ (|X∩Y |, |X |, |Y |) repre-
sents �. Among the possible triples {Ψi }, we can choose one
of them such that Ψi (1) = 0 for i = 1, 2, 3. This is possible
since, if Ψ = Ψ1 +Ψ2 +Ψ3 represents�, Ψ ′ = (Ψ1 − k1)+
(Ψ2−k2)+ (Ψ3−k3) also represents�. From Axiom S1, by
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following the same considerations as in the previous theorem,
we have Ψ1(0) = −∞ and Ψ2(0) = Ψ3(0) = +∞. More-
over, still from Axiom S1, we have that, for every x, y > 0,
Ψ1(x)+Ψ2(x)+Ψ3(x) = Ψ1(y)+Ψ2(y)+Ψ3(y). So, taking
into account that Ψ1(1) = −Ψ2(1)−Ψ3(1) = 0, necessarily
Ψ1(x) = −Ψ2(x)−Ψ3(x). By putting Ψ ′

i = −Ψi (i = 2, 3)
and considering the functions exp and ln defined on R∗ as in
Theorem5,we obtain the function T f ,g(X ,Y ) defined byEq.
3, with exp(Ψ1) = f , exp(Ψ ′

2) = g and exp(Ψ ′
3) = h, with

f (x)
g(x)h(x) = 1 for every x . The considerations about the exten-

sion to X 2 of the function representing � on X 2 \ {(0, 0)},
made in the proof of Theorem 5, also hold in this context.

��

Taking now into account the total weak finite cancellation
axiom, we obtain:

Theorem 7 For a comparative similarity � on X 2, the fol-
lowing conditions are equivalent:

i) � satisfies S0, S1, S3, S4, S6, S73, TWCF;
ii) there exist three nonnegative increasing real-valued func-

tions f , g, h with f (0) = g(0) = h(0) = 0 and
f (x) = g(x)h(x) for every nonnegative number x, such
that function H f ,g : X 2 → [0, 1], defined in Eq. (4)
represents �.

Proof Implication i i) ⇒ i) has been proved in Lemma 12.
The proof of implication i) ⇒ i i) follows the same line as
the proof of Theorem 5, by taking into account Lemmas 3, 6
and 9 instead of Lemma 2, 4 and 7, respectively, since Axiom
S6 implies Axiom S5. The proof that Axiom S3 is satisfied
is in Proposition 2. ��

Remark 3 We notice that the functions f and g depend on
the specific relations among the pairs; if we intend to obtain a
particular function, then we need to require particular strong
conditions for �.

4 Utilisation in real-life problems

In this section, we sketch two possible utilisations of the
results shown in the previous sections. The first one is a
general discussion regarding the cognitive psychology field,
where the results of this paper can help in discovering which
rules are violated in the real experiments, and in the sec-
ond one, we propose a real situation where a field expert
can actively take part in finding the most suitable measure
of similarity through a learning process, only based on the
comparison (with respect to similarity) of pairs of profiles.

4.1 Cognitive psychology

Similarity and difference are fundamental concepts in cog-
nition. As observed in Simmons and Estes (2008), they
contribute to determine the recognition of known objects
and the categorisation of novel objects. Moreover, they rule
inferences about the features of an object and its predicted
behaviour in a new context.

In the framework of cognitive psychology, similarity is
described in terms of three kinds of information: features,
structural relations and thematic relations. Tversky’s con-
trast model is based on features and defines the similarity of
two objects as a function of their common features weighed
against their distinctive features. Similarity increases as the
number of commonalities increases or the number of differ-
ences decreases.

Many studies and experiments explain that thismodel only
based on features is not sufficient to determine the similarity
between objects.

The first part of this paper investigates the rules we accept
when we use a certain form of similarity measures, in the
class of contrast models:

– for our comparative degree of similarity, we accept the
rules represented byAxiomsS0, S1, S2, S4, S5, S71 when
we use any similarity measure of the following form:

S(X ,Y ) = Φ(|X ∩ Y |, |XΔY |),

with Φ increasing with respect to |X ∩ Y | and decreas-
ing with respect to |XΔY |, such that Φ(0, b) = 0, and
Φ(a, 0) = 1, for every a and for every b �= 0;

– for our comparative degree of similarity, we accept the
rules represented by Axioms S0, S1, S4, S72 when we
use any similarity measure of the following form:

S(X ,Y ) = Ψ (|X ∩ Y |, |X \ Y |, |Y \ X |),

withΨ increasing with respect to |X ∩Y | and decreasing
with respect to |X\Y | and |Y \X |, such thatΨ (0, b, b′) =
0, andΨ (a, 0, 0) = 1, for every a and for every b, b′ with
b + b′ �= 0;

– we finally accept the rules expressed by Axioms S0, S1,
S4, S6, S73, when we use any similarity measure of this
kind:

S(X ,Y ) = Ξ(|X ∩ Y |, |Xc ∩ Y c|, |XΔY |),

with Ξ increasing with respect to |X ∩ Y | and |Xc ∩
Y c| and decreasing with respect to |XΔY |, such that
Ξ(0, 0, b) = 0, and Ξ(a, c, 0) = 1, for every a, c and
for every b �= 0.
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The axioms are sufficient but also necessary for the repre-
sentability of an ordering relation � among pairs of objects
represented by a set of features with one of the above classes
of measures. This means that they are equivalent to this rep-
resentability and so, when the measures of the above classes
only based on features are presumed not to be apt to deter-
mine the degree of similarity between objects, at least one of
the axioms must not be accepted. It would therefore be easy
to investigate which axioms fail, or to construct paradoxes
(similar to the oneswell known in decision theory) consisting
in a set of comparisons to be submitted in an experiment.

4.2 A real-life example

As it is possible to read in its website, the World Anti-
Doping Agency (WADA) is an international independent
agency, composed and funded equally by the sport move-
ment and governments of the world, whose mission is to
lead a collaborative worldwide movement for doping-free
sport. Its key activities include scientific research, education,
development of anti-doping capacities, and monitoring of
the World Anti-Doping Code (Code) the document harmon-
ising anti-doping policies in all sports and all countries. A
recent important document (https://www.wada-ama.org/en/
resources/the-code/world-anti-doping-code), (see alsoDvo-
raki et al. 2014) stressed the importance to do laboratory and
physician tests no longer randomly but targeted, setting up an
early alert system, based on the global symptoms of an ath-
lete. The Italian Ministry of Health has funded a project (see
the Acknowledgements section for details) for developing
mathematical models and algorithms for doping contrasts,
where one of the themes was their own early alert.

During this project, several “field experts” were inter-
viewed and it was noted that they expressed their opinion
more easily by ordering pairs in which an element represents
a positive (or negative) case of a doping athlete and the other
element is non-tested athlete. On the contrary, they have no
idea of which similarity measure is the most appropriate for
this task. (Actually, they have no idea of similarity measure-
ment.)

In such a situation, the first problem to be solved is the
identification of the most suitable measure to represent the
idea of similarity expressed by the expert through a compar-
ative similarity.

As an example, we report here the sketch of a virtual
procedure for finding the most appropriate measure of sim-
ilarity, expressing the idea of “no more similar than” of a
sports doctor and the relevant study of the numerical measure
agreeing with his comparative similarity. This procedure can
be implemented by combining two different methodologies:
presenting direct explicit queries on the simplest axioms and
preparing simple fictitious pairs of athletes profiles, focusing
on some axioms, and requiring to the expert to compare these

pairs in “similarity”. This last method permits to test which
axioms are violated and which are accepted in the expressed
similarity ordering.

Let {x1, . . . , xn} be a set of characteristic symptoms
or acute effects related to a specific substance prohibited
in-competition (for instance, stimulants, cannabinoids or glu-
cocorticoids), which are assumed to be only present or absent
in an athlete (i.e. their degree of membership can be only
either 0 or 1). This assumption can appear to be a drastic
simplification of the context to be modelled, but it is actually
the best option in the absence of an expert able to elicit the
degree of presence of the various symptoms.

Just as an example, suppose that we submit to a sports
doctor a set of profiles related to possible users of gluco-
corticoids, characterised by the following macro symptoms
(attributes):

x1) thin and fragile skin;
x2) hypertrichosis (enhanced hair growth)
x3) iatrogenic Cushing’s syndrome symptoms (moon face,
buffalo hump, central obesity);
x4) oral candidiasis;
x5) mood swings;
x6) euphoria;
x7) depression.

and let us consider a data base consisting in the following
profiles:

H x1 x2 x3 x4 x5 x6 x7

X1 1 0 0 0 0 1 0
X2 1 1 0 0 1 0 1
X3 0 1 0 1 0 0 1
X4 0 0 1 1 1 1 1
X5 1 1 0 0 1 1 1
X6 1 0 1 1 1 1 0
X7 1 0 1 0 1 0 1
X8 0 0 1 1 0 0 1
X9 0 1 1 0 0 0 1
X10 1 0 1 1 1 0 1
X11 1 1 1 0 1 0 1
X12 1 1 0 0 0 1 0
X13 1 1 0 0 1 0 0
X14 0 1 0 0 0 0 1
X15 0 1 1 1 0 0 0
X16 1 0 1 1 1 0 0
X17 0 1 0 1 1 1 1

The doctor is required to provide a binary relation among
pairs of profiles, expressing his comparative degree of sim-
ilarity (representing his opinion that the elements of a pair
are no more similar than the elements of another pair).
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First of all, his complete acceptance of the transitivity of
this relationmust be tested, explaining that, without transitiv-
ity, no real function can represent the comparative similarity.

Axiom S1 can also be directly discussed with the doctor
since it is very intuitive and easily accepted by everyone.

To complete the analysis of the axioms necessary for the
representability of a comparative similarity by any element of
the three classes considered in this paper, i.e. Sg, f , Tg, f and
Hg, f , we need to test the propensity of the doctor to accept
Axiom S4. To achieve this, we present to the doctor the pairs
(X1, X2), (X14, X15), which only differ with respect to a
permutation of the indexes, and we ask him to order them in
similarity.

If he does not consider the pairs equally similar (violating
in this way the thesis of Proposition 1 and so Axiom S4),
then there is no similarity measure considered in this paper
representing his comparative similarity (see Theorems 5, 6,
7).

On the contrary, in the case where the judgement is
(X1, X2) ∼ (X13, X14), we only need to explain that the
equivalence must not be casual, but must be based on the
awareness of the equal contribution of the symptoms (more
generally the attributes) to the similarity.

If he accepts, we can proceed with the process of discov-
ering the most suitable similarity measure representing the
doctor’s idea of “no more similar than”.

At this point, the following pairs

{(X1, X2), (X3, X2), (X4, X5)}

are submitted for a comparative evaluation in similarity.
The pairs are such that, for two of them, the number of

symptoms present in only one athlete is the same, while
for the third pair it is smaller. More precisely, |X2ΔX3| =
|X1ΔX2| < |X4ΔX5| (note that for the common symptoms
we have |X1 ∩ X2| < |X2 ∩ X3| < |X4 ∩ X5| ). If the doctor
assigns the following ordering

(X4, X5) ≺ (X1, X2) ∼ (X3, X2) (8)

it is very probable that his numerical model of reference
belongs to the class of similarity measures defined by Eq.
(4). In fact, the comparative similarity in (8) agrees with the
result of Lemma 6 and so it does not violate Axioms S0,
S4, S5, S6, S73; indeed, it does not agree with the result of
both Lemmas 4 and 5, so that Axioms S71, S72 are violated:
they are in fact necessary conditions for the representabil-
ity of � by every element of the class defined by (2) or (3),
respectively (see Lemmas 10 and 11).

At this moment, it is necessary to make the doctor aware
of the fact that acceptingAxioms S0, S4, S5, S6, S73 is equiv-
alent to accepting that the similarity between two objects is
evaluated by a function only depending on the number of

attributes present in only one profile and decreasing with
respect to this number (see Theorem 3).

It is important to stress that, in this framework, the joint
attributes and the attributes absent in both profiles have the
same relevance with respect to the similarity. Conversely, to
choose as a similarity measure any function of such a class
means to accept all of the axioms mentioned above.

If the doctor continues to agree with all the previous
axioms, it only remains to test if he also agrees with the
total weak finite cancellation axiom which determines the
form of the function Ξ in Theorem 3.

To this end, we first ask him if his order between
(X1, X17) and (X3, X17) is the same as the order between
(X1, X2), (X3, X2), already considered equivalently similar.
A negative answer (meaning the negation of the total weak
second cancellation axiom, due to the non-validity of the
thesis of Lemma 9) precludes the possibility to represent the
doctor’s comparative similarity by any element of the class
in Eq. (4).

We note that a negative answer underlines the idea that
the symptoms xi are considered not independent, but their
mutual influences (more precisely, their positive or negative
interactions) are taken into account in the similarity evalua-
tion (for a similarity measure capturing these instances, see
Baioletti et al. 2012, for the crisp case, and Coletti et al. 2017,
for the fuzzy case).

Indeed, if the answer of the doctor is positive, then we can
explore the total weak finite cancellation through more com-
plex examples, but this could be in fact unnecessary, since the
basic idea and the relevant semantic is intrinsically present in
the total second cancellation axiom strictly connected with
the total weak independence axiom (see Proposition 5).

Suppose now that the doctor does not provide the ordering
in Eq. (8). In this case, his numerical model is surely not a
functionΞ as defined in Theorem 3 and so it does not belong
to the class defined by Eq. (4). In fact, from Lemma 6, the
ordering in (8) necessarily follows from Axioms S0, S4, S5,
S6, S73, necessary conditions in Theorem 3 and so in Lemma
12. Then, we need to knowwhich axioms among S5, S6, S73
are not accepted by the doctor.

In particular, it is very probable that he does not consider
equally important with respect to the similarity the presence
and the absence of a symptom in both the elements of a pair
(what Axioms S6 and S73 require). The natural next step is
then to ask to the doctor to order in similarity the following
pairs: (X1, X12), (X2, X13), (X10, X11), (X15, X16), which
have |X10ΔX11| = |X1ΔX12| < |X2ΔX13| = |X15ΔX16|
and |X10 ∩ X11| > |X1 ∩ X12| = |X2 ∩ X13| = |X15 ∩ X16|.
If the doctor agrees with the following ordering

(X2, X13) ≺ (X1, X12) ≺ (X10, X11) ∼ (X15, X16), (9)
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it is very probable that his numerical model of reference is
the class defined in Eq. (2), in fact the comparative similarity
in (9) agrees with the result in both Lemmas 2 and 4. So, it
does not violate Axioms S0, S4, S5, S71. We can proceed as
in the previous case to test in two steps the axiom of weak
finite cancellation, starting from the weak second cancella-
tion axiom.

In the case where the doctor’s comparative similarity is
different from the one given in Eq. (9), we can think that, for
the doctor, the symptoms present in the first element of the
pair are not combinable with those present in the second and
absent in the first: for instance, two pairs, having the same
symptoms in common, can be considered not equally similar
if the first has all the remaining symptoms only present in
one element and the second one has half of the symptoms
only present in one element and the other half only in the
other.

In this last case, we propose the pairs (X6, X7), (X7, X8),

(X4, X9) which have |X6 ∩ X7| > |X7 ∩ X8| = |X4 ∩ X9|,
|X6 \ X7| = |X7 \ X8| < |X4 \ X9| and |X7 \ X6| =
|X8\X7| < |X9\X8|. If the doctor agrees with the following
ordering

(X4, X9) ≺ (X7, X8) ≺ (X6, X7), (10)

then he agrees with Lemma 4 and so in particular withAxiom
72.

At thismoment, it is necessary tomake the doctor aware of
the fact that accepting Axioms S0, S4, S5, S72 is equivalent
to accepting that the similarity between two objects is eval-
uated by a function depending on the number of attributes
in common to the two profiles (and increasing with respect
to it) and on the number of the attributes only present in the
first profile and those only present in the second one, decreas-
ing with respect to each of these numbers, possibly with a
different functional low (see Eq. 3).

At this point, we only need to test the axiom of cumu-
lative second cancellation, to arrive to the finite cumulative
cancellation axiom and then to the class defined in Eq. (3)
as a numerical model agreeing with the doctor’s comparative
similarity.

In the case, the doctor’s comparative similarity is different
from the one given in Eq. (10), then no element of the three
proposed classes can respect the idea of similarity expressed
by the doctor in his ordering relation.

5 Conclusion

In the paper, we have followed the idea of Tversky (1977)
of studying similarity in the environment of the theory of
measurements (Krantz et al. 1971). In this framework, we
introduced a binary relation on a set of pairs of objects,

expressing a comparative degree of similarity.We studied the
representability of this comparative similarity by means of
classes of numerical similarity measures, containing as par-
ticular elements some of the best known similarity measures.
For this purpose, we established axioms, which are necessary
and sufficient conditions under which a given comparative
similarity is represented by a specific class of similarity mea-
sures.

This study stresses the fact that all the measures belong-
ing to a class have the same behaviour, since they comply
with the same comparative model and then respect the same
structural properties. So the aim of the paper is not to choose
one specific measure among those of a class, as made, for
instance, in Choi et al. (2010), but instead to consciously
choose a class containing all the measures which fix the same
set of ordering relations and submit the remaining to the same
constraints.

We note that most axioms are devoted to ensuring that the
considered similaritymeasures representing the relation only
depend on the cardinality of the intersection and differences
of the two objects. Starting from the seminal work of Tver-
sky Tversky (1977), and in more recent literature, see, for
instance, Bertoluzza et al. (2004), Bouchon-Meunier et al.
(2008), Coletti and Di Bacco (1989), Lesot et al. (2009),
this is usually a prior assumption not supported by condi-
tions on the comparative structure. For that the paper aims
to provide a contribution to the discussion on the founda-
tions of the measurement of similarity, presenting an easily
understandable qualitative framework which characterises
Tversky’s contrast model (Tversky 1977), which defines
the similarity of two objects as a function depending only
on their common and distinctive features, increasing as the
number of commonalities and increasing on the number of
differences.

In a second part of this research, in the companion
paper (Coletti and Bouchon-Meunier 2018), we will con-
sider a more realistic model for the same problem. In it
the features (or characteristics), often expressed in natu-
ral language or by an imprecise or vague sentence, can be
present with different degrees of membership, leading to
the extension of the results to a fuzzy framework, where
the attribute can be present with a degree of membership
different from 0 and 1. We will show that, in this con-
text, the equivalent axioms strictly depend on the t-norm
and t-conorm used to define the operations between fuzzy
sets.
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