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Abstract

We define a new, fully automated and domain-independent method for building feature vectors from Twitter text corpus for
machine learning sentiment analysis based on a fuzzy thesaurus and sentiment replacement. The proposed method measures the
semantic similarity of Tweets with features in the feature space instead of using terms’ presence or frequency feature vectors.
Thus, we account for the sentiment of the context instead of just counting sentiment words. We use sentiment replacement
to reduce the dimensionality of the feature space and a fuzzy thesaurus to incorporate semantics. Experimental results show
that sentiment replacement yields up to 35% reduction in the dimensionality of the feature space. Moreover, feature vectors
developed based on a fuzzy thesaurus show improvement of sentiment classification performance with multinomial naive
Bayes and support vector machine classifiers with accuracies of 83 and 85%, respectively, on the Stanford testing dataset.
Incorporating the fuzzy thesaurus resulted in the best accuracy compared to the baselines with an increase greater than 3%.
Comparable results were obtained with a larger dataset, the STS-Gold, indicating the robustness of the proposed method.
Furthermore, comparison of results with previous work shows that the proposed method outperforms other methods reported
in the literature using the same benchmark data.

Keywords Text mining - Fuzzy thesaurus - Semantic analysis - Text context - Twitter sentiment analysis

1 Introduction

Discourse on social networking sites (SNS) has become pre-
dominant in shaping public opinion. A recent meta-review
analyzed thirty-six studies on the relationship between the
use of social networking sites and everything from civic
engagement to tangible actions such as voting and protesting
(Boulianne 2015). A key finding of the meta-review indicated
that 82% of the factors analyzed in the study showed a pos-
itive relationship between the use of SNS and some form of
civic or political engagement or participation, especially in
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the youth populations. This fact emphasizes the importance
of sentiment analysis of SNS data in order to understand pub-
lic opinion on a particular matter. The popularity of Twitter
among other social networking sites is noticeably increas-
ing (Liu et al. 2014). Every month millions of people tweet
about their likes, dislikes, plans, and other issues. Such a
huge amount of public opinions can be valuable in defining
strategies. An example of this impact is the US political cam-
paigns (Pew Research Center 2014). Consequently, Twitter
sentiment analysis has attracted wide attention in recent years
to gauge the public opinion toward specific issues, products,
or other targets.

Sentiment analysis of Tweets is a challenging task owing
to the highly unstructured nature of the text and its context
complexity (Lee and Pang 2008). In addition, the text in a
Tweet is condensed into no more than 140 characters, and
users can use a countless mixture of formal and informal
language, slogans, symbols, emoticons, and special charac-
ters to express their opinions conveying different sentiments.

The two most commonly used approaches in sentiment
analysis studies are: machine learning, essentially a super-
vised approach, and score based or lexicon based which
is an unsupervised approach (Abbasi et al. 2008). The lat-
ter requires comprehensive sentiment lexicons, which are
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expensive to build, weak in handling context-dependent
terms, and are restricted by the static prior sentiment scores
that are predefined in the lexicons. Even with some exten-
sions to existing lexicons (Turney and Littman 2003), slogans
and jargons commonly used in Twitter are still not accurately
analyzed, thereby missing out important sentiment indica-
tors. On the other hand, machine learning approaches rely on
vector extraction to represent the most relevant and impor-
tant text features (Cambria et al. 2013) that can be used to
train classifiers such as naive Bayes (NB) and support vector
machines (SVMs). Feature vector extraction methods may
eliminate relevant semantic relationships in the text. How-
ever, in several cases, the sentiment of a word is implicitly
associated with the semantics of its context (Cambria et al.
2013). Several variations of feature vectors have been used
to achieve a better realization of context, such as different
combinations of n-grams (Abbasi et al. 2008; Go et al. 2009;
Lima et al. 2015) and parts of speech (POS) features (Lima
et al. 2015; Barbosa and Feng 2010). However, these fea-
tures are used with representations, mostly term frequency
or presence, which do not reflect the semantic relationship
between words and sentences, or sentences and paragraphs.
Recent efforts attempted to explicitly incorporate semantics
by means of ontologies (Kontopoulos et al. 2013), or seman-
tic entities (Batra and Rao 2010). Nevertheless, semantic
approaches relying on ontologies are limited by their pre-
defined knowledge bases. In addition, methods that rely on
sentiment entities are domain dependent and may fail to rec-
ognize whether a sentiment is associated with the extracted
entity or a different entity. As a result, we need a seman-
tic analysis approach that is domain independent, adaptive
to new terms, jargons or slogans, fully automated, and not
restricted by previously defined sentiment scores.

In this paper, we extend our previous work (Ismail et al.
2016b) on using a custom fuzzy thesaurus for Twitter sen-
timent analysis. We define a fully automated method for
building semantic Twitter feature vectors for machine learn-
ing sentiment analysis based on a fuzzy thesaurus and
sentiment replacement. The proposed method measures the
semantic similarity of Tweets with features in the feature
space instead of simply using occurrences or frequencies.
By measuring the semantic similarity, we account for the
sentiment of the context instead of just counting sentiment
words. This is primarily important in Twitter given the infor-
mal writing style that may use positive words to ironically
express negative feelings and vice versa. In addition, this
method produces less sparse datasets. The fuzzy thesaurus
approach for semantic similarity analysis is common in infor-
mation retrieval on the Web (Ismail 2014; Ogawa et al. 1991,
Yerra and Ng 2005) and was shown to result in high accu-
racy, but it has yet to be used for Twitter sentiment analysis.
We also integrate sentiment replacement in our approach to
reduce the dimensionality of the feature space. The major
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contributions of this work are summarized in the following
four points:

e Outline a framework for semantic Twitter sentiment anal-
ysis based on a fuzzy thesaurus and sentiment replace-
ment.

e Show that using a fuzzy thesaurus can incorporate
semantic relationships for Twitter sentiment analysis and
increase the accuracy of sentiment analysis.

e Show that using a fuzzy thesaurus to represent semantic
relationships yields some improvement over other repre-
sentations including frequency, presence or polarity, and
term frequency inverse document frequency (TF/IDF).

e Show that sentiment replacement can significantly reduce
the dimensionality of a Twitter feature space.

In the next section, we will briefly review the literature
on the general theme of sentiment analysis. We will high-
light some of the analysis issues and challenges associated
with unstructured text as found in Twitter. Two major
approaches to sentiment analysis are introduced: the lexicon-
based approach and the machine learning approaches. Then,
we will review some research work related to semantic sen-
timent analysis. Section 3 presents the fuzzy set information
retrieval model that will be adopted in our approach. Sec-
tion 4 gives a short description of three most commonly used
machine learning classifiers to address the Twitter sentiment
analysis. These are multinomial naive Bayes, Bernoulli naive
Bayes, and SVM classifiers. Section 5 presents our approach
to Twitter sentiment analysis, including the use of sentiment
replacement to reduce the dimensionality of the feature space
and the fuzzy thesaurus to incorporate semantics. Section 6
presents the concrete steps we carried out to experiment with
our method using the Stanford testing dataset and STS-Gold
dataset. In Sect. 7, we will discuss experimental results and
compare our method with other methods to demonstrate that
our strategies yielded a better performance. Finally, we will
summarize our results and highlight potential future research
directions in the concluding section.

2 Literature review

Sentiment mining, polarity mining, opinion mining, or sen-
timent analysis are concerned with the analysis of text
containing opinions and emotions (Lee and Pang 2008).
Typically, sentiment analysis is carried out on free text or
unstructured text, such as online forums (Abbasi et al. 2008),
customer reviews (Elfeky and Elhawary 2010), and Twit-
ter (Speriosu et al. 2011). This is because unstructured free
text includes more information than structured databases,
especially when it concerns unbounded information such as
feelings, opinions, and preferences. However, unstructured
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texts suffer from several complications. First, unlike struc-
tured data, there are no predefined features with known and
well-defined values. Unstructured text may contain any num-
ber of various words. Second, unstructured text may have
the same word used in several ways and in different contexts
implying different meanings (polysemous words), or may
have many words referring to the same exact meaning (syn-
onymous words) causing redundancy and inconsistencies.
Third, in some unstructured text contexts, such as informal
social networks like Twitter, it is common to use special char-
acters, emoticons, and abbreviations that add noise to the text
and at the same time may add high value if analyzed carefully.
These inherent complications in natural language impose
greater challenges on text mining tasks such as sentiment
analysis. Therefore, data preprocessing is vital in senti-
ment analysis especially for text collected from social media
Web sites because, besides being unstructured, it may con-
tain spelling mistakes and peculiarities. Sentiment analysis
tasks include some form of natural language preprocessing,
such as tokenization, spellchecking, stopwords removal, and
stemming, to produce feature vectors representing the most
important text features that can be used later for sentiment
classification (Lee and Pang 2008; Abbasi et al. 2008; Go
et al. 2009). Moreover, sentiment analysis researchers have
come to struggle with NLP’s difficult problems, such as co-
reference resolution, negation handling, anaphora resolution,
named-entity recognition, and word-sense disambiguation
(Cambria et al. 2013).

In addition to data preprocessing, some of the most impor-
tant tasks of sentiment analysis where most of the research
efforts are focused include class labeling, annotation granu-
larity, and target identification (Jiang et al. 2011). In the class
labeling task, some of the research work focuses on categoriz-
ing text as subjective or objective. In sentiment analysis, this
task is usually carried out first because it has been verified
that performing it prior to polarity classification improves
the latter (Lee and Pang 2008). In other words, if a text is
identified as subjective, then we can perform polarity classi-
fication to determine whether this subjective text is carrying
positive or negative sentiment. Another active research focus
is on alleviating the cost inherent in manual annotation by
introducing automatic class labeling, also known as distant
supervision. For example, Go et al. (2009) used emoticons
such as “:—)” and “:(” to label Tweets as positive or nega-
tive. However, Speriosu et al. (2011) argued that using noisy
sentiment labels may hinder the performance of sentiment
classifiers. They proposed exploiting the Twitter follower
graph to improve sentiment classification and constructed a
graph that has users, Tweets, word unigrams, word bigrams,
hashtags, and emoticons as nodes, which are connected based
on the link existing among them (e.g., users are connected to
Tweets they created; Tweets are connected to word unigrams
that they contain, etc.). They then applied a label propaga-

tion method where sentiment labels were propagated from a
small set of nodes seeded with some initial label information
throughout the graph. Having a preprocessed subjective text
with class labels, sentiment polarity classification can be car-
ried out at the document (Zhou and Chaovalit 2005), sentence
(Elfeky and Elhawary 2010), or phrase levels (Wilson et al.
2005), where a phrase is part of a sentence, which we refer to
as the granularity of the classification. Finally, recognizing
the source and the target of a sentiment is considered as one
of the challenges of sentiment analysis that was addressed
by number of researchers (Perez-Tellez et al. 2010).

The three main approaches used in sentiment analy-
sis studies are machine learning essentially a supervised
approach, link analysis, and score based or lexicon based
which is an unsupervised approach (Abbasi et al. 2008).
We will focus on explaining only the two most commonly
used approaches in sentiment analysis, the lexicon-based
approach and the machine learning approach. In the machine
learning approach, we will explore the most commonly
used machine learning classifiers, namely multinomial naive
Bayes, Bernoulli naive Bayes, and support vector machines,
to address the Twitter sentiment analysis problem in the liter-
ature (Go et al. 2009; Speriosu et al. 2011; Pang et al. 2002;
Saif et al. 2012).

2.1 Lexicon-based approaches

Lexicon-based approaches are widely used to classify unsu-
pervised text sentiment. Such techniques attempt to classify
data based on the number of positive, and negative words
present in the text and do not need any training dataset. These
positive or negative words, which express opinions and emo-
tions, are known as “opinion words” or “affect terms,” and
the lexicon is known as “opinion lexicon” or “affect lexi-
con.” In the lexicon-based approaches, researchers rely on
external lexical resources that associate a polarity score to
each term. The sentiment of a text depends on the overall
sentiment score of all the terms that compose it. Examples
of opinion and emotion lexicons are SentiWordNet (Esuli
2006), WordNetAffect (Strapparava and Valitutti 2004), and
SenticNet (Cambria et al. 2010). Although relying on pre-
defined lexicons eliminates the need for training data and
mostly allows for domain-independent sentiment analysis,
there exist a number of significant disadvantages associ-
ated with this approach. First, there is no mechanism to
deal with context-dependent words. For example, the word
“Long” can be used to convey a positive as well as a neg-
ative opinion both depending on the context in which it is
used. We can think of two sentences such as “This mobile
takes long time to charge,” which is a negative opinion, and
“This mobile phone has a long battery life,” which implies
a positive opinion. Another common example is the use
of negated words. For example, “This car is not good at
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all” implies an extreme negative sentiment, but by calcu-
lating the scores of sentiment words it will have a high
positive score since it contains the word “good,” which
has an extremely positive score in any lexicon. Second, the
process of building sentiment lexicons is costly and often
requires manual annotation of terms, which is sometimes
subjective. To reduce the cost associated with building the
lexicon, some researchers use automatic approaches based
on association in which the score for each new polarity
term is calculated using the frequency of the proximity of
that term with respect to one or more seed words (Taboada
et al. 2011). Seed words represent a small set of words with
strong negative or positive associations such as excellent or
abysmal. Third, lexicon-based methods are restricted by the
static prior sentiment scores that are predefined in the lexi-
cons. Therefore, sentences containing sentiment terms that
are not defined in the lexicon will not be accurately scored.
To avoid some of these drawbacks, researchers use learning
approaches (Abbasi et al. 2008; Go et al. 2009; Lima et al.
2015).

2.2 Machine learning approaches

Machine learning approaches to opinion mining rely on
vector extraction to represent the most relevant and impor-
tant text features (Cambria et al. 2013) that can be used
to train classifiers such as naive Bayes (NB) and support
vector machines (SVMs). The most commonly used fea-
tures are n-grams—typically unigrams and bigrams (Abbasi
et al. 2008; Go et al. 2009; Lima et al. 2015). Moreover,
natural language processing is sometimes used to extract
parts of speech information (for example, nouns, adjectives,
adverbs, and verbs) as a basic form of word-sense disam-
biguation (Barbosa and Feng 2010; Lima et al. 2015). The
two most commonly used feature vector representations are
term frequency and presence (Ismail et al. 2016a). Frequency
indicates the number of times a feature is present in an
instance. Presence is a binary-valued feature vector in which
the entries indicate only whether a term occurs (value 1) or
does not (value 0). It is also possible to use other term-based
features representations. For example, Lima et al. (2015)
used term frequency inverse document frequency (TF/IDF).
Although these techniques partially alleviated some chal-
lenges inherent in mining unstructured texts, other additional
major challenges surfaced. For instance, converting unstruc-
tured text into a feature vector with a term weight assigned
as a value helped in imposing a structure into the free text,
which in turn made text mining tasks possible, but elimi-
nated the context in terms of the relationship between words
in a sentence and between sentences in a paragraph. Yet,
in many cases, the sentiment of a word is implicitly asso-
ciated with the semantics of its context (Cambria et al.
2013).
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2.3 Semantic sentiment analysis

Various approaches were proposed in the literature to
account for semantic sentiment. Saif et al. (2016) classified
these approaches into two categories: contextual semantic
approaches and conceptual semantic approaches. In con-
textual approaches, statistical analysis of the relationships
between terms in the text is analyzed. These relationships
are mainly co-occurrences. For example, Turney and Littman
(2003) used pointwise mutual information (PMI) to measure
the statistical correlation between a given word and a bal-
anced set of 14 positive and negative paradigm words (e.g.,
good, nice, nasty, poor). A word has positive orientation
if it has a stronger degree of association to positive words
than to negative words, and vice versa. These approaches
are limited by the choice of seed words that have prede-
fined extreme polarity. As aresult, words that assume positive
as well as negative sentiments based on the context are not
accurately classified. Consider the word “long” in these two
sentences: “my mobile battery has a long life” + and “I
had to wait in a long queue before collecting my tickets”
—. In these two cases, will the word “long” be associated
with a positive sentiment or a negative sentiment? On the
other hand, conceptual approaches of semantic sentiment
analysis rely on external semantic knowledge bases such
as ontologies and semantic networks. For example, Kon-
topoulos et al. (2013) proposed a framework for semantic
sentiment analysis based on the concepts and properties
included in the ontology. Although conceptual semantic sen-
timent might be more comprehensive in terms of concepts
diversity along with their semantic relevance, it is still lim-
ited by their underlying knowledge bases. Another limitation
particularly related to Twitter sentiment analysis is that it
is full of jargon and special characters which are usually
not considered in knowledge bases, but may indicate impor-
tant sentiments. More recently, some efforts were directed
toward the analysis of entity sentiment rather than term sen-
timent with the assumption that some entities are more often
associated with either positive or negative sentiment. Batra
and Rao (2010) proposed a framework for sentiment analy-
sis based on probabilistic models that measure the sentiment
of an entity as an aggregation of the sentiment of all Tweets
that are associated with that entity. However, there are two
limitations associated with this approach. First, automatic
entity extraction algorithms rely on predefined manually
created lexicons that are most of the time domain depen-
dent resulting in less effective entity extraction for texts
belonging to other domains. Second, sometimes the senti-
ment of the text is actually not associated with the extracted
entity resulting in inaccuracies. For example, “The new
Twitter for iPhone is awesome.” expresses a positive sen-
timent toward “Twitter,” but not toward “iPhone” (Saif et al.
2016).
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To overcome the above-mentioned limitations associated
with semantic sentiment analysis, we propose anew approach
based on a fuzzy thesaurus. Fuzzy thesauri have been widely
used in information retrieval and have proved effective in
various contexts (Ismail 2014; Ogawa et al. 1991; Yerra and
Ng 2005). The major strengths of these thesauri are that they
are not limited to specific domains or predefined seed terms
or entities and do not require any manual annotation, and
they are built and used automatically. Fuzzy thesauri are built
based on concepts from fuzzy set information retrieval mod-
els (Kraft et al. 1999).

3 Fuzzy set information retrieval model

The fuzzy set theory relies on two main principles: sets are
not crisp (boundaries of the sets are ambiguous or fuzzy), and
elements belong to the fuzzy set at different levels of mem-
bership (Zadeh 1965). Language sentences and documents
are typical examples of fuzzy sets. A fuzzy set IR model
is adopted to determine the degree of membership between
every keyword in a sentence and a fuzzy set that contains
different words, each of which belongs to the set at some
degree of membership. The degrees of similarity or member-
ship, also referred to as the correlation factors among words,
are given by a function which assigns a value in the range [0,
1] to any two words. Hence, if two sentences contain many
terms that belong to the same fuzzy sets at a high degree
of membership, then the two sentences are similar. There
are several methods to define the correlation factors among
different words; for example (i) word connection calculates
the correlation of any two words w and w, by counting the
number of documents in a collection C where both w; and
w, appear together, (ii) keyword co-occurrence not only con-
siders the number of documents in a collection where both
words w1 and w; appear together, but it also considers the fre-
quency of co-occurrence of both wi and w; in a document,
and (iii) distance considers the frequency of occurrence as
well as the distance, which is measured by the number of
words, between w; and wy within a document (Garcia and
Ng 2006).

Ogawa et al. (1991) adopted a fuzzy set IR model to deter-
mine whether a keyword in a sentence belongs to a fuzzy set
that contains words with different levels of similarities among
them. They called the fuzzy set a keyword-connection-matrix
and defined it as a type of thesaurus that describes relations
between keywords by assigning similarity grades restricted
to the interval [0, 1]. Yerra and Ng (2005) used the same
keyword-connection-matrix proposed by Ogawaetal. (1991)
to detect similar HTML documents. Using the keyword-
connection-matrix, Yerra et al. compared every keyword, k,
in a sentence, i, with every keyword, w, in a document, d,
and calculated a word—sentence similarity, jtx 4, using the

following fuzzy association:
pkd =1 =TI = Cfrw) (1a)

where Cf,, is the fuzzy relationship between k and w. The
average of all p-values is calculated to yield the overall sim-
ilarity, Sim(i,d), between i and d as follows:

Sim (i,d) = (wk1.d + tr2a + -+ + ina) /n (1b)

Later, Ismail (2014) adopted the fuzzy set information
retrieval model to build a custom fuzzy thesaurus that is
used to search for relevant Really Simple Syndication (RSS)
feeds based on some user-built concept maps. The custom
fuzzy thesaurus built for a specific concept map proved to
be very effective in retrieving relevant documents. A similar
approach will be adopted in this research, and this will be
further explained in subsequent sections.

4 Machine learning classification techniques

Multinomial naive Bayes, Bernoulli naive Bayes, and SVM
classifiers are the most commonly used machine learning
classifiers to address Twitter sentiment analysis (Lee and
Pang 2008; Go et al. 2009; Speriosu et al. 2011; Pang et al.
2002).

4.1 Multinomial naive Bayes text classifiers

A multinomial naive Bayes (MNB) classifier is a probabilis-
tic classification model based on the Bayes theory. Using the
MNB text classifier, the probability of a document, d, being
in class, ¢, is computed as (Manning et al. 2009):

P(cld)x P(e) [] Pule)

1<k<ng

where P (f¢|c) is the conditional probability of the term, #,
occurring in a document of class, c. We interpret P (#|c) as
a measure of how much evidence f; contributes in determin-
ing that cis the correct class. P(c) is the prior probability
of a document occurring in class, c. If the terms of a doc-
ument do not provide clear evidence for one class versus
another, we choose the one that has a higher prior probabil-
ity. (1, t2, .. ., tyq) are the tokens in d that are part of the
vocabulary we use for classification, and nd is the number of
such tokens in d. For example, (¢, 2, . . ., t,q) for the one-
sentence document “Beijing and Taipei join the WTO” might
be (Beijing, Taipei, join, WTO), with ny; = 4, with the term
“and” treated as a stopword. In text classification, our goal
is to find the best class for the document. The best class in M
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NB classification is the most likely or maximum posteriori
(MAP) class, cmap:

Cmap = arg max P (c|d) = arg max P (c) H Is(tk|c)
ceC

ceC I<k<ny

4.2 Bernoulli naive Bayes text classifiers

An alternative to the multinomial model is the multivariate
Bernoulli model or Bernoulli model, which generates an indi-
cator for each term of the vocabulary, either 1 indicating the
presence of the term in the document or 0 indicating absence.

Usually multinomial naive Bayes is used when the multi-
ple occurrences of the words matter a lot in the classification
problem. Alternatively, the Bernoulli naive Bayes can be used
when the absence of a particular word matters.

4.3 Support vector machines classifiers

The support vector machine (SVM) is a non-probabilistic
binary linear classifier that constructs a hyperplane or set of
hyperplanes in a high- or infinite-dimensional space, which
can be used for classification, regression, or other tasks. The
main underlying idea behind SVM in sentiment classification
is to find a hyper plane that divides the documents, or in our
case, Tweets as per the sentiment, and the margin between
the classes being as high as possible (Bhuta et al. 2014).

To discriminate between “positive” and “negative” Tweets
as per the sentiment, the SVM learns a classification function
from a set of positive examples x + and set of negative exam-
ples x —. According to (Zaki et al. 2009), the classification
function takes the form:

o= WK =) kK (0

where the nonnegative weights A; are computed during train-
ing by maximizing a quadratic objective function and the
kernel function K(.,.). Any new Tweet, X, is then predicted
to be positive or negative if the function, f(x), is positive or
negative, respectively. Details about the theory of SVM and
how the weights, A;, are computed can be found in (Vapnik
and Vapnik 1998).

5 Methodology

In our research, we aim to provide a new method for generat-
ing semantic feature vectors with reduced dimensionality for
Twitter sentiment classification from raw Twitter data. Twit-
ter data can be collected using the Twitter API (https://dev.
twitter.com/rest/public), or can be benchmark data, which is
publicly available for experiments and research, such as the
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datasets we use in Sect. 6. We used sentiment replacement
to reduce the dimensionality of the feature space as well as a
fuzzy thesaurus to incorporate semantics. Our method com-
prises the following three main tasks, highlighted with a gray
rectangle in Fig. 1:

1. Sentiment replacement;

2. Feature extraction and reduction; and

3. Feature vectors generation based on semantic similari-
ties.

The generated semantic feature vectors are then used to train
any machine learning classifier for sentiment classification
task. We will subsequently present the classification results
of MNB, BNB and SVM classifiers in Sect. 6. In the fol-
lowing sections, we will describe the three main tasks of our
method.

5.1 Sentiment replacement

Sentiment replacement was carried out programmatically by
interfacing with a publicly available Twitter slogan, spe-
cial characters, emoticons, and abbreviation list. In available
sentiment lexicons, only proper and formal words are con-
sidered. However, in social networks the use of slogans,
emoticons, and abbreviations is very common and it adds
strong indication of the sentiment of the text. Such abbre-
viations and slogans might be removed through natural
language processing stages during preprocessing, especially
special characters and emoticons, thereby cutting out use-
ful sentiment indicators. Thus, we carried out sentiment
replacement of slogans and abbreviations before the prepro-
cessing phase. For example, when “loool” is encountered,
we replace it with “Happy.” All emoticons are replaced
with their equivalent sentiment word. For example, “©” is
replaced with “Happy” and “®” “:/”, “: \” are replaced with
“Sad.”

5.2 Feature extraction and reduction

Once we have completed sentiment replacement, the natu-
ral language processing (Kao and Poteet 2007) of Twitter
data was carried out. Generally, unstructured texts cannot be
directly processed by classifiers and learning algorithms. In
addition, Twitter data are full of peculiarities owing to the
informal writing style commonly used on Twitter resulting
in more noisy text. Thus, we carried out a number of natu-
ral language processing tasks that have proved effective in
previous studies (Lee and Pang 2008; Abbasi et al. 2008; Go
et al. 2009) and have become a common practice in Twit-
ter preprocessing for sentiment classification to transform
the Twitter unstructured text into a ‘bag-of-words” model
with a reduced number of features, which is manageable by
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Tweets

Tweets Extraction

from the Web
Raw Twitter Data
Special Replace Jargons, Slogans and 1. Sentiment
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Emoticons, and Equivalent Sentiment

Slogans

Twitter Data after Sentiment Replacement

i. Replace ~ iv. Extract 2. Feature
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Thesaurus Vectors
Generation based

e T Generating Feature Vectors on Semantic

Y with Semantic Similarities Similarities

Feature Vectors based on Semantic Similarities

Sentiment
Classification

Classification

Fig.1 Semantic sentiment classification based on sentiment replacement and fuzzy thesaurus

classification algorithms. We carried out the following pre-
processing tasks in the order described below:

1. Equivalence classes replacement such that:

o All Twitter usernames that start with @ symbol are
replaced with the term “USERNAME”;

e All URL links in the corpus are replaced with the
term “URL”;

e The number of letters that are repeated more than
twice in all words are reduced; for example, the word
“loooooveeee” becomes “loovee” after reduction;

e All Twitter hashtags that start with the symbol “#”
are removed;

2. Stopwords removal: stopwords usually refer to the most
common words in a language and are considered to have
little meaning; for example, in English some stopwords

are: “a’” “an:’ “and,” “are’” “as’” “at,” “be,” “but,” “by”;

3. Stemming (Porter 1980) is a process of eliminating the
most common morphological and inflectional endings
from words in a language with the assumption that all
words derived from the same stem share the same mean-
ing; and

4. Bag-of-words extraction, in which we choose unigram
features since they can be directly used with the fuzzy
association rule as in Eq. (5), typically in a unigram rep-
resentation, each single word in the corpus is treated as
a feature.

After completing the preprocessing tasks, a custom fuzzy
thesaurus is built and is used to generate feature vec-
tors based on semantic similarities, which is later used
for sentiment classification. The process of building the
custom fuzzy thesaurus and generating the feature vectors
based on semantic similarities is explained in the following
section.

@ Springer
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5.3 Feature vectors generation based on semantic
similarities

Once features are extracted from the Twitter corpus, the fuzzy
thesaurus is built and is used to generate the semantic feature
vectors using Eq. (5), adapted from the fuzzy association rule

(1a).
5.3.1 Building the custom fuzzy thesaurus

We built the custom fuzzy thesaurus that defines the semantic
similarity between each two distinct words in the Twitter cor-
pus by calculating the distance correlation factors between
each two distinct words in the corpus using Egs. (2), (3),
and (4). We selected the distance correlation factor since it
has been empirically shown to achieve the best results in
the information retrieval context with an accuracy rate of
94% compared to 47% for the keyword-connection factor
and 52% for the co-occurrence factor (Garcia and Ng 2006).
This is because the distance correlation factors account for
the frequency and co-occurrence at the same time.

Unigrams features generated in the previous step are now
used to generate vectors of all distinct preprocessed words in
the Twitter corpus along with the documents’ IDs in which
they appear, a Tweet is considered a document in this context,
and their positions in every document. For example, “mobile”
after preprocessing becomes “mobil,” and “computer” after
preprocessing becomes “comput”; vectors’ entries for the
words “mobil” and “comput” would be as illustrated in
Tables 1 and 2.

Using the vectors of distinct words in the Twitter corpus,
we define for every pair of keywords across all documents,
the frequency of co-occurrence and relative distance in a sin-
gle document (C;;), Eq. (2), the normalized value (nCj),
Eq. (3), and finally the distance correlation factor (Cfj),
Eq. (4). These are computed as follows:

Table 1 Vector entry for the word “Mobil”

Term Document ID Position
Mobil Docl 1,8
Doc2 12, 30
Doc3 7,10, 27
Doc4 30
Table 2 Vector entry for the word “Comput”
Term Document ID Position
Comput Docl 5,30
Doc5 17,38
Doc6 10, 29
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where d(x, y) = |Position(x) — Position(y)| + 1 is the
distance or the number of words between word x and y in
a single Tweet, where x is an element of V (wi) and y is
an element of V (wj). V (wi) and V (wj) are the sets of all
occurrences of words wi & wj in a single Tweet. To calcu-
late the frequency of co-occurrence and relative distance in
a single document, we sum up the inverse distance of every
two occurrences of wi and wj in that common document. For
example, the words “mobil” and “comput” appear together
in Docl; hence, V (mobil) = {1, 8}, V(comput) = {5, 30},
and Cmobil,comput = (1/d(1,5)+1/d(1,30)+1/d(8,5) +
1/d (8, 30)). If they appear together in other documents, then
we have to repeat the same calculation for every common
document.

|V (wi)|and |V (wj)| represent the number of words in
V (wi) and V (wj), respectively, i.e., the frequency of wi
and wj in a common Tweet. For example, |V (mobil)| =
|V(comput)] = 2 in Docl. Hence, to calculate the
normalized frequency of co-occurrence and relative dis-
tance for “mobil” and “comput” in Docl, we compute
nCmobil,comput = Cmobil,compttt/(2*2)~

The index, m, isin the range 1 < m < k and represents the
m,;, Tweet out of the kK Tweets in which both wi and wj occur
together. For the words “mobil” and “comput,” m = k = 1.
By dividing the sum of normalized values by the number of
common documents between every two words in the corpus,
distance correlation factors, Cf, are calculated relevant to the
size of the corpus. As a result, a matrix of all distinct words
and their semantic relationships is constructed. This matrix
is the custom fuzzy thesaurus which is used to measure the
partial similarity and exact match between attributes in the
feature space and single terms in each single Tweet.

5.3.2 Generating feature vectors with semantic similarities

Once the fuzzy thesaurus is constructed, every feature, F;, is
compared with every word, W;, in a Tweet, d, thus retriev-
ing the corresponding distance correlation factor, Cf;;, from
the custom fuzzy thesaurus, which indicates the word—word
semantic similarity.

Once a feature, F;, is compared to each word, W;, in a
given Tweet, d, the semantic similarity between the feature
and the entire Tweet is calculated using Eq. (5), which indi-
cates the word—sentence semantic similarity. This is done for
each feature in the feature space against each single Tweet
in the corpus as illustrated in Fig. 2.
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Fig.2 Calculating the word-sentence semantic similarity (wf4) between each feature (F;) in the feature space and each Tweet (d) in the Twitter

corpus

Table 3 Statistics of the Twitter
datasets used in this paper

Dataset Number Positive Negative Type
of Tweets
STS-Gold Tweet 2032 632 1400 tenfold cross-
validation
Stanford Twitter Sentiment 359 182 177 tenfold cross-

(STS) testing set

validation

Using this approach, we account for the semantic rela-
tionship between each feature with each single Tweet in the
corpus allowing for analyzing the overall context instead of
just considering the occurrence or the frequency of features
in each Tweet.

pra=1-T1 (1-Cfij) (©)

6 Experimental work

In this section, we introduce the benchmark datasets that we
used in our experiments, our baselines, sentiment replace-
ment and preprocessing, classification based on a fuzzy
thesaurus, and finally evaluation measures.

6.1 Dataset

We used the STS-Gold Tweet' dataset and the Stanford
Twitter Sentiment (STS)?:3 testing dataset to evaluate the
effectiveness of the proposed method (see Table 3 for details).
The STS-Gold Tweet dataset contains 2032 randomly col-
lected Tweets, which were manually annotated into positive

1" STS-Gold dataset can be requested from the authors at: http:/kmi.

open.ac.uk/people/member/hassan-saif

2 Stanford dataset official page: http:/help.sentiment140.com/for-

students

3 Stanford testing and training datasets can be downloaded
from: https://docs.google.com/file/d/0B04GJPshljmPRnZManQwWE
dTZjg/edit

and negative by three annotators. All the annotators agree
on the sentiment of the Tweets in the dataset. The Stanford
Twitter Sentiment testing set consists of 359 Tweets that were
collected by searching the Twitter API with specific queries
including products names, companies, and people and were
also manually annotated into positive and negative. We did
not use the original Stanford training dataset because it was
automatically annotated using emoticons. Although auto-
matic sentiment annotation of Tweets using emoticons is fast,
its accuracy is arguable because emoticons might not reflect
the actual sentiment of Tweets (Saif et al. 2013). Another
limitation of the Stanford original training set is that the set
was automatically annotated based on emoticons, but then the
emoticons were removed; hence, if we train a classifier on
the Stanford training dataset, it will not recognize the emoti-
cons that were initially used for class labeling. Therefore, in
this study, we only considered the STS testing dataset and
STS-Gold Tweet dataset applying a tenfold cross-validation
to both.

6.2 Baselines

We compared the performance of our approach using the
fuzzy thesaurus and sentiment replacement with the baselines
described below. Although word unigrams are the simplest
features being used for sentiment analysis of Tweets, there is
evidence that using n-gram features might hinder the accu-
racy of Twitter sentiment analysis owing to the large number
of infrequent words and that unigrams produce better accu-
racy results (Barbosa and Feng 2010; Ismail et al. 2016a).
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In addition, models trained from word unigrams were shown
to outperform random classifiers by a decent margin of 20%
(Agarwal et al. 2011); hence, we opted to use only unigram
features. We did not perform sentiment replacement for the
baselines.

6.2.1 First baseline: unigrams features with polarity

We used the NB classifiers and the SVM classifier trained
from word unigrams on polarity dataset as our first baseline
model. Polarity indicates whether a feature occurs or not in
a Tweet.

6.2.2 Second baseline: unigrams features with frequencies

We used the NB classifiers and the SVM classifier trained
from word unigrams on frequency dataset as our second base-
line model. Frequencies indicate how many times a feature
occurs in a Tweet.

6.2.3 Third Baseline: unigrams features with TF/IDF

We used the NB classifiers and the SVM classifier trained
from word unigrams on a term frequency inverse docu-
ment frequency (TF/IDF) dataset as our third baseline model.
TF/IDF is a measure that is intended to reflect how impor-
tant a word is to a document in a collection or corpus. We
calculate TF/IDF as follows:

e TF(t,d) = Term frequency(t,d) is the number of times that
term, t, occurs in a document, d.

e IDF(t,D) = Inverse term frequency(t,D) measures the
importance of term, t, in all documents by dividing the
total number of documents, N, by the number of doc-
uments containing the term, DF, and then taking the
logarithm of that quotient.

IDF(t,D) = log, (N/DF)

e Finally, the weight is obtained by multiplying the two
measures:

TF-IDF(t,d) = TF(t,d) * IDF(t,D)

6.3 Sentiment replacement, preprocessing, and
feature reduction

Initially, all slogans and abbreviations that have sentiment
meaning were searched in the raw Twitter corpus and were
replaced with their sentiment equivalence according to the
slogan list available in (Just English 2014). Once we have
carried out the sentiment replacement, the natural language

@ Springer

Table 4 APIs and techniques applied for NLP

Natural language processing task APl/technique

Stopwords removal Apache Lucene core 5.3.0%

Stemming Porter stemming algorithm®
Unigram extraction Apache Lucene core 5.3.0

Equivalence class replacement Java Regex®

2 https://lucene.apache.org/core/

b https://tartarus.org/martin/PorterStemmer/java.txt

¢ More about regex can be found at: https://docs.oracle.com/javase/
tutorial/essential/regex/

Table 5 Effect of preprocessing and feature reduction in the feature
space size of the Stanford testing dataset

Preprocessing/feature Feature space size % of reduction

reduction
None 2455 0
Sentiment replacement of 1593 35.11
slogans, abbreviations,
and emoticons
User names 1605 34.62
URL 1614 34.26
Hashtags 1678 31.65
Repeated letters 1682 31.49
All 1442 41.26

processing (Kao and Poteet 2007) of Twitter data was carried
out. In Table 4, we provide the list of APIs and techniques
that we used for preprocessing and feature extraction.

To illustrate the impact of sentiment replacement on reduc-
ing feature space dimensionality, we summarized in Table 5
the effect of preprocessing and feature reduction in reducing
dimensionality of the original feature space of the Stanford
testing dataset. After completing all the preprocessing steps
explained in Sect. 5.2, the feature space size was reduced
by 41.26%. The most significant contributor to the feature
space dimensionality reduction is the sentiment replacement
of slogans, abbreviations, and emoticons. The same steps
were applied to the STS-Gold dataset.

6.4 Sentiment classification

We developed a Java program using JDK 8 and JRE 8 to build
the fuzzy thesaurus and generate the semantic feature vectors
(SFV) from a Twitter corpus. Table 6 shows the algorithm
for generating semantic feature vectors (SFV). The algorithm
expects the following as inputs:

1. Twitter data consisting primarily of messages and senti-
ment class. Additional data can be present such as user
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Table 6 Generating feature vectors based on semantic similarities

Algorithm 1 Generating Feature Vectors based on Semantic Similarities

1. for each word W; € T do

if W, € ASEL then,
replace W; with equivalent sentiment
end if
end for

2

3

4

5.

6. for each Tweetd = (d;, d, ..., d,) € T do

7 replace equivalent classes

8 remove stopwords

9 perform stemming

10. generate word-document-position vectors WDPV
11. extract unigrams features /'

12. end for
13. for each word #; € WDPV do
14. for each word W; € WDPV do

15. if W; & W; appear in the same document then,

16. calculate the frequency of co-occurrence and relative distance in a single document Cij
17. calculate the normalized value nCij

18. calculate the distance correlation factor Cfij

19. end if

20. end for

21. end for

22. for each Tweetd = (d;, d>, ..., d,) € T do
23. for each Feature F= (F, F>, ..., F;) € F do

24. calculate Feature-Tweet semantic similarity pig; g,
25. end for
26. end for

27. return semantic feature vectors SFV

ID, hashtags, and queries, which will be preprocessed
during natural language processing phases.

2. List of slogans, abbreviations, and emoticons with their
corresponding sentiment meaning.

In our implementation on a 2.6 GHz PC running Windows
10, we used the following data representations for inputs:

1. T: Twitter data represented in a list of string arrays,
where, each node, d, holds a single record from the
Twitter data composed of Strings’ elements, for instance
Tweet messages, user ID ... etc.

2. ASEL: slogans, abbreviations, and emoticons represented
in a string array. We used the ASEL available in (LOL,
OMG and ILY: 60 of The Dominating Abbreviations
2014).

In the intermediate steps, features, F', are represented using a
list of strings, the fuzzy thesaurus, comprising all Cfvalues, is
represented using a hash table, and word—document—position
vectors, WDPYV, illustrated in Tables 1 and 2, are repre-
sented using user-defined data types. As output, the algorithm
returns semantic feature vectors (SFV) and exports them to
a comma-separated file ready for classification.

Table 7 Stanford testing set—all features

Unigrams-1442 BNB SVM MNB
Features
Polarity-based Accuracy  76.60%  74.37%  79.38%
baseline Recall 0766 0744  0.794
Precision 0.766 0.744 0.795
Frequency-based Accuracy 74.37%  71.86%  79.94%
baseline Recall 0.744 0719  0.799
Precision 0.745 0.719 0.8
TF/IDF-based Accuracy  76.88%  77.99%  81.89%
baseline Recall 0760 0780  0.819
Precision 0.769 0.780 0.819
Semantic feature Accuracy  71.87%  74.65%  80.78%
vectors-SEV Recall 0719 0747 0.808
Precision 0.719 0.747 0.809

Subsequently, we used Weka 3.8 (Witten et al. 2016)
to train the classification model and tested it with a ten-
fold cross-validation. Tables 7, 8, 9, and 10 present the
classification results of Bernoulli naive Bayes (BNB), multi-
nomial naive Bayes (MNB) and SVM classifiers trained on
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Table 8 Stanford testing set—selected features

Unigrams-selected BNB SVM MNB
features using (IG)
Polarity-based Accuracy  80.2% 81% 81.62%
bascline Recall 0.802 0811 0816
Precision 0.844 0.855 0.855
Frequency-based Accuracy  77.15% 79.10%  82.17%
baseline Recall 0772 0.791 0.822
Precision 0.785 0.828 0.851
TF/IDF-based Accuracy  80.78% 81.89%  81.62%
baseline Recall 0.808  0.819 0.816
Precision 0.842 0.846 0.850
Semantic feature Accuracy  77.99% 84.96%  83.29%
vectors—SEV Recall 0.78 0.85 0.833
Precision 0.808 0.869 0.856
Table 9 STS-Gold—all features
Unigrams-3850 BNB SVM MNB
Features
Polarity-based Accuracy 75.78%  80.17% 81.1%
baseline Recall 0758 0802 0811
Precision 0.75 0.796 0.807
Frequency-based Accuracy  74.60%  81.25%  80.70%
baseline Recall 0746 0813 0.807
Precision 0.747 0.808 0.806
TF/IDF-based Accuracy  64.03%  79.33% < 77.41%
baseline Recall 0.640 0.793 0.774
Precision 0.729 0.787 0.768
Semantic feature Accuracy  73.75%  80.5% 80.44%
vectors—SEV Recall 0737 0805  0.804
Precision 0.774 0.804 0.808

unigrams with polarities, frequencies, TF/IDF, and seman-
tic feature vectors (SFV) using a tenfold cross-validation
before and after applying an Information Gain (1G) attribute
selection filter. For sentiment mining, this size of corpus
may not provide sufficient coverage of representative sen-
timent terms and contexts. Therefore, we opted to apply
attribute selection filter to eliminate the effect of senti-
mentally insignificant attributes. Information Gain (IG) is
used to select subsets of features that are highly corre-
lated with the class while having low inter-correlation.
In other words, we selected the features with the high-
est information gain and removed features with very low
information gain from the feature space (Hotho et al.
2005).
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Table 10 STS-Gold—selected features

Unigrams—selected BNB SVM MNB
features using (IG)
Polarity-based Accuracy  75.29%  79.87%  80.56%
baseline
Recall 0.753 0.799 0.806
Precision  0.74 0.796 0.813
Frequency-based Accuracy 77.21% 815 % 82.03%
baseline
Recall 0.772 0.815 0.820
Precision  0.763 0.815 0.823
TF/IDF-based Accuracy  79.23%  77.36%  75.49%
baseline
Recall 0.792 0.774 0.755
Precision  0.785 0.780 0.804
Semantic feature Accuracy  80.54% 81 % 82.17%
vectors—SFV
Recall 0.805 0.809 0.822
Precision 0.801 0.807 0.818

6.5 Evaluation measures

The type of classification we carried out on Twitter is a typical
form of a binary classification in which the input, Tweet, is to
be classified into one, and only one, of two non-overlapping
classes (positive, negative). There exist a number of perfor-
mance measures used in binary classifiers in different areas of
application such as F-score, precision, recall, and specificity.

Opinion or sentiment mining deals with meanings that
are most of the time indirect (implied) and complex (opinions
and emotions are not easy to interpret from text). So far, there
is no consensus on the choice of measures used to evaluate
the performance of classifiers in opinion, subjectivity, and
sentiment analysis (Sokolova and Lapalme 2009). However,
we found that most of the work on sentiment analysis uses
accuracy as the measure of overall effectiveness of a classifier
in sentiment analysis (Lee and Pang 2008; Go et al. 2009;
Speriosu et al. 2011; Pang et al. 2002.) We have added two
more useful metrics, precision and recall, that measure class
agreement of the data labels with the positive labels given
by the classifier and effectiveness of a classifier to identify
positive labels, respectively. Our results are discussed in the
next section.

7 Discussion and comparison with previous
work

Based on the results, we observed that semantic feature
vectors (SFV) consistently achieved the best accuracy with
different classifiers (SVM and MNB) on the Stanford testing
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dataset compared to the polarity and frequency feature vec-
tors, using the full feature space as illustrated in Table 7, or
using selected features as illustrated in Table 8. The TF/IDF
feature vectors, however, outperformed the semantic feature
vectors using the full feature space. Yet, the semantic fea-
ture vectors significantly outperformed the TF/IDF feature
vectors on selected features.

Using the larger STS-Gold dataset, the semantic feature
vectors (SFV) achieved slightly better or comparable results
to the baselines as illustrated in Table 9 with the full fea-
ture space. However, by using selected features, the semantic
feature vectors (SFV) significantly outperformed all the base-
lines using different classifiers, SVM, BNB, and MNB. It is
worth noticing that with a larger dataset, the classification
accuracy drops significantly with the TF/IDF-based datasets.
On the other hand, with the SFV-based datasets, the clas-
sification accuracy remains consistent at acceptable levels.
Consistent levels of accuracies are desirable especially in
sentiment analysis of social networks since the size of data
is usually very large. Moreover, it can be observed that the
semantic feature vectors (SFV) always achieved the best
results with significant improvement in accuracy with highly
correlated set of features with the class label, i.e., the fea-
tures that are expected to strongly define the semantics of the
Tweet. Other dataset representations, such as polarity, do not
exhibit comparable improvement.

Our results compared favorably with other research work
conducted on similar datasets. Go et al. (2009) achieved the
maximum accuracy of 83% using MaxEnt trained on a com-
bination of unigrams and bigrams using the Stanford dataset.
Our method outperformed the original results produced by
Go et al. with maximum accuracy of 84.96% using SVM
classifier. Among other research works that compared their
results with the Stanford STS dataset, Speriosu et al. (2011)
tested a subset of the Stanford Twitter Sentiment test set with
75 negative and 108 positive Tweets. They reported the best
accuracy of 84.7% using label propagation on a rather com-
plicated graph that has users, Tweets, word unigrams, word
bigrams, hashtags, and emoticons as its nodes. Furthermore,
our results outperformed Speriou’s results using a simpler
logic.

8 Conclusion

Twitter is one of the most popular social networks where
users can express their opinions about a countless number
of topics. This wealth of public opinion attracts vast inter-
est in sentiment analysis of Twitter data. Machine learning
approaches for sentiment analysis rely on feature vectors
extraction to represent the most relevant and important text
features (Cambria et al. 2013) that can be used to train classi-
fiers, such as naive Bayes (NB) and support vector machines

(SVMs). Feature vector extraction eliminates many seman-
tic relationships in the text. Yet, in many cases the sentiment
conveyed by a word is implicitly associated with the seman-
tics of its context (Cambria et al. 2013). Several methods
reported in the literature for incorporating semantics in sen-
timent analysis suffer from a number of drawbacks including
costly manual intervention, domain dependence, and limited
predefined knowledge bases.

In this paper, we proposed a new fully automated, domain-
independent method for constructing Twitter feature vectors
for sentiment classification by using sentiment replacement
and a custom fuzzy thesaurus. Sentiment replacement of
common Twitter’s slogans and abbreviations yielded a signif-
icant reduction in the original feature space dimensionality
by nearly 35% on the STS data. The experimental results
showed that the semantic feature vectors (SFV) consistently
produced better results than the baselines. Furthermore, com-
parison with previous work showed that the proposed method
outperformed other methods reported in the literature using
the same benchmark data.

Our proposed future work includes expanding the scope
of our experiments by exploring the impact of using other
types of thesauri on more diverse datasets. In this research,
we implemented a custom thesaurus based on a Twitter cor-
pus. In the future, a potential extension is to experiment with
a general thesaurus based on a common corpus. In addition,
assessing the effectiveness of semantic feature vectors with
different languages, such as Arabic, would provide insights
on the generality of the approach. Moreover, we plan to test
the effectiveness of the proposed approach in other text min-
ing applications, such as semantic recommender systems.
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