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Abstract One of the key problems of computer-aided
diagnosis is to segment specific anatomy structures in tomo-
graphic images as fast and accurately as possible, which is
an important step toward identifying pathologically changed
tissues. The segmentation accuracy has a significant impact
on diseases diagnosis as well as the therapeutic efficacy.
This paper presents a fast and robust weak-supervised pul-
monary nodule segmentation method based on a modified
self-adaptive FCM algorithm. To improve the traditional
FCM, we firstly introduce an enhanced objective function,
which computes the membership value according to both
the grayscale similarity and spatial similarity between cen-
tral pixels and neighbors. Then, a probability relation matrix
between clusters and categories is constructed by using a
small amount of prior knowledge learned from training sam-
ples. Based on this matrix, we realize a weak-supervised
pulmonary nodules segmentation for unlabeled lung CT
images. More specifically, the proposed method utilizes the
relation matrix to calculate the category index of every pixel
by Bayesian theory and PSOm algorithm. The quantitative
experimental results on a test dataset, including 115 2-D
clinical CT data, demonstrate the accuracy, efficiency and
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1 Introduction

Lung cancer, resulting from air pollution or smoking habits,
has become one of the highest rates of incidences andmortal-
ity among all types of cancer. The statistic data provided by
National Cancer Institute andMinistry ofHealth indicate that
themortality rate of lung cancer in China has increased 465%
in the past 30 years. Unfortunately, this disease is often diag-
nosed at late stage due to the lack of symptoms and the poor
prognostic. Therefore, computer-aided diagnosis (CAD) on
lung cancer has been an increasingly important topic in the
field of medical image processing.

At present, computed tomography (CT) is the most
widely used technique to diagnose lung diseases among
various medical imaging types (Puderbach and Kauczor
2008). As the early symptoms of lung cancer, pulmonary
nodules have become an important research object. In the
pulmonary nodules detection, the automatic extraction and
assisted diagnosis by means of spiral CT play a signif-
icant role (Doi 2007). More importantly, it can improve
the repeatability of diagnosis and consistency of image
interpretation to some extent, and provide a quantitative
analysis method for clinician, such as image segmentation
and quantification of characteristics (Li et al. 2014). The
requirement for obtaining a precise diagnosis of lung can-
cer has motivated many researchers to investigate automatic
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methods for pulmonary nodules detection and segmenta-
tion.

Recently, a growing numbers of pulmonary nodule seg-
mentation methods have been proposed in the literature,
which can be roughly categorized as six types: (1) Threshold
methods (Reeves et al. 2006; Stelmo et al. 2012). For exam-
ple, Tachibana andKido (2006) proposed a thresholdmethod
for initial pulmonary nodule segmentation and then used the
watershed algorithm for accurate segmentation. Xia et al.
(2016) reveals that the histogram of the differences between
pixel gray values is smoothed by the stego bits despite a
large distance between the pixels. (2) Morphological meth-
ods (Dong and Peng 2014; Kubota et al. 2011; Gu and Sheng
2016). The work of Kishore and Satyanarayana (2013) used
edge detection operator and morphological operations to
segment lung nodules. (3) Variable model methods (McIn-
tosh and Hamarneh 2012; Wen et al. 2015). For example,
Dehmeshki et al. (2007) proposed an automatic detection
method based on spherical shape of the structuring element
sensitive detection. (4) Filter methods. For example, Li et al.
(2008) proposed multi-scale dot filter, which can be used
to enhance pulmonary nodules with the inhibition of angio-
genesis. (5) Clustering methods (Murphy et al. 2009; Ortiz
et al. 2014). For example, Zhang et al. (2012) proposed an
improvedFCMalgorithmbased on the histogramof the given
image, which includes two phases. However, most of these
methods perform well only for solitary pulmonary nodules
(SPN) in the course of pulmonary nodule segmentation. In
clinic, except for SPN, pulmonary nodules could also occur in
forms of pleural adhesion, vascular adhesion, ground-glass
opacity (GGO) and cavity type, and these types of nodule
have higher probability of malignancy than SPN. In fact, it
is a difficult to realize fast, correct and automatic segmen-
tation of the nodules due to there being no distinguishing
features between pulmonary nodules and surrounding tis-
sues.

The well-known FCM is a classic and widely used
segmentation algorithm,which applies fuzziness to themem-
bership judgment of pixels and is consistent with human
perception and convenient for realization. But the conven-
tional FCM performs poor in low-contrast, in-homogeneity
and noisy images as it does not take into account any spa-
tial information and neighborhood correlation (Balafar et al.
2010; Chuang et al. 2006; Shi et al. 2009). In order to over-
come these problems, many researchers have introduced
spatial information through modifying the objective func-
tion or altering the distance form measurement between
pixels and cluster centers. Ahmed et al. (2002) modified
FCM objective function by incorporating spatial constraints
(FCM_S). However, FCM_S lacks enough robustness to
noise and outliers and is not suitable for revealing non-
Euclidean structure of the input data due to the use of
Euclidean distance. Two improved variants, FCM_S1 and

FCM_S2, were proposed with an intent to simplify the com-
putation of parameters (Chen and Zhang 2004), which were
further extended to the corresponding kernelized versions.
An enhanced FCM (EnFCM) algorithm proposed by Szi-
lagyi et al. (2003) speeds up the clustering process on the
basis of the gray-level histogram instead of pixels, which
uses a linearly weighted sum image formed from both orig-
inal image and each pixel’s local neighborhood average
gray level. Hence, the computational time of EnFCM can
be reduced greatly since the number of gray levels in an
image is much smaller than that of pixels. A fast general-
ized FCM (FGFCM) algorithm (Cai et al. 2007) introduces
the spatial information combining the intensity of the local
pixel neighborhood and the number of gray levels in an
image, so that the quality of segmentation result is well
enhancedwith a lowcomputational cost.Krinidis andChatzis
(2010) proposed a novel robust fuzzy local information C-
means clustering (FLICM) algorithm by incorporating the
local spatial- and gray-level information, which is free of
the empirically adjusted parameters and enhances the clus-
tering performance. Recently, by estimating and correcting
the heterogeneity of the magnetic field image (bias) to
minimize the noise effects, Bakhshali (2016) presented an
improved FCMmethod based on information theoretic clus-
tering.

Although these modified FCM algorithms have improved
the performance of the conventional FCM, there are still
the following disadvantages: (1) The desired convergence
needs a large number of iterations; (2) Different types
of pulmonary nodules with complicated features lead to
the worst segmentation performance, including low-contrast
nodules, vasculature attachment and close vicinity nodules.
So, we proposed a modified self-adaptive FCM algorithm
that defines a new objective function (Liu et al. 2015). It
computes the membership value by combining the grayscale
similarity and spatial similarity between the central pixels
and neighborhood, in which the local grayscale similarity
depending on the difference between the gray scale of cen-
tral pixels and neighborhood is used to suppress the noise and
speed convergence, and the local spatial similarity depend-
ing on the size of neighborhood, as well as the difference
between the average gray scale of neighborhood and cen-
tral pixels, is adopted to enhance the adaptivity of algorithm.
Thesemodifications effectively improve the convergence rate
and the adaptivity to spatial characteristics of pulmonary nod-
ule edges.

However, themodified self-adaptive FCMalgorithmmen-
tioned above is a kind of unsupervised learning method.
In fact, it is possible to further improve its performance
by using some prior segmentation information, especially
for pleural adhesion, vascular adhesion and ground-glass
opacity (GGO) nodules. Therefore, it is significant that
only a small amount of labeled classification prior and
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Fig. 1 Flowchart for this proposed segmentation method

constraint prior can instruct a fast and robust pulmonary
nodules segmentation work. In this paper, we propose a
weak-supervised pulmonary nodule segmentation method,
which constructs a probability relation matrix between
clusters and categories information according to training
samples and calculates the category index of every pixel
of testing samples by Bayesian theory and modified parti-
cle swarm optimizer (PSOm) algorithm (Shi and Eberhart
1998).

As illustrated in Fig. 1, the proposed method for seg-
menting the pulmonary nodule consists of two phases, i.e.,
the training stage and testing stage. First of all, accord-
ing to the spatial information and grayscale information,
the modified FCM function updates the fuzzy membership
degree of center pixels during each iteration with a faster
speed. In this way, a probability relation matrix can be con-
structed according to cluster centers and a small amount of
manual labeled information. The next stage is the separa-
tion of the tissues resembling the pulmonary nodules based
on the logical relationship between clusters and categories,
which is a weakly-supervised segmentation for unlabeled CT
images.

The rest of this paper is organized as follows. Section 2
briefly introduces a modified self-adaptive FCM algorithm
followed by some experimental results and discussions. Sec-
tion 3 presents the proposed fast weakly-supervised learning
model, which is essentially a two-phase classification algo-
rithm by using a small amount of manual information.
Section 4 reports the experimental results, followed by some
discussions, on four types of pulmonary nodules in terms of
precision, computational speed and sensitivity to free param-

eters. Finally, Sect. 5 concludes this paper with the future
work.

2 Self-adaptive FCM algorithm

In the chest CT images, we should extract the lung tissues
from other organs according to their gray values, such as
skeletons, mediastina and trachea. In general, it is different to
distinguish pulmonary nodules from blood vessels (vascular
adhesion) and bronchi, which have similar density informa-
tion. From the visual information, the tomography image
region of pulmonary nodules is bright in center and dark
in peripheral area, where the bright pixels reflect the high-
density character of nodules, conversely for the low-density
areas.

In order to effectively distinguish the density differences
between nodules and structures that resembling nodules, and
remove the weak edge distribution of peripheral tissues, we
modify the traditional FCM algorithm by integrating the
membership value from both the grayscale similarity and
spatial similarity between the central pixels and neighbor-
hood into the objective function of FCM. This algorithm can
be divided into two steps. Firstly, a 2D vector, which repre-
sents the spatial relationship between a central pixel and its
neighborhood, is constructed. Secondly, the spatial informa-
tion and grayscale information of the neighborhood around
the central pixel are used to determine an objective function.

As a typical clustering algorithm based on division, the
traditional FCM algorithm aims to divide N pixels into C
fuzzy groups for image I . It searches the cluster center of
each group by updating the membership value of each pixel
iteratively. This update is implemented by means of mini-
mizing the objective function, which is defined as:

E =
C∑

k=1

N∑

i=1

μki ‖ xi − vk ‖2

s.t.
C∑

k=1

μki = 1, μki ∈ [0, 1] (1)

where C is the number of cluster, vk represents the center
of the kth clusters, N is the number of pixels in image I , xi
denotes the ith sample of I , μki is the membership value of
the ith sample with respect to the kth cluster, which is defined
as [(∑C

j=1(
|xi−vk ||xi−v j | ))

m]−1.
An intuitive interpretation of this objective function is to

assign higher fuzzy membership to pixels whose gray scales
are close to those of specific clustering centers, and assign
lower fuzzy membership to pixels whose grayscale values
are distinct from those centers.

But it is not suitable for complex pulmonary nodule seg-
mentation. The reasons are as follows: (1) The grayscale
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Table 1 Parameter values for every algorithm

Algorithm m ε NR α λg

FCM[10] 2 0.02 – – –

FCM_S[1] 2 0.01 9 0.85 –

EnFCM[22] 3 0.01 9 3.8 –

FGFCM[7] 2 0.00001 8 0.7 3.0

FLICM[13] 2 0.00001 8 4.2 6.0/3.0

Algorithm 1 2 0.001 9 0.85 6.0

characteristics of different tissues in lung CT image make
it difficult to obtain a smooth and closed segmentation edge;
and (2) the executive efficiency of the traditional FCM
algorithm is low due to a number of iterations for conver-
gence. Other different variants, such as FCM_S, FCM_S1,
FCM_S2, FGFCM and EnFCM, take into account the infor-
mation of neighborhood pixels that belong to the central
pixels and introduce a control parameter for the intensity
of neighborhood information. This parameter has an impor-
tant influence on the performance of FCM. However, its
value maintains same during the whole process of segment-
ing an image.Obviously, this selection strategy for the control
parameter can not reflect the features of neighborhood pixels.

In fact, this parameter can be determined by the following
factors: (1) The local grayscale similarity, i.e., the parame-
ter should depend on the difference between the gray scale
of central pixels and neighborhood, in order to suppress the
noise and speed up the convergence; (2) the local spatial
similarity, i.e., it should also depend on the size of neighbor-
hood, aswell as the difference between the average gray scale
of central pixels and neighborhood, in order to enhance the
adaptivity of algorithm. Based on the discussions above, the
modified self-adaptive FCM algorithm can be described as
Algorithm 1. The computational efficiency of this algorithm
is significantly improved because the number of iterations is
much less than the traditional FCM and FCM_S. Besides,
both EnFCM and FGFCM algorithms transform the seg-
mentation based on pixels into the segmentation based on
grayscale levels. Due to the fact that the grayscale level (0-
255) is much less than the number of pixels, they become
much faster.

Then, we compared Algorithm 1 with other five related
algorithms (FCM, FCM_S, EnFCM, FGFCM and FLICM)
about further segmentation performance. In these algorithms,
the number of clusters C is an essential variable. We empiri-
cally set C = 4, and it is effective to distinguish the different
parts of lung parenchyma. Table 1 lists the other optimal
experimental parameters of eachmethod, respectively, which
are determined by extensive experiments. Note that m is the
fuzzy weight exponent, which is used to generalize fuzzy
clustering objective functions (Bezdek 1976). In this paper,

Algorithm 1 Self-adaptive FCM algorithm
Input: CT image I = {x1, . . . , xN }, category number C , maximum

iteration Lmax = 100, threshold ε = 0.001
Output: Category index CI = {cx1 , . . . , cxN }
1: Initialize the cluster prototype matrix V (0);
2: Update V (1) by minimizing the objective function (1).

3: For each xi , calculate the vector [xi , yi ] by yi = 1
r2

∑r2
j=1 xi j , where

xi j is the neighbors (denoted asWi ) of xi in awindowwith size r×r ;

4: Count the number pxi of each [xi , yi ] with the same value, and
calculate the self-adaptivity factor λi of xi by

λi = pxi
( ∑

xri∈Wi

(xri−yi )2

r2−1

)− 1
2 .

5: while (‖V (l+1) − V (l)‖ > ε or l < Lmax ) do
6: for (k = 1; k <= C; k + +) do
7: for (i = 1; i <= N ; i + +) do
8: if (|xi − v

(l)
k | > 0) then

9: Update μ
(l+1)
ki =

[ ∑C
j=1

( |xi−v
(l)
k |

|xi−v
(l)
j |

)m]−1
, where m is a

weight exponent.
10: else
11: ωki = ∑

xri∈Wi
μkr+[exp(| xi−xri |2)·λi ]−1,whereμkr

is the membership that the neighboring pixel xri belongs
to the kth kind.

12: Update μ
(l+1)
ki = μ

p
kiω

q
ki∑C

k=1 μ
p
krω

q
ki
, where p and q are parame-

ters to control the importance of ωki and μki .
13: end if
14: end for
15: Update matrix V (l+1) by

v
(l+1)
k =

∑N
i=1 μ

(l+1)
ki (xi+

∑
xri ∈Wi

xri

r2−1
)

∑C
k=1 μ

(l+1)
ki

16: end for
17: end while
18: For each xi , determine cxi bymaximizing the membership function

cxi = argmax1≤k≤C (μki )

m plays a role of suppressing noise and smoothing member-
ship functions. The empirical range of m given by Bezdek is
1.1 ≤ m ≤ 5. Due to having a suitable physical interpreta-
tion, we set m = 2.

Figure 2 gives the segmentation results of isolated, vas-
cular adhesion, pleural adhesion and ground-glass opacity
pulmonary nodules byAlgorithm1. For each case, it provides
nine comparison images, including the original CT image, its
pulmonary parenchyma image, segmentation results of nod-
ule from the manual labeling and six FCM algorithms. Note
that the manual labeling is obtained by averaging the contour
information labeled by four clinical radiologists, and it will
be used as the ground truth in this part and Sect. 4. For exam-
ple, Fig. 3 illustrates how to obtain the reference contour. We
invite four radiologists to blindly read and annotate the loca-
tion and character for each nodule by enlarging the image a
number of times, for the purpose of providing manual seg-
mentation. From multiple manual segmentation results, we
construct the final single reference as ground truth that is
included in at least 50% of the available segmentations.

From Fig. 2a, it can be found that, for an isolated pul-
monary nodule, FCM and FGFCM are influenced by noise
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Fig. 2 Segmentation results comparison for a isolated, b vascular adhesion, c pleural adhesion and d ground-glass opacity (GGO) pulmonary
nodules

Fig. 3 Example of a small nodule with manual segmentation and the result of our method. a A slice of a CT data. b Contours of four manual
segmentations. c Reference segmentation obtained by the 50% rule. d Algorithm 1

severely, and there still exists noise in the results. Although
FCM_S and EnFCM perform better than the two afore-
mentioned algorithms, the segmentation results of objects

and tiny blood vessels are much less than the ground truth.
Our method effectively reduces the negative influence of
noise and successfully separates objectives frombackground.

123



3988 H. Liu et al.

Table 2 Comparison of
segmentation error rates
A(Cm ,C0.)

Algorithm Type
Isolated Vascular adhesion Pleura adhesion GGO Statistical performance

Mean Std.

FCM 0.33 0.40 0.52 0.59 0.46 0.23

FCM_S 0.26 0.35 0.41 0.50 0.38 0.22

EnFCM 0.30 0.48 0.55 0.58 0.48 0.21

FGFCM 0.14 0.23 0.33 0.32 0.26 0.19

FLICM 0.23 0.36 0.44 0.43 0.37 0.18

Algorithm 1 0.12 0.26 0.35 0.30 0.26 0.20

The best results are highlighted in bold

Figure 2b shows all information of a vascular adhesion pul-
monary nodule. FCM, FCM_S and EnFCM yield messy
results that differ greatly from the manual ground truth.
The main reason is that they do not eliminate the surround-
ing small extraneous information and noise. Furthermore,
according to their boundary of blood vessels, it can be seen
that there are boundary leakage occurrences to some extent.
Our method can overcome these problems and perform well
in segmenting the vascular adhesion pulmonary nodules. Fig-
ure 2c displays the results of pleural adhesion pulmonary
nodule. The boundary shape obtained by our method is the
closest to the ground truth, and those of other methods reveal
few wrong segmentations to a certain extent. Because the
connection area between the nodule and lung wall is espe-
cially delicate, it is difficult to distinguish the extended area
of nodule and background of pulmonary parenchyma obvi-
ously. In Fig. 2d, we can find a ground-glass opacity (GGO)
pulmonary nodule, which is indicated by a red arrow. It
can be observed that the traditional FCM hardly segments
this pulmonary nodule, because this method can only extract
the brightest region around the center. FCM_S, EnFCM and
FGFCM perform less than FLICM on aspects of nodule’s
boundary convergence and tiny blood vessels. In this case,
the result obtained by our method is superior to others.

Table 2 lists the average error rate A(Cm,C0) of segmen-
tation results by different algorithms on dataset described in
Table 3. A(Cm,C0) is defined as

A(Cm,C0) = 1 −
∫
C0

⋂
Cm

dxdy
∫
C0

⋃
Cm

dxdy
, (2)

where Cm represents the reference segmentation result
contained in LIDC dataset (Armato et al. 2011) or obtained
manually, e.g., Fig. 3c, and C0 is obtained automatically by
different algorithm, e.g., our segmentation result given in
Fig. 3d.

Furthermore, we use mean and std. to quantify the sta-
tistical performance of these algorithms for segmenting four
types of nodules, where mean shows the average error rate
of each algorithm, and std. compares the algorithm stability

Table 3 Information about test datasets

Properties Set 1 Set 2

Average number of sections 100 150

Number of experimental CT 98 67

Resolution of CT 512 × 512 512 × 512

Thickness in each section 2–3mm 1–3mm

Diameter of nodules 8–30mm 7–30mm

Isolated 64 98

Vascular adhesion 41 56

Pleural adhesion 19 39

Ground-glass opacity 25 21

given by standard deviation. Although this modified FCM
does not arrive the best level, it performs well for isolated
nodules and GGO types obviously.

3 Fast weak-supervised segmentation method
based on Bayesian and PSOm

In the previous section, we introduced the modified FCM,
which can improve the efficiency and robustness of cluster-
ing. However, in this method, cluster centers are randomly
chosen at the initial stage. It is obvious that this kind
of initialization will degrade the performance of unsuper-
vised clustering when it is applied to unlabeled samples.
To address this issue, we propose a fast weak-supervised
segmentation method by using a small amount of prior
labeled information. The proposed algorithm can estimate
the intrinsic logical relationship between clusters and cat-
egories for unlabeled images based on Bayesian theory,
and then, it utilize the modified particle swarm optimizer
(PSOm) to obtain cluster centers embedded in the objective
function of FCM and category index from new samples effi-
ciently.

Thus, after achieving the clusters from input space by
above modified self-adaptive FCM algorithm, we can design
a classifier. In the process of classification, the posterior prob-
ability that pixel xi with respect to each category of test
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samples will be estimated based on the cluster vk generated
by Algorithm 1, and the output category index of xi is calcu-
lated by:

h(xi ) = arg max
(1≤l≤L)

p(vk | ωl)p(ωl | xi ) (3)

where ωl means the lth category obtained by prior labeled
information, p(ωl | xi ) is obtained based on structure infor-
mation of sample clusters:

p(ωl | xi ) =
C∑

k=1

p(ωl , vk | xi ) =
C∑

k=1

p(vk | xi )p(ωl | vk , xi )

=
C∑

k=1

p(vk | xi )p(ωl | vk)

(4)

where vk means the kth cluster obtained by Algorithm 1,
p(vk | xi ) is the cluster posterior probability of pixel xi :

p(vk | xi ) = dist(xi , vk)∑C
j=1 dist(xi , v j )

(5)

where dist() means the Euclidean distance.
Since p(ωl | vk, xi ) in Eq. (4) is irrelevant to xi , it can be

simplified as p(ωl | vk), which means the category posterior
probability of the cluster. In this work, p(ωl | vk) can be
defined as follows:

p(ωl | vk) = p(ωl , vk)

p(vk)
= Num(x ∈ ωl

⋂
x ∈ vk)

Num(x ∈ vk)
(6)

where p(vk) means the ratio that the pixel samples belong
to the kth cluster relative to the total number, i.e., Num(x ∈
vk)/N ; p(ωl , vk) means the ratio that the samples being in
both the kth cluster and the lth category relative to the total
number, i.e., Num(x ∈ ωl

⋂
x ∈ vk)/N .

Obviously, the greater the value p(ωl | vk)is, the more the
samples simultaneously belong to the kth cluster and the lth
category. Thus, when the category index of training samples
has been known, p(ωl | vk) depends on the cluster algorithm
that is related to the cluster centers.

Finally, the algorithm constructs a probability relationship
matrix P with the size C × L , which is defined as:

P =

⎡

⎢⎢⎢⎣

p(ω1 | v1) p(ω2 | v1) · · · p(ωL | v1)

p(ω1 | v2) p(ω2 | v2) · · · p(ωL | v2)
...

...
. . .

...

p(ω1 | vC ) p(ω2 | vC ) · · · p(ωL | vC )

⎤

⎥⎥⎥⎦

Furthermore, in order to enhance the performance, this
paper employs themodifiedPSOmproposedbyShi andEber-
hart in 1998. In the process of accelerating the calculation of

cluster centers, particle vi = [vi1, vi2 , . . . , viK ] corresponds
to a vector that composed of all cluster centers in each sam-
ple, here K = 4. The best location that each particle vi
experiences is pi = [pi1, pi2 , . . . , piN ]. The best particle in
the group is denoted by the subscript g. Finally, each particle
updates its velocity based on the experiences from itself and
whole group:

v
(t+1)
id = βv

(t)
id + α1 × r1 ×

(
p(t)
id − x (t)

id

)

+ α2 × r2 ×
(
p(t)
gd − x (t)

id

) (7)

where α1 and α2 are speeding factors, whose empirical value
is usually between 1 and 4; r1 and r2 are random values
located at [0,1];β is an inertia factor, which is used to balance
the global and local searching courses.

Above all, this fast weak-supervised segmentation algo-
rithm can be summarized as follows:

Algorithm 2 Fast weak-supervised segmentation algorithm
Input: CT image I = {x1, . . . , xN }, cluster centers vk of training sam-

ples obtained by Algorithm 1, ground-truth category results ωl of
training samples

Output: Segmented pulmonary nodules
1: Initialize the speeding factors α1 = 2 and α2 = 2 , random values r1

and r2 located at [0,1], inertia factor β = 1, ε = 0.001, Tmax = 20;
2: Construct the fuzzy probability relationship matrix P of training

samples according to formula (6).
3: For each xi , obtain the membership p(vk |xi ) by matrix P

and formula (5), and determine the cluster index by solving
argmax(1≤l≤L) p(vk | ωl )p(ωl | xi );

4: while (‖V (t+1) − V (t)‖ > ε or t < Tmax ) do
5: By using of formula (7), calculate the categorymembership p(ωl |

xi ) of sample xi based on matrix P and formula (4).
6: end while
7: Calculate the category index of xi according to formula(3)

4 Experimental results and analysis

In the experiments, we use two test datasets: the LIDC2
dataset1 and the lung CT image database.2 The concrete
information about these two sets is described in Table 3. We
randomly choose five images per individual case from the
experimental CT set as the training set, which includes totally
65 images and 84 pulmonary nodules. A random database
partition is performed with 35, 12, 26 and 10 nodules of each
type for training, and the rest of the database for testing.

1 Provided by National Institute of Health’s Lung Imaging
Database Consortium (LIDC), which is available at https://public.
cancerimagingarchive.net/ncia/login.jsf
2 Provided by Shandong Provincial Qianfoshan Hospital
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Fig. 4 Segmentation results of isolated pulmonary nodules (a, b) and vascular adhesion pulmonary nodules (c, d)

4.1 Segmentation result of pulmonary nodules

In this subsection, we use 165 CT images and 363 nodules in
total to test our method. The experimental results reveal that
the error rate of our method running on training data is lower
than that on testingdata. For thepurposeof objective analysis,
we only use the testing data to illustrate the visual quality. In
part of visual comparison, the representative segmentation
results of isolated, vascular adhesion, pleural adhesion and
ground-glass opacity(GGO) pulmonary nodules are shown in
Figs. 4 and 5, respectively. Obviously, our weak-supervised
segmentation method performs better because of the light
prior information.

Generally, the blood vessels have similar gray scale with
pulmonary nodules, and GGO pulmonary nodules have low
contrast to backgrounds. The grayscale values of the pix-
els between pleura and pulmonary nodules are changed
smoothly, which means a low contrast to the background.
The traditional FCM algorithm segments pulmonary nod-
ules by clustering similar data points in the characteristic
space and does not take into account the interactions between
neighboring pixels. It yields to a worse performance for com-

plicated features. By introducing neighborhood information
to update membership values, other four FCM algorithms
can reduce the influence of noise to some extent. However, as
considering spatial similarity and grayscale similarity, these
algorithms fall into the local extremum and perform sensitive
to the initial values.

4.2 Execution performance of algorithms

In order to further demonstrate the efficiency of the proposed
method, Table 4−6 and Fig. 6 offer several statistical results
on training data and testing data. Specifically, Table 4 lists
the average number of iterations (the maximum number of
iteration Lmax = 100or threshold ε reaches the value inTable
4), and the corresponding running time of each algorithm.

Obviously, FGFCM and FLICM need more iterations to
satisfy the convergence threshold ε. As a result, the running
time of FGFCM and FLICM is also longer than others. Other
two algorithms FCMand FCM_S can convergewith less iter-
ations and higher efficiency. EnFCM algorithm can speed up
the cluster processing, because it translates the original image
into the average local neighborhood image by calculating the
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Fig. 5 Segmentation results of pleural adhesion pulmonary nodules (a, b) and GGO pulmonary nodules (c, d)

sum of linear weighted from its eight neighbor pixels. Since
the grayscale levels of the pixels are typically 8-bit resolution
(256 levels), this method can reduce the encoding length and
shorten the time complexity significantly. However, it can be
observed that the segmentation effect of EnFCM is not satis-
fied fromFigs. 4 and 5. By comparison, ourmethod needs the
least iteration number and the shortest running time, which is
consistent with the discussion described in Sect. 3, because
of more accurate initial cluster centers during the iteration
by learning.

Table 5 gives the average error rates A(Cm,C0) of the five
typical algorithms and our method, which are achieved by
applying different algorithms to the CT image sets explained
in Table 2. Themean and standard deviation of A(Cm,C0) of
our method are 0.18 and 0.17, respectively. It means that the
error rate of our method is less than other algorithms. From
Table 5, we can easily find that the performance has been
greatly improved by introducing the weak-supervised learn-
ing, especially for the vascular adhesion and pleural adhesion
nodules.

Table 6 further shows the comparison results about seg-
mentation performance and efficiency with various reference
methods. From top to bottom, the methods of Tachibana and
Kido (2006), Kishore and Satyanarayana (2013), Dehmeshki
et al. (2007), Li et al. (2008) are given, all of them are clas-
sical pulmonary nodule segmentation methods. Tachibana’s
method is punished by the poor accuracy and low efficiency,
because there is the process of complex space transforma-
tion and dynamic programming. Kishore’s method performs
more accurate for vascular adhesion nodules, because the
ROI lung area blood vessels and nodules from the major
lung portion are extracted using different edge detection fil-
ters. Dehmeshki’s method is a typical template matching
method based on genetic algorithm, but the low conver-
gence speed of genetic algorithm is derived by a large
of individual calculation so that it has lower accurate and
operation speed. The result reported in (Li et al. 2008) is
based on the selective nodule enhancement filter, which sig-
nificantly enhances the difference of nodules and normal
anatomic structures. Our method obtains the best overall
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Table 4 Comparison of
execution efficiency

Isolated Vascular adhesion Pleural adhesion GGO

Average number of iterations

FCM 33 40 38 48

FCM_S 26 14 22 43

EnFCM 10 17 12 18

FGFCM 51 49 45 52

FLICM 48 53 46 67

Algorithm 2 6 12 14 17

Average running time (s)

FCM 4.8245 4.4754 6.3455 8.6443

FCM_S 10.9752 9.1020 8.3464 14.3180

EnFCM 1.3754 2.8830 3.1140 2.5330

FGFCM 9.2880 8.4350 11.5446 12.3260

FLICM 10.5605 13.3140 13.1826 14.7870

Algorithm 2 2.3556 2.2481 2.7618 2.2344

The best results are highlighted in bold

Table 5 Comparison of
segmentation error rates
A(Cm ,C0)

Algorithm Type

Isolated Vascular adhesion Pleura adhesion GGO Statistical performance

Mean Std.

FCM 0.32 0.38 0.56 0.58 0.46 0.22

FCM_S 0.22 0.32 0.43 0.47 0.36 0.2

EnFCM 0.31 0.46 0.54 0.61 0.48 0.21

FGFCM 0.16 0.26 0.31 0.28 0.25 0.20

FLICM 0.23 0.38 0.47 0.43 0.38 0.18

Algorithm 1 0.22 0.30 0.36 0.26 0.28 0.20

Algorithm 2 0.11 0.20 0.18 0.22 0.18 0.17

The best results are highlighted in bold

Table 6 Evaluation of segmentation methods

Methods Type

Error rates A(Cm ,C0) Average running time(s)

Isolated Vascular adhesion Pleura adhesion GGO

Tachibana and Kido (2006) 0.28 0.32 0.40 0.27 3.3672

Kishore and Satyanarayana (2013) 0.18 0.20 0.18 0.25 2.9454

Dehmeshki et al. (2007) 0.27 0.29 0.32 0.28 3.7912

Li et al. (2008) 0.23 0.28 0.20 0.22 3.3842

Algorithm 1 0.21 0.30 0.27 0.24 3.3205

Algorithm 2 0.12 0.22 0.17 0.21 2.3782

The best results are highlighted in bold

performance by training process for a part of labeled infor-
mation.

In addition, Fig. 6 demonstrates the boundary accuracy
comparison between our method ea and ground truth, where
the test samples, corresponding to above four types pul-
monary nodules (a)–(d), are 162, 97, 58 and 46, respectively.
The horizontal ordinate represents the rate of wrong segmen-

tation (em − ea)/em (%), and the vertical ordinate represents
the corresponding number of pulmonary nodules. A posi-
tive rate of wrong segmentation means under-segmentation
resulting from the algorithm with respect to ground truth,
and a negative rate of wrong segmentation means over-
segmentation results.
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Fig. 6 Histogram for error rate comparison between our method and manual segmentation; the horizontal ordinate represents the rate of wrong
segmentation, and the vertical ordinate represents the corresponding number of pulmonary nodules

5 Conclusion and future work

In this paper, a fast and robust weak-supervised pulmonary
nodule segmentation method is proposed, for the purpose
of ideal segmentation of vascular adhesion, pleural adhe-
sion and GGO pulmonary nodules. It combines the modified
FCM cluster algorithm and small amount of labeled cate-
gory information. Specially, the proposed method improves
the traditional FCM algorithm according to the bound-
ary features. This modified self-adaptive FCM updates the
membership value of central pixels based on the grayscale
similarity and spatial similarity of neighborhood pixels and
obtains all cluster centers quickly. Obviously, this method
can solve some segmentation problems, for example, the seg-
mentation performance reliance on the contrast between the

objectives and background, the complexity on the weak edge
of pulmonary nodules and adhesive tissues, etc. Secondly,
according to the fact that the number of unlabeled sample is
much larger than the labeled, our method analyzes the intrin-
sic logical relationships between the clusters and categories
of training samples and realizes theweak-supervision of prior
knowledge for classifying the unlabeled testing samples.

The proposed method can obtain more accurate initial
cluster centers by learning, which is better than typical unsu-
pervised FCM. Experimental results demonstrate that it can
segment isolated, vascular adhesion, pleural adhesion and
GGO pulmonary nodules fast, and perform better than tra-
ditional FCM, FCM_S, EnFCM, FGFCM and FLICM in
segmentation results, computational efficiencies and error
rates.

123



3994 H. Liu et al.

However, there are still some disadvantages about the
proposedmethod. For example, it does not workwell for seg-
menting the tiny nodules (diameter < 1 cm), and the results
of GGO nodules and tightly adhered nodules are unstable.
In the future works, we will try to solve these problems
by extracting more characteristics of pulmonary nodules or
referring to the deep learning strategy and also analyze the
clinical symptoms of benign and malignant nodules compre-
hensively to provide real aided diagnosis for early detection
of lung cancers. Besides, we will also extend the low-rank
property (Guo et al. 2016) of images to segment the pul-
monary nodules. With the development of big data and cloud
computing, some data encryption algorithms (Li et al. 2015,
2014), fuzzy keyword search algorithm (Li et al. 2010) and
other algorithms (Zhu et al. 2016) determine the image base
of unknown format files and secure de-duplication algorithm
(Li et al. 2014, 2015; Yan et al. 2016) have been proposed;
we can obtain a larger and more accurate and non-redundant
CT image set to help us improve the auxiliary diagnostic
effect.
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