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Abstract This paper proposes a new blind watermarking
algorithm, which embedding the binary watermark into the
blue component of a RGB image in the spatial domain, to
resolve the problem of protecting copyright. For embedding
watermark, the generation principle and distribution features
of direct current (DC) coefficient are used to directly modify
the pixel values in the spatial domain, and then four differ-
ent sub-watermarks are embedded into the different areas
of the host image for four times, respectively. When water-
mark extraction, the sub-watermark is extracted with blind
manner according to DC coefficients of watermarked image
and the key-based quantization step, and then the statistical
rule and the method of “first to select, second to combine”
are proposed to form the final watermark. Hence, the pro-
posed algorithm is executed in the spatial domain rather than
in discrete cosine transform (DCT) domain, which not only
has simple and quick performance of the spatial domain
but also has high robustness feature of DCT domain. The
experimental results show that the proposed watermarking
algorithm can obtain better invisibility of watermark and
stronger robustness for common attacks, e.g., JPEG com-
pression, cropping, and adding noise. Comparison results
also show the advantages of the proposed method.
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1 Introduction

With the rapid development of Internet and networked mul-
timedia, illegal copying, tampering, and modifying of digital
copyright have been becoming one more and more urgent
problem and many techniques about information safety have
been proposed to process these issues (Li et al. 2015; Zheng
et al. 2015; Su et al. 2014; Ma et al. 2015; Xia et al. 2014; Fu
et al. 2016; Guo et al. 2014). Digital watermarking emerged
as a tool for protecting the multimedia data from copyright
infringement. The feature of digital watermarking is to allow
for imperceptibly embedding watermark information in the
original multimedia data (Seitz 2005; Cox et al. 2007). For
a digital watermark to be effective, it should at least exhibit
the following characteristics:

(1) Imperceptibility. The watermark should be invisible
in a watermarked image/video or inaudible in water-
marked digital music. Embedding this extra data must
not degrade human perception about the object. Evalua-
tion of imperceptibility is usually based on an objective
measure of quality, called peak signal-to-noise ratio
(PSNR) or a subjective test with specified procedures.

(2) Robustness. The embedded watermarks should not be
removed or eliminated by unauthorized distributors
using common processing techniques, including com-
pression, filtering, cropping, and quantization.

(3) Security. The watermarking procedure should rely on
secret keys to ensure security, so that pirates cannot
detect or removewatermarks by statistical analysis from
a set of images or multimedia files. An unauthorized
user, who may even know the exact watermarking algo-
rithm, cannot detect the presence of hidden data, unless
he/she has access to the secret keys that control this data
embedding procedure.
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(4) Real-time processing. Watermarks should be rapidly
embedded into the host signals without much delay.

Along with the rapid development of computer technique,
digital watermarking has recently received an increasing
attention in many application fields such as image, video,
audio, text, and software. By embedding information into
digital signals, digital watermarking can attain higher imper-
ceptibility and robustness. Since the inception of digital
watermarking around the early 1990s, there have been a vari-
ety of methods proposed in the literature, and there are many
ways to classify them. For example, they can be classified
according to the application, source type (imagewatermarks,
video watermarks, audio watermarks, text watermarks),
human perception, and technique used. As watermarks can
be applied in the spatial or frequency domain, different con-
cepts, such as discrete Fourier (DFT), discrete cosine (DCT),
andwavelet transformation, or additionally, manipulations in
the color domain and noise adding can be mentioned. Fur-
thermore, digital watermarks can be subdivided on the basis
of human perception. Digital watermarks can be invisible or
visible. We see visible watermarks every day watching tele-
vision, that is, TV station logos. They can be subdivided into
blind and non-blind detection techniques, which are strongly
related to the decoding process. At least, digital watermarks
can be robust against operations or even fragile for use in
copy control or authenticity applications (Seitz 2005). In
which, robust watermarking techniques are developed to
resist any kind of attack, modification or tampering of the
cover data by an adversary. Robust watermarking algorithms
are designed to achieve the maximum possible robustness
against any intentional or unintentional modification of the
watermarked data. On the contrary, fragile watermarking is
mainly used for content authentication ofmultimedia data. In
fragile watermarking algorithms, the watermark is generally
a secure keyed hash of the entire cover signal. Even a mini-
mal modification of the cover multimedia data (e.g., a single
bit in the extreme case) by an adversary destroys a fragile
watermark, and consequently causes authentication failure
at the receiver side. In other words, a fragile watermark is
desirably destroyed and is rendered undetectable, even in the
case of minimal modification of the watermarked cover data
(Cox et al. 2007).

According to the processing domain of the host image,
these existing techniques of image watermarking may be
divided into two categories: spatial domain watermarking
(Nasir et al. 2010; Arcangelo et al. 2015; Coltuc and Chas-
sery 2007; Pizzolante et al. 2014; Rigoni et al. 2016) and
frequency domain watermarking (Zheng and Feng 2008; de
Queiroz and Braun 2006; Su et al. 2013; Das et al. 2014;
Zeng and Qiu 2008; Kalra et al. 2015).

The main feature of the spatial domain watermarking is
to embed the watermark into the host image by directly

modifying a selected set of pixel values in the host image.
Usually, the watermark is embedded into the least signifi-
cant bit planes of the original image to obtain the resultant
watermarked image. Any change in watermarked image will
change bits of least significant bit (LSB) of watermarked
image. In Nasir et al. (2010), a novel digital watermark-
ing technique for the copyright protection of digital color
imageswas proposed, inwhich four similar watermarkswere
directly combined after extracting the sub-watermarks, then
the final watermark was selected from four similar water-
marks according to correlation coefficient (CC), that is, the
original watermarkwas required. Thus,method ofNasir et al.
(2010) was a non-blind watermarking scheme. Seriously, the
true state of extracted sub-watermark was not reflected by its
final watermark since using the method that “first to com-
bine sub-watermark to 4 whole watermarks, then select the
optimum final watermark from the whole watermarks.” One
of the contributions of Arcangelo et al. (2015) is an engine
for lossless dynamic and adaptive compression of 3D med-
ical images, which also allows the embedding of security
watermarks within them was proposed, and the compression
engine is based on a predictive technique for what concerns
the 3D image compression part and on the LSB technique
for that relating the digital watermarking. A spatial domain
reversible watermarking scheme that achieves high-capacity
data embedding without any additional data compression
stage was proposed in Coltuc and Chassery (2007). Piz-
zolante et al. (2014) proposed a novel scheme which is able
to embed two watermarks into a confocal 3-D microscopy
image. Rigoni et al. (2016) presented a framework for detect-
ing tampered information in digital audiovisual content, in
which the proposed framework uses a combination of tempo-
ral and spatial watermarks that do not decrease the quality of
host videos, and a modified version of the quantization index
modulation (QIM) algorithm is used to embed watermarks.
The fragility of the QIM watermarking algorithm makes
it possible to detect local, global, and temporal tampering
attacks with pixel granularity (Rigoni et al. 2016; Chen and
Wornell 2001).

For increasing the robustness of spatial domain-based
watermarking techniques, various methods have been pro-
posed in recent years (Zheng and Feng 2008; de Queiroz
and Braun 2006; Su et al. 2013; Das et al. 2014; Zeng and
Qiu 2008; Kalra et al. 2015). Frequency domain watermark-
ing is nonlinear and confidently deals with the frequency
components of the image. At present, some watermarking
based on discrete cosine transform (DCT), discrete Fourier
transform (DFT), and discrete wavelet transform (DWT)
are well-known transform domain watermarking. The fre-
quency domain watermarking has strong robustness and can
resist many geometric attacks such as rotation, scaling, and
cropping attack. For example, in Zheng and Feng (2008), a
multi-channel DWT domain image watermarking was pro-
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posed to against geometric attacks and experimental results
show that the proposed method is fairly resistant against the
lossy compression attack and has a good trade-off between
robustness and computational complexity. In de Queiroz and
Braun (2006), a reversible method to convert color graph-
ics and pictures to gray images based on watermarking that
using one level of the DWT, which provides a high-capacity
embedding watermarking scheme and better invisibility.

Das et al. (2014) presented a novel blind watermarking
algorithm in DCT domain using the correlation between
two DCT coefficients of adjacent blocks in the same posi-
tion. Zeng and Qiu (2008) considered direct current (DC)
coefficient to trade-off the robustness and the invisibility
and proposed a blind watermarking scheme with quantiza-
tion index modulation (QIM) technology, in which the DC
coefficient was obtained after the 2-DCT was performed
independently for every block of the image. Kalra et al.
(2015) proposed an adaptive digital image watermarking for
color images in frequency domain which utilizes the advan-
tages of DCT, DWT, Arnold transform, Chaos and Hamming
as ECC. In the methods of Das et al. (2014), Zeng and Qiu
(2008), Kalra et al. (2015), 2-DCT was performed indepen-
dently for every block of the image and inverse 2-DCT was
applied to the modified DCT coefficients of each embedding
block to rebuild the watermarked image when embedding
the watermark. Moreover, 2-DCT was also performed inde-
pendently for every block of the watermarked image when
extracting the watermark. Although more information for
embedding and better robustness against the common attacks
can be achieved through frequency domain method, the
computational cost is higher than that of spatial domain.
Embedding the watermark into the component of the original
image in spatial domain is a straightforward method which
has the advantages of lowcomputational complexity (Su et al.
2013).

Motivated by the above-mentioned discussions, combin-
ing these advantages of the frequency domain and spatial
domain, a blind watermarking algorithm is proposed in this
paper, which using the DC coefficient that directly obtained
in spatial domain instead of DCT transform to extract the
embedded watermark in the spatial domain based on the sta-
tistical rule and the method that “first to select the optimum
sub-watermark from 4 sub-watermarks, then combine the
optimum sub-watermarks to the final watermark,” i.e., “first
to select, second to combine,” which is different from the
method of Nasir et al. (2010). Experimental results prove
that the proposed method not only can resolve the non-blind
extraction problem, but also can embed and extract water-
mark in the spatial domain instead of the DCT domain.

The rest of this paper is organized as follows. Section2
introduces the technique ofmodifyingDCcoefficients in spa-
tial domain. Section3 gives the procedures of the watermark
embedding and extraction. The experimental results prove

the performance of the proposed method in Sect. 4. Finally,
Sect. 5 concludes this paper.

2 The technique of modifying DC coefficients in
spatial domain

2.1 The important feature of DC coefficient

DCT is a kind of transform domain methods in the field of
real number, whose transform kernel is the cosine function.
An image can be transformed from the spatial domain toDCT
domain by 2-DDCT, and the image can also be restored from
DCT domain to the spatial domain via 2-D inverse DCT.

For a M×N image f (x, y) (x = 0, 1, 2, . . . , M−1, y =
0, 1, 2, . . . , N − 1), 2-D DCT is given as follows:

C(u, v) = αuαv

M−1∑

x=0

N−1∑

y=0

f (x, y) cos
π(2x + 1)u

2M

× cos
π(2y + 1)v

2N
(1)

where M and N are the row and the column size of f (x, y),
u and v are the horizontal and the vertical frequency (u =
0, 1, 2, . . . , M − 1, v = 0, 1, 2, . . . , N − 1), and C(u, v) is
DCT coefficient of image f (x, y).

αu =
{√

1/M, u = 0√
2/M, 1 ≤ u < M − 1

,

αv =
{√

1/N , v = 0√
2/N , 1 ≤ v < N − 1

(2)

DCT coefficients of an image include one DC coefficient
and some alternating current (AC) coefficients with different
frequencies. From Eq. (1), DC coefficient can be obtained by

DC = C(0, 0) = 1√
MN

M−1∑

x=0

N−1∑

y=0

f (x, y) (3)

As can be seen from Eq. (3), DC coefficient can be directly
obtained in spatial domain without DCT transform.

2.2 Modifying DC coefficients in the spatial domain
rather than in DCT domain

As is mentioned above, DC coefficient can be directly
obtained in the spatial domain. When DC coefficient of the
image block has been changed in the DCT domain, the value
of each pixel in the spatial domain will be changed after
inverse DCT, that is, the modified quantity of each pixel of
the image block is decided by the changed quantity of DC
coefficient. Now, the key problem is how to determine the
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modified quantity of each pixel in the spatial domain accord-
ing to the changed quantity ofDCcoefficient inDCTdomain.

According toDCTprinciple, the inverseDCTof the image
f (x, y) is described as following.

f (x, y) =
M−1∑

u=0

N−1∑

v=0

αuαvC(u, v) cos
π(2x + 1)u

2M

× cos
π(2y + 1)v

2N
(4)

The inverse DCT in Eq. (4) can be rewritten by

f (x, y) = 1√
MN

DC + AC(x, y) (5)

where AC(x, y) is the reconstructed image from the set of
AC coefficients.

Suppose the host image is represented by

f (x, y) =
{
fi, j (m, n), 0 ≤ i <

M

b
, 0 ≤ j <

N

b
,

0 ≤ m, n < b

}
(6)

where M, N are the row and the column size of the host
image, the host image is divided into i × j non-overlapped
blocks with b × b pixels. The indexes of each block are rep-
resented by (i, j), and (m, n) is the pixel position in each
block.

When embedding watermark W into DC coefficient of
the (i, j)-th block, the modified quantity of DC coefficient
is denoted as �Mi, j . According to Eq. (3), the traditional
process of embedding the watermark into DC coefficient of
the (i, j)-th non-overlapped b × b block is given by

DC′
i, j = DCi, j + �Mi, j (7)

where DCi, j is DC coefficient of the (i, j)-th block, DC′
i, j is

the modified DC coefficient with increment �Mi, j .
According toEq. (5), the recovered imageblock f ′

i, j (m, n)

can be described as follows.

f ′
i, j (m, n) = 1

b
DC′

i, j + ACi, j (m, n) (8)

Using Eqs. (6) and (7), (8) can be rewritten as

f ′
i, j (m, n) = 1

b
DC′

i, j + ACi, j (m, n)

= 1

b
(DCi, j + �Mi, j ) + ACi, j (m, n)

= 1

b
�Mi, j + 1

b
DCi, j + ACi, j (m, n)

= 1

b
�Mi, j + fi, j (m, n)

= PMi, j + fi, j (m, n) (9)

where PMi, j denotes the modified quantity of each pixel in
the spatial domain, and it is defined by

PMi, j = 1

b
�Mi, j (10)

In Eq. (9), it is shown that for the host image f (x, y), the
procedure of embedding watermark into DC coefficients in
DCT domain can also be performed directly in the spatial
domain rather than in DCT domain.

3 The proposed watermarking scheme

In this paper, a new blind digital image watermarking
algorithm is proposed by combining spatial domain with
frequency domain. Firstly, the original binary watermark is
divided into four sub-watermarks, and the blue component of
the color host image is also divided into 16 sub-images.When
embedding thewatermark, the distribution features andquan-
tization table of DC coefficients are used and the pixel values
are directly modified in the spatial domain, which means DC
coefficients in DCT domain are modified indirectly. All of
the four sub-watermarks can be repeatedly embedded into the
16 sub-images for 4 times based on the security key Key1,
which can effectively improve the security and robustness of
watermark. Moreover, the key-based quantization step will
be utilized to extract the watermark with blind manner.

3.1 Watermark preprocessing

The preprocessing of watermark is one of the key steps in
the watermarking algorithm, and it will directly influence
the robustness and security of watermark, which includes
the following two steps.

Firstly, the 32×32 original watermark is divided into four
sub-watermarks Wi with size 32× 8(1 ≤ i ≤ 4), which will
decrease the probability of whole watermark be attacked and
enhance the robustness of watermark.

Secondly, the key-based Hash pseudo-random permuta-
tion algorithm based on MD5 is utilized to permute the
sub-watermarks with different keys Ki (1 ≤ i ≤ 4).

It should be pointed out that, in the proposed method,
MD5 is applied to the specific Hash function (Rivest April
1992),whichmakes it difficult for the third party to extract the
watermark integrally without the keys. Hence, this proposed
algorithm is of higher security. The permuting process of the
original binary watermark W is shown in Fig. 1.
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Fig. 1 The permuting process of original watermark: (a) original watermark, (b) sub-watermark blocks and (c) permuted sub-watermark blocks

3.2 Watermark embedding scheme

Because, the sensors in the human eye are called as cones
which are responsible for color vision. The cones could be
separated into three major sensing categories as red, green
and blue. Nearly 65% of the cones are sensitive to red color,
33% are sensitive to green color and just 2% are sensitive
to blue color (Vaishnavi and Subashini 2015). That is, the
humanvisual system ismuch less sensitive to blue colors than
to others (Kutter and Winkler 2002). Hence, the permuted
watermark is embedded into the blue component of the host
image in this paper. Firstly, the blue component of the host
image is firstly divided into many sub-images and each host
sub-image is further divided into sub-blockswith 8×8 pixels,
and DC coefficient of each sub-block is calculated. Then, the
modified quantity of DC coefficient is decided according to
the watermark information and DC coefficient of the present
sub-block. Finally, one watermark bit is embedded into one
pixel block by modifying the pixel value via Eq. (9). The
proposed embedding watermark process is shown in Fig. 2,
and the detail steps of embedding watermark are given as
follows.

Step 1 Obtain sub-image of the blue component.
In order to improve the robustness of watermarking, the

512 × 512 blue component of the original host image I is
divided into 16 sub-images Is(1 ≤ s ≤ 16) with size 128 ×
128 pixels based on the security key Key1

Step 2 Obtain embedding block.
Each sub-image is divided into 256 non-overlapped

embedding blocks with 8 × 8 pixels. Thus, the whole host
image can be divided into 4096 non-overlapped embedding
blocks.

Step 3 Obtain DC coefficients in the spatial domain.
The DC coefficient of embedding block is further calcu-

lated according to Eq. (3).
Step 4 Create the quantization table QA(k) and QB(k),

which are created by the quantification step � based on the
secret key Key2.

QA(k) = min(DCi, j ) + (2k − 4) × � (11)

QB(k) = min(DCi, j ) + (2k − 5) × � (12)

where 1 ≤ k ≤ round((max(Ci, j (0, 0)) + 2�)/(2�)) −
round((min(Ci, j (0, 0)) − 2�)/(2�))), min(.) and max(.)

Original watermark

Original host image

Divide to 4 sub-
watermarks

Permute each sub-
watermark

Obtain blue component and 
divide to 16 sub-images 

Divide each sub-image to 256 
embedding-blcoks 

Calculate the DC coefficient 
of embedding-block

Embed watermark

Watermarked image

Create the quantization table

Calculate the modified DC 
coefficient

Calculate the modified 
quantity of each DC

Fig. 2 The diagram of embedding watermark process

denote the minimum and the maximum of the DC coefficient
of all embedding non-overlapped blocks with 8 × 8 pixels
in the host image, respectively, i(1 ≤ i ≤ 64) is the hor-
izontal position of non-overlapped embedding block in the
host image, j (1 ≤ j ≤ 64) is the vertical position of non-
overlapped embedding block in the host image, and round(.)
is the integral function.

Step 5 Calculate the modified DC coefficient DC′
i, j .

The modified value DC′
i, j of the DC coefficient is calcu-

lated by

DC′
i, j =

{
QA(k), ifW (i, j) = 1 and min(abs(DCi, j − QA(k)))
QB(k), ifW (i, j) = 0 and min(abs(DCi, j − QB(k)))

(13)

where abs(.) is the absolution function.
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Fig. 3 The embedded positions
of sub-watermarks W2 W1 W2 W1

W4 W3 W4 W3

W1 W2 W1 W2

W3 W4 W3 W4

Step 6 Calculate the modified quantity of each DC coeffi-
cient.

The modified quantity �Mi, j of each DC coefficient can
be calculated by Eq. (14).

�Mi, j = DC′
i, j − DCi, j (14)

Step 7 Embedding watermark.
By using Eqs. (9) and (10), the pixel value can be mod-

ified by �Mi, j in the spatial domain rather than in DCT
domain, that is, one binary watermark bit is embedded into
one embedding block. In this procedure, the modified quan-
tity is between 0 and 2.5, which will enhance the invisibility
of watermark.

By repeating the procedures of Steps 3–7, each sub-
watermark Wi (1 ≤ i ≤ 4) can be embedded into four
different positions according to the order number in Fig. 3.
Thus, each sub-watermark is embedded into the host image
for four times and the watermarked image I ′.

3.3 Watermark extraction scheme

When extracting the watermark, the quantization step is used
to directly extract watermark from DC coefficients without
the original host image and original watermark. Firstly, the
four sub-watermarks of each sub-image are extracted. Then,
the optimum sub-watermark is obtained by the statistics-
based optimum. Finally, these optimum sub-watermarks are
combined to attain the whole watermark. The proposed
embeddingwatermark process is shown in Fig. 4, the detailed
steps are listed as follows.

Step 1 Obtaining DC coefficients in the spatial domain.
The watermarked image is processed by using the similar

operation of Steps 1–2 in Sect. 3.2, and DC coefficient DC′
i, j

of each embedded block is obtained by Eq. (3).
Step 2 Extracting the sub-watermarks.
According to Eq. (15), the quantization step � based on

keyKey2 is used to extract thewatermarkW ′
i, j in DC

′
i, j , until

all sub-watermarks are extracted.

W ′
i, j = mod

(
ceil

(
DC′

i, j/�
)

, 2
)

(15)

whereW ′
i, j presents the extracted watermark from the (i, j)-

th embedding block, and mod(.) is modulo operation.

Watermarked image

Divide each sub-image to 256 
extracting-blcoks 

Calculate the DC coefficient 
of extracting-block

Obtain blue component and 
divide to 16 sub-images 

Extract sub-watermark

Inverse permute each sub-
watermark

Get final watermark

Fig. 4 The diagram of extracting watermark process

Step 3 Getting the optimum sub-watermark.
Because each sub-watermark is repeatedly embedded for

4 times, 4 similar or identical watermarks of the same
sub-watermark can be extraction. Hence, the optimum sub-
watermark W ∗ (m, n) (1 ≤ m ≤ 32, 1 ≤ n ≤ 8) of each
sub-watermark can be statistically computed by Eq. (16).

W ∗(m, n) =
{
1, if sum (W (m, n)) ≥ 2
0, if sum (W (m, n)) < 2

(16)

whereW (m, n) is the watermark bit in the coordinate (m, n)

of four sub-watermarks, and sum(.) is the sum function.
Step 4 Obtaining the final watermark.
By using the secret key Ki (1 ≤ i ≤ 4), Hash inverse per-

mutation is performed on the 4 optimum sub-watermarks,
respectively. Then, these permuted sub-watermarks are com-
bined to obtain the whole extracted watermark image W ′.

In summary, the proposed method firstly selects the opti-
mum sub-watermark of each part via the statistic feature
of the extracted 4 sub-watermarks, and then combines the
selected optimum sub-watermarks to form the final water-
mark. Hence, this proposed method, i.e., “first to select the
optimum sub-watermark from 4 sub-watermarks, then com-
bine the optimum sub-watermarks to the final watermark,”
not only extract the optimum watermark to improve the
watermark robustness, but also can achieve the purpose of
blind extraction.
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4 Experimental results and discussion

In this paper, the binary image of size 32×32 is used as orig-
inal watermark, as shown in Fig. 1a, and all 24-bit 512×512
color images in the CVG-UGR image database are used as
the host images (University of Granada 2012). For limitation
space of the paper, only four 24-bits color images, as shown
in Fig. 5, are taken for example. By considering the trade-off
between the robustness and the invisibility of the watermark,
let quantization step � = 20.

For evaluating the performance of the proposed method,
the original color image I is re-arranged to two-dimensional
host image H by the order of R, G and B component, and the
watermarked image I ′ is also re-arranged to two-dimensional
watermarked image H ′ by the order of R, G and B compo-
nent. The peak signal-to-noise ratio (PSNR) in Eq. (17) is
utilized to measure the similarity degree between the two-
dimensional image H and the watermarked two-dimensional
image H ′

PSNR = 10 lg
M × N × max{[H(x, y)]2}

∑M
x=1

∑N
y=1 [H(x, y) − H ′(x, y)]2 (17)

where H(x, y), H ′(x, y) present the value of pixel (x, y) in
the two-dimensional host image and the watermarked one,
and M, N denote its width and height, respectively.

Moreover, structural similarity (SSIM) index measure-
ment developed by Wang et al. (2004) was considered to
be correlated with the quality perception of the human visual
system (HVS). The SSIM is designed by modeling image
distortion that combines three factors: loss of correlation,
luminance distortion and contrast distortion, and it is defined
as:

SSIM(H, H ′) = l(H, H ′)c(H, H ′)s(H, H ′) (18)

where
⎧
⎨

⎩

l(H, H ′) = (2μHμH ′ + C1)/
(
μ2
H + μ2

H ′ + C1
)

c(H, H ′) = (2σHσH ′ + C2)/
(
σ 2
H + σ 2

H ′ + C2
)

s(H, H ′) = (σHH ′ + C3)/(σHσH ′ + C3)

(19)

The first term inEq. (19)measures the closeness of the two
images’ mean luminance (μH and μH ′). The second term

measures the closeness of the contrast of the two images,
and the contrast is measured by the standard deviation σH

and σH ′ . The third term is the structure comparison function
which measures the correlation coefficient between the two
images H and H ′. Note that σHH ′ is the covariance between
H and H ′. The positive constants C1, C2 and C3 are used to
avoid a null denominator. The positive values of the SSIM
index are in [0, 1].

In addition, in order to measure the robustness of the
watermark, we use the normalized correlation (NC) between
the original watermark W and the extracted watermark W ′,
which is shown as follows.

NC =
∑P

x=1
∑Q

y=1 (W (x, y) × W ′(x, y))
√∑P

x=1
∑Q

y=1 [W (x, y)]2
√∑P

x=1
∑Q

y=1 [W ′(x, y)]2
(20)

where P and Q denote the row and the column size of the
original watermark image, and (x, y) is the pixel position of
watermark image.

4.1 Testing the watermark invisibility

Generally, a larger PSNR or SSIM indicates that the water-
marked image resembles the original host image more
closely, which means that the watermarking method makes
the watermark more imperceptible. A higher NC reveals that
the extracted watermark resembles the original watermark
more closely. If a method has a higher NC value, it is more
robust.

Table 1 shows the comparison results of watermark invis-
ibility between the proposed method, methods of Das et al.
(2014) and Kalra et al. (2015). It can be seen from Table 1,
all embedded watermarks can be completely extracted from
the watermarked images without any attacks (all NC values
are 1), and the proposed algorithm has better invisibility (its
PSNRvalues aremore than 45db and SSIMvalues are bigger
than other methods). This is because the modified quantity of
each pixel ranges from 0 to 2.5 according to the watermark
bit and DC coefficient. Less modified amplitude will get a
better invisibility and obtain bigger PSNR or SSIM values.
Hence, the proposed method can obtain higher watermark
invisibility than other methods.

Fig. 5 Original host images: a
Lena, b Baboon, c Avion, and d
Peppers
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Table 1 The invisibility comparison results between the different methods without any attacks

Image PSNR (db) SSIM NC

Proposed
method

Method of
Das et al.
(2014)

Method of
Kalra et al.
(2015)

Proposed
method

Method of
Das et al.
(2014)

Method of
Kalra et al.
(2015)

Proposed
method

Method of
Das et al.
(2014)

Method of
Kalra et al.
(2015)

Lena 49.9898 41.7801 42.0109 0.9872 0.9704 0.9787 1.0000 1.0000 1.0000

Baboon 49.8901 40.2446 36.1103 0.9957 0.9893 0.9754 1.0000 1.0000 1.0000

Avion 49.8664 40.7932 39.7644 0.9854 0.9872 0.9851 1.0000 1.0000 1.0000

Peppers 50.0839 41.0122 42.6843 0.9859 0.9733 0.9816 1.0000 1.0000 1.0000

4.2 Testing the watermark robustness

In practice, the watermarked image will be subjected to a
variety of distortions before reaching the detector. Water-
marks designed to survive legitimate and everyday usage of
image, e.g., JPEG compression, adding noise and filtering,
are referred to as robust watermark. To verify the watermark
robustness of the proposed method, all watermarked images
are attacked by common image processing operations (such
as JPEG compression, adding Salt-and-Pepper noise, adding
Gaussian noise, median filtering, and mosaic piecing attack)
and geometrical distortions (such as scaling, rotation, affine
transform, and cropping). At the same time, the proposed
method is compared with methods of Das et al. (2014) and
Kalra et al. (2015) in term of NC.

Lossy compression techniques are commonly used to
encode color image for efficient storage and communica-
tion. The watermark robustness against the attack of lossy
compression is an important performance to be evaluated.
In this simulation, JPEG compression is employed to attack
the watermarked image. It is shown in Table2 that the orig-
inal watermark can be extracted from all attacked images
when compression factor is 70 by all compared method,
which because theNCvalue ismore than 0.75. Relatively, the
method of Kalra et al. (2015) is the best method to resist the
compression attack. The proposed method has better robust
than method of Das et al. (2014) in most cases.

The watermarked image is easily and inevitably attacked
by adding noise in the image transmission. Hence, adding
noise is a classical attack and can affect the embedded water-
mark. Table3 shows the results of the extracted watermark
from the image attacked by adding Salt-and-Pepper noise
with different noise intensities. It can be seen from it that the
watermark still can be extracted normally when the noise
intensity is 0.012 in the proposed method and method of
Kalra et al. (2015), but the watermark can hardly be extracted
when noise intensity is below 0.006 with method of Das
et al. (2014). Relatively, the proposed algorithm has stronger
robustness (NC value is bigger than 0.75) to resist noise
adding attack than other methods of Das et al. (2014) and

Kalra et al. (2015). Moreover, adding Gaussian noise is per-
formed on the watermarked image. The watermarked images
were tested against Gaussian noise with mean = 0 and dif-
ferent variance values from 0 to 0.15. Table4 shows the
comparison results of extractedwatermark by differentmeth-
ods. Relatively, the proposed method and method of Kalra
et al. (2015) have better robust than the method of Das et al.
(2014).

Filtering attack is one of the classical attacks. Since the
embedded watermark can be removed by the filter with dif-
ferent sizes, the median filtering and Butterworth low-pass
filtering are used to attack the watermarked image. Table5
gives the comparison results of extracted watermark from
the watermarked image attacked by median filtering with
different sizes. It is obvious that when the filter template
size is odd, the watermark robustness is superior to that
with the even size. In addition, Table6 shows the compari-
son results of the extracted watermark from the watermarked
image attacked byButterworth low-pass filteringwith cut-off
frequency 50Hz and different fuzzy radii N , which illus-
trates that the watermark can be extracted in the whole test
range. However, it is difficult for method of Das et al. (2014)
to extract the watermark information in the Baboon image
(becauseNCvalue is smaller than0.75).Hence, the algorithm
in this paper has stronger robustness to resistmedian-filtering
attack and Butterworth low-pass filtering attack than other
methods of Das et al. (2014) and Kalra et al. (2015).

In the image processing, the image rotation is one of
the geometric operation, which will lead to the change of
image size and image pixel values. Hence, the embedded
watermark will be affected by rotation operation. The water-
marked image is rotated by 30◦, 60◦, 90◦, 120◦, 180◦ and
270◦ in clockwise direction, respectively, and the watermark
is extracted by re-rotating the image in counter-clockwise
direction. In the rotation process, the size of the water-
marked image will be changed. For extracting watermark,
the cropping and the scaling operations are also needed to
make the size of the watermarked image be 512 × 512, that
is, the combined attacks, e.g., rotation+cropping+scaling,
are performed on the watermarked image. Table7 gives the
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0.9956         0.8125 0.6269         0.4696 0.5323 0.4126
(b)

1.0000      0.9813 0.9651 0.4382 0.4211 0.6548
(c)

(d)

(a)

1.0000      1.0000       1.0000      0.5000       1.0000      0.8387

Fig. 6 The comparison of extracted watermark by different methods after cropping attacks: a cropped watermarked image, b extracted water-
mark from (a) by method of Das et al. (2014) (NC), c extracted watermark from (a) by method of Kalra et al. (2015) (NC), and d extracted water-
mark from (a) by the proposed method (NC)

comparison result of the extractedwatermark from thewater-
marked image attacked by rotation, and shows the robustness
of the proposed algorithm is superior to other methods of Das
et al. (2014) and Kalra et al. (2015).

The mosaic processing has very simple principle and can
directly change the pixel values in the pixel template by
average operation. Table8 lists the comparison results of the
extracted watermark from the watermarked image attacked
by mosaic processing with different sizes, which shows the
robustness that measured by NC value is decreasing with
increasing the size of mosaic and the robustness in the pro-
posed method is superior to those of Das et al. (2014) and
Kalra et al. (2015).

The scaling operation includes scaling up and scaling
down, in which the pixel values are modified by interpola-
tion computing. Table9 shows the comparison results of the
extracted watermark from the watermarked image attacked
by scaling with different ratios, which shows the robustness
that measured by NC value is weaker when scaling down
the watermarked image. Relatively, the proposed method has
higher robust than those of Das et al. (2014) and Kalra et al.
(2015). The reason can be explained as follows: in the scal-
ing test, the watermarked image of size 512 × 512 is scaled
up or down by the scaling ratio, and then resize the scaled

image to the original size 512×512 for extractingwatermark.
When scaled up is performed, the interpolation is involved,
and the watermarked image has little influence when resize
to the original size. Hence, the robustness of scaling with
ratio more than 1 is good, but it is bad when the scaling ratio
is less than 1.

Obviously, the cropping attack can cut part of image pixel,
which directly decides the quality of the extractedwatermark.
Figure6 is the results of the extracted watermark from the
watermarked Lena image attacked by croppingwith different
sizes in different positions, in which Fig. 6a is the cropped
watermarked image, Fig. 6b–d shows the extracted water-
marks and NC values by methods Das et al. (2014), Kalra
et al. (2015) and the proposed one, respectively. By compar-
ison, it is found the proposed method has strong robustness
to resist cropping attack because of each sub-watermark is
embedded for 4 times in different positions of the original
host image.

In addition, various affine transform geometric attacks are
performed on the watermarked image. Table10 shows the
results obtainedbydifferentmethods,whereAttack1denotes
Resize 0.8 times at X direction, Attack 2 denotes Resize 1.2
times at X direction, Attack 3 denotes Resize 0.8 times at
Y direction, Attack 4 denotes Resize 1.2 times at Y direc-
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tion, Attack 5 denotes Line transform [1.013, 0.008; 0.011,
1.008], Attack 6 denotes Line transform [1.007, 0.010; 0.010,
1.012], Attack 7 denotes Removing row 17 column 5, and
Attack 8 denotes Removing row 5 column 17. Because the
proposed method selects the optimum sub-watermark from
4 sub-watermarks and combine the sub-watermarks to the
final watermark, the final watermark will better than other
methods.

It can be seen from the above comparison results that the
proposedmethod has better robustness than other methods in
most cases. Themain feature in the proposedmethod is based
on the idea “first to select the optimum sub-watermark from
4 sub-watermarks, then combine the sub-watermarks to the
final watermark”, which is different with Nasir et al. (2010),
i.e., “first to combine sub-watermark to 4 whole watermarks,
then select the optimum final watermark from the whole
watermarks.”

4.3 The execution time comparison

In our experiments, a laptop computer with a duo Intel
CPU at 2.007GHZ, 4.00GB RAM,Win 7, MATLAB 7.10.0
(R2010a) is used as the computing platform. As can be seen
from the Table 11, the whole execution time of the proposed
method is 5.9972s with standard variation 0.0871 when the
DC coefficient is directly obtained in the spatial domain, but
the whole execution time is 6.9478s with standard variation
0.0507 in Das et al. (2014), and 7.0928s with standard vari-
ation 0.0661 in Kalra et al. (2015) which performed in DCT
and DWT domain. Since 2-DCT and inverse 2-DCT were
applied to the modified DCT coefficients of each embedding
block to rebuild the watermarked image when embedding
the watermark in Das et al. (2014), Kalra et al. (2015), and
2-DCT was also performed independently for every block
of the watermarked image when extracting the watermark in
Das et al. (2014), Kalra et al. (2015), which need more time
than in the spatial domain. Moreover, 2-DWT is also used in
Kalra et al. (2015). Hence, the proposed method has higher
efficiency than (Das et al. 2014; Kalra et al. 2015).

4.4 The security analysis

In the proposed method, the security key Key1 is used to
select the embedding position, the probability of locating
all blocks is 1/(16 × 4!); since the Hash pseudo-random
algorithm based on MD5 with keys Ki (1 ≤ i ≤ 4) is
used to permute the sub-watermarks, and the key space of
MD5 is 128 bits, the probability of restoring right state is
1/2128 × 1/2128 × 1/2128 × 1/2128; the key Key2 is used as
the quantization step to determine the strength of embedding
watermark and extracting watermark and its value is integer
or float number between 0 and 255. When key Key2 is inte-
ger number, its probability of determining right number is
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Table 11 The execution time comparison between different methods (s)

Method Domain Embedding time Extracting time Total time

Average
value

Standard
variation

Average
value

Standard
variation

Average
value

Standard
variation

Proposed method Spatial domain 0.1948 0.0227 5.8023 0.0774 5.9972 0.0871

Method of Das et al. (2014) DCT domain 3.7136 0.0411 3.2342 0.0201 6.9478 0.0507

Method of Kalra et al. (2015) DCT domain 4.5712 0.0463 2.5216 0.0311 7.0928 0.0661

Fig. 7 The extracted
watermark with different wrong
keys

Case 1 Case 2 Case 3 Case 4

key Key1

key Ki

key Key2

Extracted 

watermark

1/255 ≈ 1/256, the security of our algorithm only relies on
the right private key Key1, Key2 and Ki (1 ≤ i ≤ 4). Thus
there requires a tremendous number of colluding attackers
(24 × 2524), and this implies the probability of extracting
right watermark is very lower. When key Key2 is float num-
ber, the value of Key2 cannot be determined, the probability
of extracting right watermark is near to 0.

As can be seen from Fig. 7, the right watermark cannot
be extracted when either the secret Key1 is wrong, or the
secret Key2 is wrong or the secret Ki is wrong. If and only
if all the three secret keys are right, the right watermark can
be extracted and combined. Hence, the attacker can hardly
extract the legal watermark image without any right keys,
which enhance the security of watermarking.

4.5 The capacity analysis

In this paper, the capacity of watermark is also analyzed by
the embedding rate. The embedding rate represented in bit
per pixel (bpp) is the pure payload (i.e., the total amount of
embedded bits minus that of all overhead information) (Wu
and Huang 2012). Since the embedded watermark is 32×32
binary image and the host image is 512 × 512 color image

in this paper, the capacity is (32 × 32)/(512 × 512 × 3) =
0.0013(bpp). The capacity of method of Das et al. (2014) is
(64 × 63)/(512 × 512) = 0.0154(bpp), and the capacity of
method of Kalra et al. (2015) is (64 × 64)/(512 × 512) =
0.0156(bpp). It is obviously that the proposed method has
the lowest capacity, which because the 8 × 8 image block
is only embedded one watermark information and all water-
mark information is repeat embedded into the host image
for four times. Hence, we will consider how to improve the
capacity of watermark when keeping the robustness and the
invisibility.

In summary, the proposed method not only has higher
watermark invisibility, but also has stronger robustness
against the common image processing attacks and part of the
geometric attacks. Moreover, the experimental results have
proved the proposed method has higher efficiency and better
security.

5 Conclusion

In this paper, we have proposed a blind watermarking based
on DC coefficients in the spatial domain. When embedding
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watermark, the principle of DC coefficient modification in
DCT domain is used to repeatedly embed watermark in the
spatial domain for four times, which can improve the invis-
ibility and the robustness of watermark. Moreover, in this
method the sub-watermark is extracted by the extraction rules
without the original host image or the original watermark.
Moreover, the statistical rule and the idea of “first to select
the optimum sub-watermark from four sub-watermarks,
then combine the optimum sub-watermarks to the final
watermark” are proposed to combine the sub-watermarks.
Experimental results have shown that the proposed algorithm
has strong robustness against common image processing and
geometric attacks. In the further work, the color image will
be viewed as original watermark.
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