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Abstract This paper proposes a novel online streaming data
anomaly detection method. By using the new method, the
improved L1 detection neighbor region optimizes the initial
hyper-grid-based anomaly detection method by decreasing
the quantity of neighbor detection region, and online ensem-
ble learning adapts to the distribution evolving characteristic
of streaming data and overcomes the difficulty of obtaining
the optimal hyper-grid structure. To validate the proposed
method, the paper uses a real-world dataset and two simu-
lated datasets and finds out that the experimental results are
near to the optimal results.

Keywords Hyper-grid structure · Online ensemble
learning · Anomaly detection · Streaming data

1 Introduction

With the rapid development of big data applications, data
are accumulating in an alarming rate from all walks of life

Communicated by Y. Jin.

B Zhiguo Ding
dzg_jsj@zjnu.cn

Minrui Fei
mrfei@staff.shu.edu.cn

Dajun Du
ddj@shu.edu.cn

Fan Yang
fyang@zjnu.cn

1 Shanghai Key Laboratory of Power Station Automation
Technology, School of Mechatronics Engineering and
Automation, Shanghai University, Shanghai 200072, China

2 College of Mathematics, Physics and Information
Engineering, Zhejiang Normal University, Jinhua 321004,
Zhejiang, China

(Subramaniam et al. 2006; Esmaeili and Almadan 2011;
Gaber et al. 2005). For example, Wal-Mart supermarket pro-
duces about 20 million transaction records each day, Google
servers processes about 4 million searching requests each
hour and AT&T produces averagely 3 thousands call records
each second. For us, most of the data are normal and has
little value; however, there exists a very little proportion of
data, about from 0.01 to 5%, which makes a big difference
to the decision making. For example, an accidental anom-
alous transaction record of credit card in financial field could
signify fraudulent use of credit cards, an anomalous traffic
pattern in computer network security field could indicate a
unauthorized access (Gomez et al. 2013), and an anomalous
fluctuation of detection signal in industrial control field could
stand for a fault component (Limthong et al. 2014; O’Reilly
et al. 2014; Salem et al. 2014; Serdio et al. 2014; Gil et al.
2014;DiMartino et al. 2014). These applications all force the
anomaly detection method to detect these anomalous obser-
vations timely and quickly and to take the efficient measures
to warn, track or solve these corresponding problems.

In fact, many anomaly detection methods have been pro-
posed in the literatures based on the statistics, data mining
andmachining learningmethods (O’Reilly et al. 2014;Gupta
et al. 2014), which usually builds a profile based on the his-
torical normal dataset. For a new coming observation, it is
normal or not is identified by whether it conforms to the nor-
mal profile or not. But these methods were usually regarded
as a “side effect” and designed for other purpose (classifica-
tion or clustering) other than anomaly detection (Liu et al.
2012; Yang et al. 2015; Huang et al. 2015). Besides, most of
them were proposed for static dataset, which is unfit for the
online processing of streaming data. As we all known, the
typical characteristics of streaming data, such as continuous
generation, massive data, unknown or dynamic changing of
data distribution, great un-balance distribution between nor-
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mal and anomalous observations, make the static, offline or
“multiple-pass” methods un-appropriate for the streaming
data situation.

In this paper, a novel online streaming data anomaly
detection method is proposed based on improved hyper-grid
structure and online ensemble learning. To mitigate the com-
plex searching space of hyper-grid-based anomaly detection
method, the L1 detection neighbor region of initial hyper-grid
structure is improved. Besides, considering that the optimal
hyper-cube of hyper-grid structure is hardly obtained under
the context of streaming data, the online ensemble learning
theory is employed, and it has two advantages. The first one is
that it can adapt to the distribution evolving characteristic of
streaming data, and the other is that obtainingmultiple hyper-
grid structure basedweak individual detectors aremore easily
than learning an optimal strong detector.

The remainder of this paper is organized as follows: in
Sect. 2, some related works about anomaly detection are
introduced; in Sect. 3, the online anomaly detection method
based on hyper-grid structure and online ensemble learning
is presented; in Sect. 4, experiments and result analysis are
detailed; at last, conclusions and the look for future work are
presented.

2 Related works

Up to now, many researchers have focused on their attentions
on the anomaly detection research in the community of statis-
tics, data mining andmachine learning. For the static dataset,
many anomaly detection methods have been proposed from
the different perspective (Lee et al. 2013; Suhailis et al. 2014).
For example, two categories of methods are proposed from
the perspective of data set characteristics. The one category
takes into account the unbalanced characteristics of data dis-
tribution andonly uses the normal dataset to build the detector
model (Segui et al. 2013); the other uses the over-sampling or
under-samplingmethod (Heet al. 2008) to balance the dataset
and the classification methods to build the detector model
(Desir et al. 2013), which regard the anomaly data detec-
tion as a binary classification problem. However, it should
be noted that the former might lose some useful information,
and the latter might decrease the generalization performance.
From the perspective of technique adopted, the methods can
roughly categorized as distance-based method (Angiulli and
Fassetti 2009; Moshtaghi et al. 2011), density-based method
(Breunig et al. 2000;Huang et al. 2014),model-basedmethod
(Liu et al. 2012) and so on. Distance-based method usually
takes the distance, such asEuclideandistance orMahalanobis
distance, as a basic metric to carry out the anomaly detec-
tion. The distance is firstly calculated between the object
sample and the center of the detection model. If the distance
is no more than the pre-defined threshold, it is regarded as

normal; otherwise, it is anomalous. Density-based method
is an extension of the distance-based method. If the den-
sity of region where the object sample is located is less than
the pre-defined threshold, it is judged as anomalous; other-
wise, it is normal. Usually, density-basedmethods can obtain
the relatively higher detection accuracy than other methods
for the local anomaly. Model-based method usually learns a
detector model based on the historical dataset, some statistics
theory or machine learning methods, such as Gaussian dis-
tribution, artificial neural network, support vector machine,
were used to build the detection model (Schölkopf 2001). If
the object sample conforms to the generationmechanism and
fits the obtained model in the process of anomaly detection,
it is regarded as normal; otherwise, it is anomalous. From
the perspective of whether or not to use the sample label
during the procedure of detector building, the methods can
be categorized as supervised learning method, un-supervised
method and semi-supervised method (Daneshpazhouh and
Sami 2014; Yamanishi et al. 2004; Noto et al. 2012; Zhang
et al. 2010). In a word, the taxonomy of above mentioned
methods has someoverlap to someextent and anobvious con-
clusion can be drawn that machine learning-based method
is a dominated method. Recently, from the perspective of
essential characteristic of anomaly, i.e., few and different,
an isolation-based method is proposed (Liu et al. 2012).
Besides, based on the quantity estimation in the detection
region, mass-based method is proposed (Ting et al. 2013).
Recently, some research results have been obtained based on
these two methods (Yu et al. 2009a; Tan et al. 2011).

With the arrival of big data era, an increasing number
of data are accumulating rapidly, which makes the anomaly
detection methods designed for static dataset improper for
the online data processing. Storing massive data in the main
memory are impossible and unnecessary, which makes these
methods scanning the training dataset many times to learn
the detector which is unfit for the one-pass characteristics
of online data processing. Recently, researchers at home and
abroad have proposed some new methods for online anom-
aly detection (Quinn and Sugiyama 2014). These methods
generally can be categorized as into two directions: one is
the modification of the traditional method, i.e., training the
initial detector based on all historical dataset and updating it
based on the new coming data chunk. However, there exists
an obvious disadvantage; that is, the poor adaptability and
scalability do not well adapt to the dynamic distribution of
online streaming data. Instead, only when the change of data
distribution is slow and small can this kind of strategy obtain
an acceptable detection performance. The other is to build
detector based on incremental learning (He et al. 2011) and
online ensemble learning theory (Dietterich 1997; Kolter and
Maloof 2007; Breiman 1996, 2001; Bifet et al. 2009a; Ando
et al. 2015), which trains multiple individual detector from
the different facets of streaming data. Theories and experi-
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ment have proved that online ensemble learning can dealwith
the data dynamic characteristics and concept drift phenom-
enon (Minku andYao 2012) of streaming data to some extent,
and nowadays, two ensemblemodels are usedwidely, i.e., the
horizontal ensemble and vertical ensemble. The former uses
the latest multiple continuous data chunks to train multiple
single detectors. It has the most advantage that it can mas-
ter the time-dependence relationship of streaming data and
can process the noise data items, and the most obvious dis-
advantage that some individual detector may be too old to
adapt to the current data distribution. The latter only uses the
latest one chunk to train multiple single detectors by using
different learning algorithm, but this strategy requires that
the current data chunk should be absolutely accurate; other-
wise, the trained detector will have a poor performance. In
general, due to the dynamic characteristics of streaming data,
the online ensemble learningmethod becomes a hot direction
of online anomaly detection, online bagging, online boosting
methods (Oza 2005; Qi et al. 2011; Fern and Givan 2003)
providing the solid theory foundation (Bifet et al. 2009b;
Chang and Cho 2010) for these methods. There are many
researchers proposed some online methods to deal with the
classification problem of streaming data (Yamanishi et al.
2004; Palshikar 2005; Yu et al. 2009b; Zhou et al. 2013;
Sagha et al. 2013; Ding et al. 2015; Ding and Fei 2013); some
of them can be used to detect the anomalous data in stream-
ing data. For example, the experimental results of He et al.
(2011) demonstrated that proposed method could master the
data distribution in real time andhave agooddetectionperfor-
mance. Tan et al. (2011) proposed a half-space tree algorithm
for streamingdata basedon the isolation principle and ensem-
ble learning, which dedicated to the online streaming data
processing. The most obvious advantage of this algorithm is
that the real dataset is not used during the process of building
the initial detector and can build the detector fast. But its dis-
advantage is obvious, for it updates the detector continuously
whenever this process is required or not, which degrades the
real-time nature. In this paper, a hyper-grid-based ensemble
online anomaly detection method is proposed based on the
hyper-grid structure and online ensemble learning theory. In
the next section, it will be represented in details.

3 Hyper-grid structure-based ensemble anomaly
detection method

3.1 Hyper-grid structure-based anomaly detection
method

Hyper-grid-based anomaly detection method was initially
designed for the offline anomaly detection (Xie et al. 2012),
which of course was inappropriate for the online data

processing. Here, the hyper-grid structure is firstly intro-
duced.

For the sample xi (xi ∈ X ,xi = (xi,1, xi,2, . . . , xi,q), i =
{1 . . .m}), x stands for a q-dimensional vector and X denotes
dataset, the hyper-grid structureG, built by X , is represented
as follows:

G = {
Cu1,...uq | Cu1,...uq ∈ G

}

Cu1,...uq denotes a hyper-cube, and its side length anddiag-
onal length are h and d, respectively. Here, h = d/(2

√
q)

and the hyper-grid structure G are composed of continuous
hyper-cubes. For x ∈ X , it can be mapped into a hyper-cube
in the hyper-grid structure.

After a hyper-grid structure is built based on training
dataset X , the new coming observation, whether it is anom-
alous or not, is decided by the region where the observation
is mapped into. If the mapping position of new observation
is located in a sparse region, which means no or few training
data are mapped into that hyper-cube, the new observation is
detected as anomaly; otherwise, it is normal.

Unfortunately, only using the exactmapped region usually
does not accurately judge whether the observation is nor-
mal or not, especially these observations are mapped onto
the boundary of hyper-cube. Therefore, for the hyper-cube
Cu1,...uq , its 1st neighbor detection region is further intro-
duced and denoted by layer-1 (L1), which is defined as
follows.

L1(Cu1,...uq) = {Cv1,...vq |v = u ± 1, Cv1,...vq �=Cu1,...uq}
(1)

To clearly demonstrate the above presented definition, a
hyper-grid structure built by a 2-dimension (2D) dataset is
used as an example, and the layer-1 (L1) neighbor detection
region of mapped hyper-grid cube is depicted in Fig. 1

The black spot in Fig. 1 denotes the mapped observa-
tion point located in the different position of corresponding
hyper-cube. Figure 1b denotes an observation mapped into
one hyper-cube, and the number of its L1 neighbor detec-
tion regions is 8. When an observation is mapped onto the
boundary of hyper-cube, the number of L1 neighbor detec-
tion region is relatively small, such as depicted by Fig. 1c, d.
Here, under the context of hyper-grid structure, an anomaly
is redefined as follows

Definition 1 For an observation x , if its mapping region is
sparse, it may be an anomalous sample; otherwise, it is nor-
mal (Xie et al. 2012; Knorr et al. 2000).

The above definition is qualitative and is hard to be applied
into practical anomaly detecting. Therefore, the threshold
k is introduced, and three heuristic rules are concluded to
facilitate the anomaly detecting.
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Fig. 1 Layer-1 (L1) neighbor detection region of hyper-grid structure
for a 2D observation (black dot). aOne grid of 2D hyper-grid structure,
b L1 neighbor detection region of one observationmapped in the hyper-
grid, c L1 neighbor detection region of one observation mapped on the
edge of hyper-grid, d L1 neighbor detection region of one observation
mapped on the crossing point of hyper-grid

Rule 1 If more than k observations are mapped into the
hyper-cube Cu1,...uq , the new observation mapped into
Cu1,...uq usually is normal.

Rule 2 If more than k observations are mapped into the
hyper-cubeCu1,...uq and its layer-1 (L1) region, i.e.,Cu1,...uq∪
L1(Cu1,...uq), the new observation mapped intoCu1,...uq usu-
ally is normal.

Rule 3 If less than k observations aremapped into the hyper-
cube Cu1,...uq and its layer-1 (L1) region, i.e., Cu1,...uq ∪
L1(Cu1,...uq), the new observation mapped intoCu1,...uq usu-
ally is anomalous.

Difference from the Knorr et al. (2000), where the initial
hyper-grid-based anomaly detection method was proposed
to employ the L1(Cu1,...uq) and L2(Cu1,...uq). The proposed
method employs only L1 neighbor detection region, with the
consideration that L2 neighbor searching space is consider-
able and introduces the ensemble learning (Sect. 3.3) to build
multiple hyper-grid structure rather than an optimized one.

3.2 The improved L1 neighbor region of hyper-cube

Figure 1 illustrates an obvious fact that the number of neigh-
bor detection region is closely related to the mapped position
of observations. In fact, it is hard to judge the exact detection

Fig. 2 Layer-1 (L1) neighbor detection region for two 2D observa-
tions (black dots). a L1 neighbor detection region of two observations
(one is close to left edge, the other ismapped on the edge),b L1 neighbor
detection region of two observations (one is close to upper-left edge, the
other is mapped on the crossing point), c L1 neighbor detection region
of two observations (one is close to upper edge, the other is close to
lower edge), d L1 neighbor detection region of two observations (one
is close to upper-left edge, the other is close to lower-right edge)

region for any given sample according the aforementioned
definition, especially for these samples, which are mapped
onto the boundary or near to the boundary, just as is described
in Fig. 2.

From Fig. 2a, b, an obvious fact is that even though two
observations are very close to each other, the neighbor detec-
tion region is significantly different. Besides, even though
two observations are mapped into the same hyper-cube, such
as Fig. 2c, d, the defined detection region may not represent
the true condition because it is hard to obtain the accurate
grid structure. Consequently, the traditional definition will
lead to some poor detection performances. To solve this dif-
ficulty and further reduce the searching space, the improved
L1 neighbor detection region is re-defined.

For sample x , its neighbor space usually refer to the
adjacent space from the perspective of geometry. Therefore,
for hyper-grid structure, the mapped position of sample is
taken into account to judge its L1 neighbor detection region.
Compared to the traditional method, this improvement can
decrease the number of searching adjacent hyper-cube to
some extent. The improved L1 neighbor detection region
J̄ (x) can be defined as follows:

J (x) = {
Cv1,...vq |vi = ui , ui + ei , i = 1, . . . q

}
(2)

123



Streaming data anomaly detection method based on hyper-grid structure and online ensemble… 5909

Fig. 3 Proposed layer-1 (L1)

neighbor detection region of
hyper-grid structure for a 2D
observation (black dot). a
Improved L1 neighbor detection
region(observation is close to
upper-left edge), b improved L1
neighbor detection region
(observation is close to
lower-right edge), c improved
L1 neighbor detection region
(observation is located on the
edge), d improved L1 neighbor
detection region (observation is
located on the edge), e improved
L1 neighbor detection region
(observation is located on the
edge), f improved L1 neighbor
detection region (observation is
located on the crossing point)

ei =
⎧
⎨

⎩

+1 u∗
i − ui > 0.5

−1 u∗
i − ui < 0.5

{−1, +1} u∗
i − ui = 0.5

(3)

u∗
i = xi

h
, i = 1, . . . q (4)

ui = ⌊
u∗
i

⌋
, i = 1, . . . q (5)

Based on the above improved definition of L1 neighbor
detection region, Fig. 3 partly presents the proposed layer-1
(L1) neighbor detection region of the hyper-grid structure for
a 2D observation.

FromFigs. 1 and 3, for observationswhich are notmapped
to the boundary observations which are not mapped in the
center, the number of neighbor hyper-cube decreases from
9 to 4 in the 2D hyper-grid structure. In fact, most observa-
tions can decrease the number of searching region. Because
the n-dimension hyper-grid structure and the mapped posi-
tion of observation are not on the boundary or in the center
of hyper-grid cube, the number of neighbor detection region
decreases from 2n to n, which can significantly save the com-
putation cost; and because these observations are mapped on
the boundary, the number of searching neighbor detection
region is decreased to different degree.

3.3 Hyper-grid-based online anomaly detection
algorithm

The initial hyper-grid structure-based anomaly detection
method is designed and applied to static dataset, but it could
not be directly used for anomaly detection of streaming data.
Because the boundary of hyper-grid structure built by a sta-
tic dataset is fixed, a sample is doubtlessly judged as an
anomaly when its mapping position exceeds the hyper-grid

boundary. What is more, the concept drift may be occurred
under the streaming data environment, which makes the
previous hyper-grid structure unfit for the current data dis-
tribution for the evolution characteristic of streaming data.
That is to say, a sample may be a normal observation even
though it exceeds the hyper-grid boundary. Consequently,
the hyper-grid structure should be updated corresponding to
the distribution change in streaming data. Figure 4 demon-
strates the flow chart of our proposed streaming data anomaly
detection method, which consists of three critical stages, i.e.,
detector building, anomaly detecting and detector updating.

The specific procedures are described as follows.

(1) Building of anomaly detection based on hyper-grid
structure

The procedure of learning the hyper-grid-based anomaly
detector is an activity of mapping the observations into the
hyper-cube in hyper-grid space. This process is simple, and
only a vector ofq+1 dimension, i.e., (u1, u2, . . . , uq , cnt), is
required for eachobservation, the last item cnt is used for stor-
ing the number of mapping observations into one hyper-cube
Cu1,...uq , and the front q items of vector, i.e., (u1, u2, . . . , uq)
is used to storing the position index where the observation is
mapped to. The number of mapped observations to Cu1,...uq

can be defined as S(Cu1,...uq) = cnt . The initial value of cnt
is 0. In fact, if the side length of hyper-cube is 1, then hyper-
grid-based anomaly detection method can be categorized as
a density-based method to some extent. Consequently, the
procedure of training the hyper-grid-based anomaly detector
is just the process of mapping the observations to one hyper-
cube and counting its number. The pseudo-code of training
the hyper-grid-based anomaly detector can be described by
Algorithm 1.
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Fig. 4 A flow chart of the
streaming data anomaly
detection method based on
hyper-grid structure

Sampling
Building Hyper-based Detector
(Building_SuperGrid_Detector)

Online Anomaly Detecting
(SuperGrid_Detector _AD)

Performance Evaluating

Streaming Data

Updating Detector 
(SuperGrid_Detector _Update)

The Find() function in algorithm 1 is used to obtain the
number ofmapped observations in hyper-cubeCu1,...uq , if the
complete hyper-grid space is stored, the random searching
strategy is adopted to the sequential storing structure. Unfor-
tunately, the hyper-grid space usually is a sparse space for
the greatly unbalanced distribution between normal observa-
tions and anomalous observations. In real application, some
compressed methods usually are introduced to store such
sparse space for saving the memory resource. Consequently,
a specially designed searching method is implemented by
function Find() to accelerate the searching speed.

(2) Anomaly detection based on hyper-grid-based method

After the detector is built, for the new continuous coming
observations, the online anomaly detection activity starts up.
Firstly, the new observation ismapping to the one hyper-cube
of hyper-grid structure; secondly, whether it is anomalous or
not is decided by the total cnt, which is the sum of num-
ber of mapped points corresponding to hyper-cube and its
L1 neighbor detection region. The pseudo-code of anomaly
detection method is described by Algorithm 2.

(3) Updating strategy of detector

The updating of hyper-grid structure is a re-learning proce-
dure. In order to reduce the computation costs and alleviate
the fluctuation of detection performance to some extent, a
delay updating strategy is employed (Xie et al. 2012), i.e.,
a probability p and a buffer is specified based on some
prior knowledge. For the new coming observation, p decides
whether the new coming observation could be stored in a
buffer or not. When the buffer is full, the procedure of updat-
ing detector will be activated. Usually, the magnitude of the
p value is determined by some prior knowledge of domain
experts. For example, if the dynamic characteristic of stream-
ing data is relatively small, a relatively small value may be
specified for decreasing the computational cost; otherwise, a
relatively big value is specified for reflecting the change in
distribution quickly. The pseudo-code of the updating detec-
tor method is described by Algorithm 3.
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Obviously, the two key parameters, i.e., h and k, have
important effects on the performance of proposed method.
Due to the known data distribution in static dataset, para-
meters estimation method can be used to have the relatively
accurate values (Xie et al. 2012; Knorr et al. 2000), and in our
paper, the initial parameters value can be obtained from the
historical dataset. In order to improve the robustness of above
mentioned method, online ensemble learning is introduced.
Next, the detail is described.

3.4 Hyper-grid-based ensemble anomaly detection
algorithm

Our proposed method consists of three key procedures, i.e.,
training the ensemble detector based on the hyper-grid struc-
ture, online anomaly detecting and online ensemble detector
updating.

(1) Building of ensemble anomaly detector

In fact, it is hard for the side length h of hyper-cube to obtain
the optimal value for X , especially in streaming data. There-
fore, ensemble learning is employed to build multiple weak
detectors to combine a strong detector based on different
hyper-grid structure, and a rough estimation range of h rather
than the exact h value can be obtained based on the following
description.

Based on the result presented inXie et al. (2012) andKnorr
et al. (2000), if x ∈ Rq and d = 2

√
qh, themean square error

(MSE) of detection region reaches the minimum. Then the
expected h can be estimated by the following formula.

h∗ =
(

Z16q

Z2n
∑q

i=1 R( fi )

) 1
q+2

(6)

where R( f ) = ∫
Rq f (x)2dx , f (x) is the probability den-

sity function (PDF), which can be estimated by the f (x) =
S(Cu1,...uq )

nhq . S(Cu1,...uq) is the number of mapped data in the
hyper-cubeCu1,...,uq and it actually subject to a binomial dis-
tribution. h∗ denotes the expected value of h; the approximate
h can be obtained from above formula in the batch learning
where the data distribution are known.Unfortunately, the infi-
nite streamingdata imply that the probability density function

is hard to be obtained, and that an estimated method needs
to be adopted. Suppose that in the current data chunk, the
streaming data are subject to the Gaussian distribution, i.e.,
N (μ,

∑
), where μ = (0, . . . , 0) and

∑ = diag(1, . . . , 1).
If the current distribution is unknown, it can be learned by
the online or incremental learning method (He et al. 2011).

Based on above assumption, Z1 ∈
[( 3

2

)q
h2q , 2qh2q

]
and

Z2 = (2h)2q (Xie et al. 2012), Z1
Z2

∈
[( 3

8

)q
,
( 1
2

)q]
and

R( fi ) = 1

2q+1π
q
2
can be induced. Consequently, the rough

boundary of h can be calculated by the formula (7).

h∗ ∈
⎡

⎣

((
3

8

)q 6q

n
∑q

i=1 R( fi )

) 1
q+2

,

((
1

2

)q 6q

n
∑q

i=1 R( fi )

) 1
q+2

⎤

⎦ (7)

The pseudo-code of the building hyper-grid-based ensem-
ble anomaly detector is described by the Algorithm 4.

(2) Ensemble anomaly detecting

After the ensemble detector is trained, the procedure of anom-
aly detection is similar to the description in Sect. 3.3. Here, it
needs to be noted that a critical parameters k is still unknown
for the streaming dataset. From the perspective of statistics,
the value of k can be designated by some prior knowledge in
real applications, i.e., if the

∫
J (y) f (x)dx is less than a very

small probability, for example, 0.01, then y can be regard
as anomaly. Therefore, for a dataset consisting of m obser-
vations, k = 0.01 ∗ m. But for the streaming data, such an
estimation method has poor robustness. In fact, after the h is
specified firstly, then k can be learned based on the training
dataset.

Suppose that f (x) is continuous in the sample space, i.e.,
x ∈ X, xi ∈ [mini , maxi ], i ← 1, . . . , q. Let |J (y)|
denotes the number of observation in detection region J (y), if
s observations is selected randomly from the X , the estimated
value of k, denoted as k, can be calculated by the formula (9).
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k = 1

s

s∑

i=1

|J (yi )| (8)

|J (y)| can be obtained from the hyper-grid structure built
by the X . Unfortunately, the f (x) usually is not continuous
in real hyper-grid structure. Therefore, the continuous rate of
hyper-grid space can be calculated by the formula (9).

r = |NP|
∏q

i=1

⌈
maxi−mini

h∗
⌉ (9)

|NP| denotes the number of non-empty hyper-cubes in the

hyper-grid structure built bydataset X , and
∏q

i=1

⌈
maxi−mini

h∗
⌉

denotes the total number of hyper-cube. Then k can be esti-
mated by the formula (10).

k = r

s

s∑

i=1

|J (x)| (10)

After each single detector obtains its respective result
yi (x), a result combination strategy of multiple individual
detector can be used to achieve the final result yfin(x). The
commonly used method in the literature is the majority vote
(for classification problem) andweighted average (for regres-
sion problem). In our paper, the final ensemble detection
result can be calculated by (11), where wi denotes weight
coefficient, i.e.,wi = 1 means the simple average, otherwise
weighted average. What is more, for the sake of simplicity,
the simple average strategy is employed to combine the final
result.

yfin(x) = 1

M

M∑

i=1

yi (x) ∗ wi (11)

When the data buffer is full, the ensemble detector updat-
ing is triggered. To each single detector of ensemble detector,
the updating method is the same to the description of the
Algorithm 3 in Sect. 3.3.

4 Experiment and result analysis

In this section, the dataset, performance evaluation metrics,
experiment results and analysis will be described, respec-
tively. Experiments were conducted on a personal PC with
Intel® Core™ 2 Duo CPU, P7450@2.13GHz and 4GB
memory. The operating system is Windows 7 professional.
The data processing was partly on the MATLAB 2010, and
the algorithms mentioned in Sect. 3 were implemented with
Microsoft Visual C++ platform. Part of experiments were
conducted on theWaikato environment for knowledge analy-
sis software (Weka 2005).

4.1 Dataset

In order to validate proposed method, a real-world dataset,
Statlog (Shuttle) (UCI Machine Learning Repository 2007),
from the UCI machine learning repository was employed;
besides, two artificial generated datasets, SimData1, Sim-
data2 were created. Because the hyper-grid-based method
is an un-supervised method, the label attribute was selected
only to evaluate proposed algorithm, and further, the input
order of dataset was regard as the order of streaming data for
simulating the online environment.

The Shuttle is a widely used dataset from UCI repository,
which contains 9 attributes and has little or no distribution
change. The classes of this dataset are labeled from1 to 7, and
about 80% samples of dataset belong to class 1 (i.e., normal
class). To validate our method, this paper selected the label
2, 3, 5, 6, 7 as the anomaly class, the total number of which
amount to 49,097.

Artificial dataset SimData1 and Simdata2 have the form
of X (x, y), in which x denotes the multiple dimension
data sample and y denotes the label. Here, y ∈ {0, 1},
0 denotes the normal sample and 1 anomalous sample.
The dimension of SimData1 and SimData2 are 4 and 5,
respectively. Each attribute value is continuous, and each
dataset has 50,000 samples. SimData1 has 500 anomalies
and the expectation anomaly rate is 1%, and SimData2 has
2000 anomalies and the expectation anomaly rate is 4%.
Besides, for each artificial generated dataset, the normal
data follow the Normal (Gaussian) distribution, i.e., p(x) ∼
N (μ,�)(μ and � denotes average and covariance matrix),
which can be generated by the function normrnd(μ,�,m, n)

using the MATLAB 2010; the anomalous dataset follows
the uniform distribution. In order to simulate the stream-
ing data which data distribution maybe changed, some
strategy is designed during the process of dataset genera-
tion.

Supposeμi is an average of the i th dimension and its value
is changed dynamically. According to μi ri (1 + τ), τ(τ ∈
[0, 1]) denotes the evolution degree and ri (ri ∈ {−1, 1})
denotes the evolution direction which is activated with a 5%
probability; further, the dataset evolution follows the next
three assumptions.

1. Only the average of dataset was changed gradually;
2. Only the variance of dataset was changed gradually;
3. Both the average and the variance were changed

gradually.

The above three assumptions were activated with a speci-
fied probability during the process of generating dataset. The
summary of real-world dataset and simulated dataset can be
seen in Table 1.
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Table 1 Summary of three datasets

Dataset Sample number Attribute number Anomaly number Anomaly label Anomaly rate (%)

Shuttle 49,097 9 3511 2, 3, 5, 6, 7 7.15

SimData1 50,000 4 500 1 1

SimData2 50,000 5 2000 1 4

4.2 Performance evaluation metrics

For the test observation, the trained detector defines its label
as normal or anomalous. Without losing the generality, “1”
and “−1” are used to denote the anomalous and normal obser-
vation, respectively. The true label for the observation x is
denoted as y ∈ {−1, +1}, the detection result obtained from
detector is denoted as

�
y, and if

�
y = y, the detector made a

correct decision; otherwise, it made a mistake.
For anomaly detection, the results of each observation can

be classified into four categories:

1. True positive, TP, i.e.,
�
y = y = +1;

2. False positive, FP, i.e.,
�
y = +1, y = −1;

3. True negative, TN, i.e.,
�
y = y = −1;

4. False negative, FN, i.e.,
�
y = −1, y = +1.

Above the commonly used evaluation metrics of anom-
aly detection are presented for assessing proposed method
performance.

1. True positive rate (TPR)

TPR = #TP

#TP + #FN
(12)

# denotes the number of set; i.e., #TP denotes the num-
ber of true positive observations of test dataset. This metric
is renamed as sensitivity, recall, which represents the per-
centage of anomalies that are correctly detected, i.e., the
proportion between the number of correctly detected anom-
alies and the total number of anomalies.

2. Positive predictive rate (PPR)

PPR = #TP

#TP + #FP
(13)

It is renamed as precision, which means the proportion
that the number of anomalous observations that are correctly
detected and the number of anomalies identified by the anom-
aly detector.

3. F-measure

F-measure =
(
1 + β2

)
precision ∗ recall

β2 ∗ precision + recall

=
(
1 + β2

) ∗ #TP

(1 + β2) ∗ #TP + β2∗#FN + #FP
(14)

This metric is renamed as F-score, which is an adjustable
average of precision and recall and its value is near to the rela-
tive small value between precision and recall. Consequently,
the relative big value of F-measure means that the precision
and recall both have higher value. β is a coefficient to adjust
the relative importance of precision recall, and usually, β is
set as 0.5, 1 or 2. In our paper, β = 1.

4.3 Experimental results and analysis

The purpose of the experiment is to validate the performance
of proposed algorithm. Firstly, the dataset should be regu-
larization pre-processing before the experiment; Secondly,
one-fifth dataset is used to build the hyper-grid-based detec-
tor and the rest is used as a test dataset. For each dataset, h
needs to be specified in advance and its expectation value can
be obtained with the method proposed in Sect. 3.4. However,
it is usually difficult and nearly impossible to obtain an exact
value of h in real situation, a rough boundary of h is specified
relatively easy based on the historical dataset, i.e., [h∗

l , h∗
u],

h∗
l and h

∗
u denote the expectation lower boundary and upper

boundary, respectively. With the evolution of streaming data,
a more roughly boundary is specified according to the prior
knowledge of domain expert. It can be evaluated by the fol-
lowing formula.

h′
u = h∗

u + (h∗
u − h∗

l ) ∗ λ1

h′
l = h∗

l − (h∗
u − h∗

l ) ∗ λ2 (15)

λ1 and λ2 denote the relax coefficient, and its value range
is [0, 1]. The h value of the three datasets can be seen in
Table 2. The second column (h∗) shows the expectation value
of h which is acquired based on the formulas described in
Sect. 3.4; the third column (h′) shows the experimental value
of h which is estimated based on the corresponding expecta-
tion value. In our paper, the value of h′ is gradually changing
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Table 2 The experimental
value of h

Dataset h∗ (expectation value) h′ (experimental value) k (experimental value)

Shuttle [0.5927, 0.7499] [0.54, 0.78] {7, 8, 9}

SimData1 [0.3014, 0.3651] [0.21, 0.45] {3, 4, 5}

SimData2 [0.3726, 0.4576] [0.26, 0.50] {4, 5, 6}

Table 3 The performance of shuttle dataset

h k TPR PPR F-measure

0.54 7 0.7400 0.7185 0.7291

0.55 9 0.7571 0.8053 0.7805

0.56 8 0.7762 0.7235 0.7489

0.57 7 0.7652 0.8992 0.8268

0.58 8 0.7905 0.8945 0.8393

0.59 9 0.8032 0.8621 0.8316

0.60 8 0.7851 0.8502 0.8164

0.61 8 0.8345 0.8576 0.8459

0.62 7 0.8476 0.8339 0.8407

0.63 7 0.8590 0.8491 0.8540

0.64 8 0.8686 0.8559 0.8622

0.65 8 0.8771 0.8338 0.8549

0.66 7 0.8562 0.8645 0.8603

0.67 9 0.8679 0.8710 0.8694

0.68 8 0.8357 0.8741 0.8545

0.69 7 0.7995 0.8546 0.8261

0.70 9 0.7446 0.8319 0.7858

0.71 8 0.7143 0.8275 0.7667

0.72 8 0.7286 0.7837 0.7551

0.73 9 0.6986 0.7410 0.7192

0.74 8 0.6610 0.7102 0.6847

0.75 8 0.6762 0.7941 0.7304

0.76 7 0.6762 0.7526 0.7124

0.77 9 0.6667 0.7843 0.7207

0.78 7 0.6576 0.7452 0.6987

from lower boundary to upper boundary with a step length
0.01, 25 hyper-grid spaces are built for each dataset. Then,
as is shown in Table 2, the corresponding k value of three
datasets can be acquired based on the h′ value.

1. The algorithm performance under different parameter
setting

For each dataset, all 75 independent experiments were car-
ried out smoothly based on different h and k value. Each
experiment repeated itself 10 times, and we presented the
average for different performance evaluation metric. In view
of the limit space, for each h, only the best experiment results
about k are presented in Tables 3, 4 and 5.

Table 4 The performance of SimData1 dataset

h k TPR PPR F-measure

0.21 3 0.8647 0.8798 0.8722

0.22 3 0.8469 0.8980 0.8717

0.23 3 0.8871 0.8850 0.8860

0.24 3 0.8700 0.8945 0.8821

0.25 4 0.8750 0.8834 0.8792

0.26 3 0.8845 0.8902 0.8873

0.27 4 0.8930 0.8456 0.8687

0.28 4 0.8845 0.8845 0.8845

0.29 4 0.8950 0.8875 0.8912

0.30 5 0.9047 0.8980 0.9013

0.31 4 0.9104 0.8813 0.8956

0.32 5 0.9022 0.8922 0.8972

0.33 5 0.8959 0.9005 0.8982

0.34 5 0.9094 0.8900 0.8996

0.35 5 0.9082 0.8770 0.8923

0.36 5 0.8980 0.8545 0.8757

0.37 4 0.8961 0.8420 0.8682

0.38 5 0.8730 0.8463 0.8594

0.39 5 0.8745 0.8448 0.8594

0.40 4 0.8654 0.8243 0.8444

0.41 4 0.8460 0.8340 0.8400

0.42 5 0.8732 0.8447 0.8587

0.43 4 0.8554 0.8045 0.8292

0.44 4 0.8274 0.7849 0.8056

0.45 5 0.8361 0.7897 0.8122

From the experimental results presented in Tables 3, 4
and 5, it can be seen that the appropriate h and k val-
ues affect the algorithm performance. In real applications,
based on some prior knowledge and for the sake of simplic-
ity, a relative fixed k value can be usually specified, while
the hyper-grid detectors are being built. In our paper, the
hyper-grid-based ensemble detector was combined by dif-
ferent individual hyper-grid-based detectors with different h
value.

Thevalueof three performance evaluationmetrics on three
dataset, i.e., TPR, PPRandF-measure, are not relatively high.
Nevertheless, our proposed method proves useful, for the
next section will detail the comparative experiments between
hyper-grid-based between the hyper-grid-based anomaly
detector and some existed methods.
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Table 5 The performance of SimData2 dataset

h k TPR PPR F-measure

0.26 4 0.8825 0.8800 0.8812

0.27 4 0.8500 0.9714 0.9067

0.28 4 0.8752 0.9140 0.8942

0.29 4 0.8700 0.8851 0.8775

0.30 5 0.8861 0.8506 0.8680

0.31 5 0.9014 0.8896 0.8955

0.32 4 0.9021 0.8762 0.8890

0.33 5 0.8843 0.8247 0.8535

0.34 5 0.9179 0.8998 0.9088

0.35 4 0.8967 0.9185 0.9075

0.36 5 0.8500 0.8488 0.8494

0.37 4 0.8778 0.8947 0.8862

0.38 4 0.8875 0.9050 0.8962

0.39 5 0.8429 0.9043 0.8725

0.40 5 0.8667 0.8609 0.8638

0.41 5 0.8542 0.8435 0.8488

0.42 6 0.8430 0.8830 0.8625

0.43 5 0.8605 0.8660 0.8632

0.44 6 0.8660 0.8598 0.8629

0.45 4 0.8100 0.8708 0.8393

0.46 6 0.8367 0.8654 0.8508

0.47 5 0.8275 0.8300 0.8287

0.48 5 0.7813 0.7996 0.7903

0.49 4 0.8207 0.8006 0.8105

0.50 6 0.7747 0.7920 0.7833

2. Performance comparison of different algorithm

To compare the proposed method with the existed methods,
Weka (Waikato environment for knowledge analysis) soft-
ware, an open and intelligent experiment platform in data
mining and machine learning community, is introduced. It
is worth noticing that the Weka experimental platform only
serves as a reference to evaluate proposed method. Here,
Weka’s two library functions, i.e., classifier based on support
vector machine and ensemble learning (BSVME), classifier
based on multiple perception machine and ensemble learn-
ing (BMLPE) are employed. Two experiments are conducted
using all dataset, that is to say, the data distribution is known.
If the experimental result of the proposed method is close
to the results obtained from Weka, it can prove that our pro-
posed method is effective to some extent. The experiments
on Weka follow such strategies

1. Each dataset was divided into training sub-dataset and
test sub-dataset according to the proportion of 2:1.

Table 6 Performance of different anomaly detection algorithm

Dataset Algorithm TPR PPR F-measure

Shuttle HypGridE 0.8886 0.9086 0.8985

AHIForest 0.8802 0.9075 0.8936

HSTree 0.8900 0.8932 0.8916

BSVME 0.9028 0.9136 0.9082

BMLPE 0.9085 0.9064 0.9074

SimData1 HypGridE 0.9004 0.8775 0.8888

AHIForest 0.9048 0.8765 0.8904

HSTree 0.8920 0.8826 0.8873

BSVME 0.9387 0.9079 0.9230

BMLPE 0.9038 0.9226 0.9131

SimData2 HypGridE 0.9292 0.8821 0.9050

AHIForest 0.9184 0.8904 0.9042

HSTree 0.9150 0.8845 0.8995

BSVME 0.9343 0.9410 0.9376

BMLPE 0.9428 0.9684 0.9554

0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95

TPR PPR F-measure

Dataset:Shu�le

HypGridE

AHIForest

HSTree

BSVME

BMLPE

Fig. 5 Shuttle dataset experimental results of different evaluationmet-
rics based on different algorithm

2. Bagging ensemble strategy and simple voting result com-
bination method were employed.

3. Algorithms of one-class support vectormachine andmul-
tiple layer perception were used to train the individual
detector.

4. Ensemble size was set as 40, and the experimental result
was the average of 50 times independent experiments.

Besides, theAHIForest (Ding et al. 2015) andHSTree (Tan
et al. 2011) algorithms are employed to evaluate proposed
HypGridE algorithm. The windows size, ensemble size and
statistic histogram size are set as 256, 40 and 10, respectively.
The experimental results can be seen in Table 6.

From the results presented in Table 6, it can be seen that
the performance of HypGridE has the similar experimen-
tal results to those of the AHIForest and HSTree algorithm,
even though they are all inferior to the BSVME and BMLPE.
Further, from Figs. 5, 6 and 7, the results of three perfor-
mance evaluation metrics of different algorithms have slight
difference. Here, it is worth noticing that the experiments of
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Fig. 6 SimData1 dataset experimental results of different evaluation
metrics based on different algorithm

0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00

TPR PPR F-measure

Dataset: SimData2

HypGridE

AHIForest

HSTree

BSVME

BMLPE

Fig. 7 SimData2 dataset experimental results of different evaluation
metrics based on different algorithm

BSVME and BMLPE were conducted on the static dataset,
while the experiments of HypGridE, AHIForest and HSTree
were conducted on the dynamic dataset, which to some extent
turns out that our proposedmethod is effective. Besides, com-
pared with BSVME and BMLPE, HypGridE has an exclusive
advantage that bymapping the observations to the hyper-grid
space saves not only the complicated computation but also
the computation cost, making itself appropriate for online
streaming data processing.

5 Conclusion and future work

After exploring the drawbacks of existed hyper-based anom-
aly detection algorithms, an improved version with the
re-definition of L1 neighbor searching spacewas firstly intro-
duced at first. Then, considering it is hard to obtain the
optimized parameters related to the algorithm performance
and difficult for the single detector to fit the streaming data
environment, this paper employs online ensemble learning
technique and proposes hyper-grid-based ensemble anomaly
detection method. The greatest advantage of the proposed
method is not to compute the distance or density directly
and different from existed distance-based or density-based
methods with low computation complexity; the method fits
the online streaming data processing well, about which was

demonstrated by the experiments conducted on the real and
simulated data set.

Because the space complexity of hyper-grid-based anom-
aly detection method is O(Nq), when dealing with the high
dimension data set, our proposed method demand signifi-
cantly high memory requirement, but this may be feasible
in the real applications. Hence, our future work will be cen-
tered on how to use sparse theory and some compression
algorithms to tackle the problem.
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