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Abstract In recent decades, different extensional forms
of fuzzy sets have been developed. However, these mul-
titudinous fuzzy sets are unable to deal with quantitative
information better. Motivated by fuzzy linguistic approach
and hesitant fuzzy sets, the hesitant fuzzy linguistic term
set was introduced and it is a more reasonable set to deal
with quantitative information. During the process of mul-
tiple criteria decision making, it is necessary to propose
some aggregation operators to handle hesitant fuzzy lin-
guistic information. In this paper, two aggregation operators
for hesitant fuzzy linguistic term sets are introduced, which
are the hesitant fuzzy linguistic Bonferroni mean operator
and the weighted hesitant fuzzy linguistic Bonferroni mean
operator. Correspondingly, several properties of these two
aggregation operators are discussed. Finally, a practical case
is shown in order to express the application of these two
aggregation operators. This case mainly discusses how to
choose the best hospital about conducting the whole society
resourcemanagement research included in awisdommedical
health system.
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1 Introduction

When dealing with multiple criteria decision-making
(MCDM) problems, people often need to evaluate alterna-
tives based on the criteria given in advance and then make
a decision according to some reasoning or decision-making
methods. In these processes of decision making, the most
basic and key link is that how to express the experts’ evalu-
ations or preference information. Due to the vagueness and
complexity of people’s cognitions, sometimes the experts
cannot express their ideas exactly. Consequently, Zadeh
(1965) introduced the concept of fuzzy set (FS), which can
be used to represent uncertain and fuzzy information. The FS
extends the characteristic function valued by 0 or 1 to amem-
bership function, inwhich the functionvalues are taken as any
values in the closed interval [0,1].Moreover, considering that
the FS only includes the membership information and there
does not exist a clear approach or method for us to allocate
one element to the membership degree of one set, the FS has
been extended into various forms from different angles, such
as the intuitionistic fuzzy sets (IFSs) (Atanassov 1986), the
interval-valued intuitionistic fuzzy sets (IVIFSs) (Atanassov
and Gargov 1989), the intuitionistic multiplicative sets (Xia
et al. 2013), the type-2 fuzzy sets (Zadeh 1975), the type-n
fuzzy sets (Dubois and Prade 1980) and the hesitant fuzzy
sets (HFSs) (Torra 2010). All these FS extensions can only
be used to represent quantitative information. However, in
many practical decision-making problems, the experts can-
not assess the candidate alternatives in quantitative forms,
but only in qualitative form (Rodríguez et al. 2013). Zadeh
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(1975) proposed the fuzzy linguistic approach which can be
used to model linguistic information. Furthermore, to deal
with information more reasonably and accurately, differ-
ent linguistic representation models have been introduced,
such as the 2-tuple fuzzy linguistic representation model
(Herrera and Martínez 2000), the linguistic model based
on type-2 fuzzy set (Türkşen 2002), the virtual linguistic
model (Xu 2004), the proportional 2-tuple model (Wang and
Hao 2006). However, if the experts vacillate in their opin-
ions among different linguistic terms and want to utilize a
more complex linguistic term to fully express their ideas, the
above-mentioned fuzzy linguistic approaches cannot work.
In such a case, the concept of hesitant fuzzy linguistic term
set (HFLTS) was introduced (Rodríguez et al. 2012).

The HFLTS is a very useful and flexible way to repre-
sent the qualitative judgments of experts. Many scholars
have devoted themselves to research on different aspects
overHFLTSs. Rodríguez et al. (2012) proposed the definition
and several basic operations of HFLTSs and then utilized the
HFLTSs to resolve some practical linguistic MCDM prob-
lemswhere the experts’ evaluation information is represented
by linguistic terms. There are two kinds of linguistic terms
(Liao et al. 2014): One is the simple linguistic terms, such
as “very complex,” “medium” and “a little easy,” and the
other is the linguistic expressions, such as “between cheap
and very cheap,” “at least high” and “great than easy.”
These complex linguistic expressions can be transformed
into HFLTSs. Rodríguez et al. (2013) established a new lin-
guistic group decision-making model, which is very close
to the cognitive models of human beings on how to express
their linguistic preferences by facilitating the elicitation of
flexible and enriching linguistic expressions. Zhu and Xu
(2014) put forward the hesitant fuzzy linguistic preference
relation, which is very useful for collecting and representing
the decisionmakers’ preferences. Liao et al. (2014, 2015) and
Liao and Xu (2015) investigated the basic characteristics of
HFLTSs and proposed a family of distance and similarity
measures, cosine distance and similarity measures, and cor-
relation measures for HFLTSs. Afterward, they (Liao et al.
2015) proposed the hesitant fuzzy linguistic VIKORmethod
in qualitative MCDM. Wei et al. (2014) gave some com-
parison methods and aggregation theories for HFLTSs. Beg
and Rashid (2013) introduced the HFL-TOPSIS method for
MCDM in which the evaluation values of the experts were
represented as HFLTSs. By transforming all the HFLTSs
into fuzzy envelopes, Liu and Rodríguez (2014) developed
another type of HFL-TOPSIS method.

As we know, the information aggregation techniques are
highly important in dealing with the MCDM problems. A lot
of aggregation operators have been proposed for HFLTSs,
even though the study of them is still in the start stage.
From the angle of optimism and pessimism, Rodríguez et al.
(2012) proposed theMin_upper operator and theMax_lower

operator for aggregating the hesitant fuzzy linguistic infor-
mation. Wei et al. (2014) defined two aggregation operators
for HFLTSs, namely the hesitant fuzzy linguistic weighted
average operator and the hesitant fuzzy linguistic ordered
weighted average operator, and then applied these opera-
tors as well as the comparison methods to deal with the
MCDM problems. Zhang et al. (2013) introduced a series of
uncertain hesitant fuzzy linguistic weighted averaging oper-
ators, such as the uncertain hesitant fuzzy linguistic ordered
weighted averaging operator and the uncertain hesitant fuzzy
linguistic hybrid aggregation operator. Additionally, for the
extended hesitant fuzzy linguistic term sets, Wang (2015)
proposed a series of aggregation operators for them, such
as the extended hesitant fuzzy linguistic weighted disjunc-
tion operators, the extended hesitant fuzzy ordinal ordered
weighted averaging operator and the extended hesitant fuzzy
ordinal hybrid aggregation operator.Wang et al. (2014) intro-
duced two kinds of interval-valued hesitant fuzzy linguistic
prioritized aggregation operators, which were extended to a
grouping prioritized situation and then applied to solve the
MCDMproblems.Massanet et al. (2014) presented a linguis-
tic computational model based on discrete fuzzy numbers
whose support is a subset of consecutive natural numbers.
Several aggregation operators defined on the set of all dis-
crete fuzzy numbers are then presented. Riera et al. (2015)
investigated the fuzzy linguistic modeling based on discrete
fuzzy numbers and applied the model to manage hesitant
fuzzy linguistic information.

As Bonferroni mean (BM) (Bonferroni 1950; Yager 2009;
Beliakov et al. 2010; Xia et al. 2013; Xu and Yager 2011) can
capture the interrelationships among arguments, it has been
applied widely in MCDM under different circumstances.
Yager (2009) and Beliakov et al. (2010) proposed several
generalized Bonferroni mean operators and applied them
to multi-criteria aggregation. Afterward, Xia et al. (2013)
developed the geometric Bonferroni means and utilized them
to deal with the MCDM problems. Xu and Yager (2011)
introduced the intuitionistic fuzzy Bonferroni means. Under
hesitant fuzzy environment, Zhu et al. (2012) studied the
Bonferroni mean (BM) combing with hesitant fuzzy infor-
mation and proposed the hesitant fuzzy BM operator and
the hesitant fuzzy geometric BM operator. Yu et al. (2012)
developed the generalized hesitant fuzzy BM operator and
applied it to multi-criteria group decision making. As we
know, the previous aggregation operators do not consider
the interrelationship between any two hesitant fuzzy linguis-
tic elements (HFLEs) (the elements of the HFLTS) and are
unable to dealwith quantitative information better. In order to
extend the BM under hesitant fuzzy linguistic environment,
this paper focuses on the aggregation techniques of the BM
for HFLTSs. Firstly, the hesitant fuzzy linguistic Bonferroni
mean (HFLBM) operator is proposed. The HFLBM operator
can combine any twoHFLEs verywell, and thus, we can con-
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sider all information in the process of aggregation. In addi-
tion, by developing two translation functions, it is effortless
to enforce the equivalent transformation between the HFS
and the HFLTS. We also define a weighted hesitant fuzzy
linguistic Bonferroni mean (WHFLBM) operator, which is
a more reasonable aggregation operator when each criterion
has a different importance degree.As theHFLTS is very close
to human’s cognition, the HFLBM is very flexible in deal-
ing with the practical MCDM problems. Finally, this paper
applies the HFLBM operator to solve the practical MCDM
problem involvinghow to choose abest hospital basedon sev-
eral criteria for enhancing the overall level of the hospitals.

The paper is organized as follows: Sect. 2 reviews some
basic concepts. In Sect. 3, we firstly define two equivalent
transformation functions between the HFLTS and the HFS
and then propose a score function of the HFLTS. Afterward,
we introduce the HFLBMoperator and discuss its properties.
The WHFLBM operator is also developed in this section.
Section 4 proposes an approach to deal with the MCDM
problems based on the HFLBM operator and the WHFLBM
operator and then applies the HFLBM operator to solve a
practical MCDM problem. The paper ends with some con-
cluding remarks in Sect. 5.

2 Preliminaries

2.1 Hesitant fuzzy sets

Definition 2.1 (Torra 2010) Let X be a fixed set, a hesitant
fuzzy set (HFS) on X is in terms of a function that when
applied to X returns a subset of [0,1].

To be easily understood, Xia and Xu (2011) expressed the
HFS by a mathematical symbol:

A = {〈x, hA(x)〉 |x ∈ X } (2.1)

where hA (x) is a set of some values in [0,1], denoting the
possible membership degrees of the element x ∈ X to the set
A. Additionally, h = hA (x) can be called a hesitant fuzzy
element (HFE).

Definition 2.2 (Xia and Xu 2011) For a HFE h, s (h) =
1
#h

∑
γ∈h γ is called the score function of h, where #h is the

number of the elements in h. Moreover, for two HFEs h1 and
h2, if s (h1) > s (h2), then h1 > h2; if s (h1) = s (h2), then
h1 = h2.

Definition 2.3 (Xia and Xu 2011) Some operational laws
about any three HFEs h, h1 and h2 are given as follows:

1. hλ =⋃γ∈h
{
γ λ
}
;

2. λh =⋃γ∈h
{
1 − (1 − γ )λ

}
;

3. h1 ⊕ h2 =⋃γ1∈h1,γ2∈h2 {γ1 + γ2 − γ1γ2};
4. h1 ⊗ h2 =⋃γ1∈h1,γ2∈h2 {γ1γ2}.

2.2 Fuzzy linguistic approaches

In many practical decision-making problems, it is suitable
and straightforward when the decision makers express their
opinions by using linguistic terms that are close to human’s
cognition. Therefore, the fuzzy linguistic approach (Zadeh
1975) has attracted the attention of many scholars (Herrera
and Martínez 2000; Türkşen 2002; Xu 2004; Wang and Hao
2006). Herrera and Herrera-Viedma (2000) introduced an
approach in which the experts’ opinions are taken as the
values of a linguistic variable, established by a linguistic
descriptors and its semantics. In order to deal with the lin-
guistic evaluation information, we need to translate them into
a machine manipulative format. Thus, Xu (2005) proposed a
subscript-symmetric additive linguistic term set, shown as:

S = {st |t = −τ, . . . ,−1, 0, 1, . . . , τ } (2.2)

where the mid-linguistic label s0 represents an assessment of
“indifference,” and the rest of them are placed symmetrically
around it. s−τ and sτ are the lower and upper bounds of
linguistic labels where τ is a positive integer. S satisfies the
following conditions:

1. If α > β, then sα > sβ ;
2. The negation operator is defined as: neg (sα) = s−α ,

especially, neg (s0) = s0.

For example, if we let τ = 3, then the linguistic term set
S can be taken as:

S = {s−3 = none, s−2 = very low, s−1 = low, s0

= medium,s1 = high, s2 = very high, s3 = perfect}
(2.3)

The mapping between the linguistic sets and their corre-
sponding semantics can be expressed as in Fig. 1 (Liao et al.
2014).

In addition, for the purpose of preserving all given linguis-
tic information,Xu (2005) established a continuous linguistic
term set (virtual linguistic term), which can be shown as
S̄ = {sα |α ∈ [−q, q] }, where q (q > τ) is a sufficiently
large positive integer. Liao et al. (2014) established the map-
ping between virtual linguistic terms and their corresponding
semantics as in Fig. 2.

For any two linguistic terms, sα, sβ ∈ S̄ and λ, λ1, λ2 ∈
[0.1], the following operational laws were introduced (Xu
2004):

1. sα ⊕ sβ = sα+β ;
2. λsα = sλα;
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Fig. 1 Set of seven subscript-symmetric terms with its semantics

Fig. 2 Semantics of virtual linguistic terms

3. (λ1 + λ2) sα = λ1sα ⊕ λ2sα;
4. λ

(
sα ⊕ sβ

) = λsα ⊕ λsβ .

2.3 Hesitant fuzzy linguistic term set

Based on the idea of HFS and some linguistic term sets, the
concept of HFLTS (Rodríguez et al. 2012) can be proposed:

Definition 2.4 (Rodríguez et al. 2012) Let S = {s0, . . . , sτ }
be a linguistic term set. A hesitant fuzzy linguistic term set
(HFLTS), HS , is an ordered finite subset of the consecutive
linguistic terms of S.

The HFLTS can be used to elicit several linguistic values
for a linguistic variable. But some shortcomings appear when
we use them tomake operations. For example, for a linguistic
term set S = {s0 = none, s1 = very low, s2 = low, s3 =
medium, s4 = high, s5 = very high, s6 = perfect}, if we
operate the addition of two linguistic term, such as s2 ⊕ s3 =
s5. Clearly the sum result of the linguistic terms “low” and

“medium” is “very high,” and this is unreasonable. But if we
use the subscript-symmetric linguistic term set, shown as Eq.
(2.3), we can overcome the problem easily.

Obviously, there is no any mathematical form for HFLTS
in Definition 2.4. To overcome this incompleteness, Liao
et al. (2015) refined a novel definition of HFLTS as follows:

Definition 2.5 (Liao et al. 2015) Let xi ∈ X, i =
1, 2, . . . , N , be fixed and S = {st |t = −τ, . . . ,−1, 0, 1, ,
. . . τ } be a linguistic term set. A hesitant fuzzy linguistic
term set (HFLTS) on X , HS , is in mathematical terms of

HS = {〈xi , hS (xi )〉 |xi ∈ X } (2.4)

where hS (xi ) is a set of some values in the linguistic term set
S and can be expressed as hS (xi ) = {

sφl (xi )
∣
∣sφl (xi ) ∈ S.

l = 1, . . . , L} with L being the number of linguistic terms
in hS (xi ). hS (xi ) denotes the possible degree of the linguis-
tic variable xi to the linguistic term set S. For convenience,
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hS (xi ) is called the hesitant fuzzy linguistic element (HFLE)
and hS is the set of all HFLEs.

2.4 Bonferroni means

Firstly, Bonferroni (1950) introduced the Bonferroni mean
as follows:

Definition 2.6 (Bonferroni 1950) Let p, q ≥ 0, and
ai (i = 1, 2, . . . , n) be a collection of nonnegative numbers,
if

B p,q (a1, a2, . . . , an) =

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

n∑

i, j=1
i �= j

a p
i a

q
j

⎞

⎟
⎟
⎟
⎠

1
p+q

(2.5)

then we call B p,q the Bonferroni mean (BM).

Several properties of the BM can be shown as follows:

1. B p,q (0, 0, . . . , 0) = 0;
2. B p,q (a, a, . . . , a) = a, if ai = a, for all i ;
3. B p,q (a1, a2, . . . , an) ≥ B p,q (d1, d2, . . . , dn), i.e., B p,q

is monotonic, if ai ≥ di , for all i ;
4. min {ai } ≤ B p,q (a1, a2, . . . , an) ≤ max {ai }.

Additionally, Zhu and Xu (2013) developed a hesitant
fuzzy Bonferroni mean (HFBM) operator, which combines
the BM and hesitant fuzzy information represented by HFSs.

Definition 2.7 (Zhu and Xu 2013) Let hi (i = 1, 2, . . . , n)

be a collection of HFEs. For any p, q > 0, if

HFBp,q (h1, h2, . . . , hn)

=

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

(
h p
i ⊗ hqj

)

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q

(2.6)

then we call HFBp,q a hesitant fuzzy Bonferroni mean
(HFBM).

3 Bonferroni means for hesitant fuzzy linguistic
terms

3.1 Equivalent transformation functions

Zhang and Qi (2013) defined two equivalent transformation
functions between the HFLTS and the HFS as shown in Def-
inition 3.1:

Definition 3.1 (Zhang and Qi 2013) Let S = {s0, s1, . . . ,
sg−1

}
be a finite and totally ordered discrete linguistic

label set, hS = {sα |α ∈ [0, g − 1] } be a HFLE, and H =
{γ |γ ∈ [0, 1] } be a HFS. The linguistic variable sα that
expresses the equivalent information to the membership
degree γ is obtained with the following function f :

f : [0, g − 1] → [0, 1] , f (sα) = α

g − 1
= γ

Similarly, the membership degree γ that expresses the
equivalent information to the linguistic variable sα is obtained
with the following function f −1:

f −1 : [0, 1] → [0, g − 1] , f −1 (γ ) = sγ×(g−1) = sα

In this paper, we mainly discuss the subscript-symmetric
additive linguistic termset, denotedby S = {st |t = −τ, . . . ,

−1, 0, 1, . . . , τ }, which is different from the totally ordered
discrete linguistic label set. Then,we need to define twonovel
transformation functions between the HFLTS and the HFS:

Definition 3.2 Let S = {st |t = −τ, . . . ,−1, 0, 1, . . . , τ }
be a finite and totally ordered discrete linguistic term set,
hS = {st |t ∈ [−τ, τ ] } be a HFLE, and H = {γ |γ ∈ [0, 1] }
be a HFS. Then, the linguistic variable st that expresses
the equivalent information to the membership degree γ is
obtained with the following function g:

g : [−τ, τ ] → [0, 1] , g (st ) = t

2τ
+ 1

2
= γ

Besides, we can get this function as:

g : [−τ, τ ] → [0, 1] ,

g (hS) =
{

g (st ) = t

2τ
+ 1

2
|t ∈ [−τ, τ ]

}

= hγ

Additionally, the membership degree γ that expresses the
equivalent information to the linguistic variable st is obtained
with the following function g−1:

g−1 : [0, 1] → [−τ, τ ] , g−1 (γ ) = s(2γ−1)τ = st

Similar to the analyses above, we get

g−1 : [0, 1] → [−τ, τ ] ,

g−1 (hγ

) =
{
g−1 (γ ) = s(2γ−1)τ |γ ∈ [0, 1]

}
= hS

Furthermore, in order to compare any two HFLEs, in the
following we define the corresponding score function based
on the transformation functions in Definition 3.2:
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Definition 3.3 Let hS = {st |t ∈ [−τ, τ ] } be a HFLE, then

s (hS) = 1

l

l∑

i=1

st∈hS g (st )

can be called the score function of hS , where l is the number
of the elements of hS . Therefore,

1. If s
(
hS1
)

< s
(
hS2
)
, then hS1 is smaller than hS2 , denoted

by hS1 ≺ hS2 .
2. If s

(
hS1
) = s

(
hS2
)
, then hS1 is equal to hS2 , denoted by

hS1 = hS2 .

3.2 Hesitant fuzzy linguistic Bonferroni means operator

Based on these two equivalent transformation functions
described in Definition 3.2, we can develop an aggregation
operator for hesitant fuzzy linguistic information:

Definition 3.4 Let hSi (i = 1, 2, . . . , n) be a collection of
HFLEs, For any p, q > 0, if

HFLBp,q (hS1 , hS2 , . . . , hSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

((
g
(
hSi
))p ⊗ (g (hSj

))q)

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

(3.1)

then we call HFLBp,q a hesitant fuzzy linguistic Bonferroni
mean (HFLBM) operator.

Clearly, based on the equivalent transformation function
g defined in Definition 3.2, the g

(
hSi
)
and g

(
hSj
)
can be

translated into two HFSs hi and h j :

HFLBp,q (hS1, hS2 , . . . , hSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

(hi )
p ⊗ (h j

)q

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

(3.2)

Obviously,

⎛

⎜
⎜
⎝

1
n(n−1)

⎛

⎜
⎜
⎝

n⊕

i, j=1
i �= j

(hi )p ⊗ (h j
)q

⎞

⎟
⎟
⎠

⎞

⎟
⎟
⎠

1
p+q

is the HFBM

operator, and we can calculate the result of the HFBM oper-
ator, which is a HFS by the operations on HFSs. Finally,
we use the other equivalent transformation function g−1 to
transform the HFS into the HFLE. So the aggregated result
of Eq. (3.1) must be a HFLE.

Theorem 3.1 Let p, q > 0, and hSi (i = 1, 2, . . . , n) be a
collection of HFLEs, then the aggregated value by using the
HFLBM is a HFLE, and

HFLBp,q (hS1, hS2 , . . . , hSn
) =

⋃

ξi, j∈σi, j ,i �= j

×

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(3.3)

where σi, j = (hi )p ⊗ (
h j
)q

reflects the interrelationship
between hSi and hSj , i, j = 1, 2, . . . , n; i �= j .

Proof Firstly, we can make the equivalent transformation
between the HFLEs hSi (i = 1, 2, . . . , n) and the HFEs
hi (i = 1, 2, . . . , n) by Definition 3.2, namely Eq. (3.1) can
be translated into Eq. (3.2). Then, we can get

σi, j = (hi )
p ⊗ (h j

)q =
⋃

ξi, j∈σi, j

{
ξi, j
} =

⋃

γi∈hi ,γ j∈h j

{
γ
p
i γ

q
j

}

(3.4)

Thus, Eq. (3.1) can be written as

HFLBp,q (hS1 , hS2 , . . . , hSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σi, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

(
1

n (n − 1)
σi, j

)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

⋃

ξi, j∈σi, j

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1 −
n∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

=
⋃

ξi, j∈σi, j ,i �= j

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

which completes the proof. �
Anexample is given below to show the calculation process

of the HFLBM operator:

Example 3.1 Let S = {st | t = −τ, . . . ,−1, 0, 1, . . . , τ } be
a subscript-symmetric additive linguistic term set and τ = 3,
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hS1 = {s−1, s0} and hS2 = {s0, s1, s2} be two HFLEs. Then,
we can aggregate them by using the HFLBM operator.

If p = 1 and q = 0, then

h1 = g
(
hS1
) =

{

g (st ) = t

2 × 3
+ 1

2
|t ∈ [−3, 3]

}

=
{ −1

2 × 3
+ 1

2
,

0

2 × 3
+ 1

2

}

=
{
1

3
,
1

2

}

h1 = g
(
hS2
) =

{

g (st ) = t

2 × 3
+ 1

2
|t ∈ [−3, 3]

}

=
{

0

2 × 3
+ 1

2
,

1

2 × 3
+ 1

2
,

2

2 × 3
+ 1

2

}

=
{
1

2
,
2

3
,
5

6

}

σ1,2 = (h1)
1 ⊗ (h2)

0 =
⋃

γi∈hi ,γ j∈h j

{
γ
p
i γ

q
j

}

=
{
1

3
,
1

2

}

σ2,1 = (h2)
1 ⊗ (h1)

0

=
⋃

γi∈hi ,γ j∈h j

{
γ
p
i γ

q
j

}
=
{
1

2
,
2

3
,
5

6

}

HFLB1,0 (hS1 , hS2
)

=
⋃

ξi, j∈σi, j ,i �= j

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎝
1 −

2∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

= g−1
(

1 − (1 − σ1,2
) 1
2
(
1 − σ2,1

) 1
2

)

= g−1 ({0.4226, 0.5, 0.5286, 0.5918, 0.6667, 0.7113})
= {s−0.46, s0, s0.17, s0.55, s1, s1.27}

Obviously, we can change the values of p and q based
on the actual requirements. In addition, we can further
investigate the properties of the HFLBM operator, such as
monotonicity, boundedness and commutativity.

Theorem 3.2 (Monotonicity). Let hSa =
{
hSa1 , hSa2 ,

. . . , hSan

}
and hSb =

{
hSb1 , hSb2 , . . . , hSbn

}
be two col-

lections of HFLEs. If for any stai ∈ hSai and stbi ∈ hSbi , we
have stai ≤ stbi for any i , then

HFLBp,q
(
hSa1 , hSa2 , . . . , hSan

)

≤ HFLBp,q
(
hSb1 , hSb2 , . . . , hSb2

)
(3.5)

Proof Based on Definition 3.2, we can transform all HFLEs
into HFSs, namely

g : [−τ, τ ] → [0, 1] , g
(
stθi

)
= tθi

2τ
+ 1

2
= γθi ,

g : [−τ, τ ] → [0, 1] , g
(
hSθi

)

=
{

g
(
stθi

)
= tθi

2τ
+ 1

2

∣
∣tθi ∈ [−τ, τ ]

}

= hθi ,

where i = 1, 2, . . . , n and θ = a and b. Then, for any
γθi ∈ hθi , we obtain γai ≤ γbi , and

HFLBp,q
(
hSa1 , hSa2 , . . . , hSan

)

= g− (HFBp,q (ha1, ha2 , . . . , han
))

≤ HFLBp,q
(
hSb1 , hSb2 , . . . , hSbn

)

= g−1 (HFBp,q (hb1, hb2 , . . . , hbn
))

Similarly, for any γai ∈ hγai
and γbi ∈ hγbi

, i �= j , we have

γai γa j ≤ γbi γb j (3.6)

So for any ξai, j ∈ σai, j and ξbi, j ∈ σbi, j , i �= j , we can get
ξai, j = γ

p
ai γ

q
a j ≤ ξbi, j = γ

p
bi

γ
q
b j
. It follows

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξai, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q

≤

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξbi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q

(3.7)

Based on Definition 3.4 and Theorem 3.1, we can get

HFLBp,q
(
hSa1 , hSa2 , . . . , hSan

)

= g−1 (HFBp,q (ha1 , ha2 , . . . , han
))

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σai, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

⎞

⎟
⎟
⎟
⎟
⎠

=
⋃

ξai, j ∈σai, j ,i �= j

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξai, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

≤
⋃

ξbi, j ∈σbi, j ,i �= j

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξbi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭
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= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σbi, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

⎞

⎟
⎟
⎟
⎟
⎠

= g−1 (HFBp,q (hb1 , hb2 , . . . , hbn
))

= HFLBp,q
(
hSb1 , hSb2 , . . . , hSbn

)
(3.8)

which completes the proof. �

Theorem 3.3 (Boundedness). Let hSi (i = 1, 2, . . . , n) be
a collection of HFLEs, h+

Si
= ⋃

si∈hSi max {si } and h−
Si

=
⋃

si∈hSi min {si }, s+
i ∈ h+

Si
, s−

i ∈ h−
Si
, then

h−
Si

≤ HFLBp,q (hS1 , hS2 , . . . , hSn
) ≤ h+

Si
(3.9)

Proof Based on Definition 3.2, we can transform all HFLEs
into HFSs, namely

g : [−τ, τ ] → [0, 1] , g (si ) = i

2τ
+ 1

2
= γi

and

g : [−τ, τ ] → [0, 1] , g
(
hSi
) = {g (si )

= i

2τ
+ 1

2
|i ∈ [−τ, τ ]

}

= hi

where γi ∈ hi (i = 1, 2, . . . , n). So there are γ +
i ∈ h+

i ,
γ −
i ∈ h−

i and γ −
i ≤ γi ≤ γ +

i , for all i . Then,

(
γ −
i

)p+q ≤ γ
p
i γ

q
j ≤ (γ +

i

)p+q
(3.10)

In addition, σi, j =
(
h p
i ⊗ hqj

)
= ⋃

ξi, j∈σi, j

{
ξi, j
} =

⋃
γi∈hi ,γ j∈h j

{
γ
p
i γ

q
j

}
. Then, we have

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − ξi, j

)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

≥

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − (γ +

i

)p+q
)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

= 1 − (γ +
i

)p+q
(3.11)

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − ξi, j

)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

≤

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − (γ −

i

)p+q
)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

= 1 − (γ −
i

)p+q
(3.12)

Therefore

⎛

⎜
⎜
⎜
⎜
⎝
1 −

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − ξi, j

)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

⎞

⎟
⎟
⎟
⎟
⎠

1
p+q

≥
(
1 −

(
1 − (γ +

i

)p+q
)) 1

p+q = γ +
i (3.13)

⎛

⎜
⎜
⎜
⎜
⎝
1 −

⎛

⎜
⎜
⎜
⎝

n∏

i, j=1
i �= j

(
1 − ξi, j

)

⎞

⎟
⎟
⎟
⎠

1
n(n−1)

⎞

⎟
⎟
⎟
⎟
⎠

1
p+q

≤
(
1 −

(
1 − (γ −

i

)p+q
)) 1

p+q = γ −
i (3.14)

Additionally, from Definition 3.4 and Theorem 3.1, we
can get

HFLBp,q (hS1 , hS2 , . . . , hSn
) = g−1 (HFB p,q (hi , h2, . . . , hn)

)

=
⋃

ξi, j∈σi, j ,i �= j

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

≥
⋃

ξ−
i, j∈σ−

i, j

{

g−1

(
(
1 −

(
1 − ξ−

i, j

)) 1
p+q

)}

=
⋃

ξ−
i, j∈σ−

i, j

{

g−1

(
(
ξ−
i, j

) 1
p+q

)}

=
⋃

γ −
i ∈h−

i

{
g−1

(
γ −
i

)}
= h−

Si
(3.15)

HFLBp,q (hS1 , hS2 , . . . , hSn
) = g−1 (HFBp,q (hi , h2, . . . , hn)

)

=
⋃

ξi, j∈σi, j ,i �= j

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − ξi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

≤
⋃

ξ+
i, j∈σ+

i, j

{

g−1
((

1 −
(
1 − ξ+

i, j

))) 1
p+q

}

=
⋃

ξ+
i, j∈σ+

i, j

{

g−1

(
(
ξ+
i, j

) 1
p+q

)}

=
⋃

γ +
i ∈h+

i

{
g−1

(
γ +
i

)}
= h+

Si
(3.16)

Then, h−
Si

≤ HFLBp,q
(
hS1, hS2 , . . . , hSn

) ≤ h+
Si
. This com-

pletes the proof.
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Theorem 3.4 (Commutativity). Let hSi (i = 1, 2, . . . , n)

be a collection of HFLEs, and
(
ḧS1, ḧS2 , . . . , ḧSn

)
be any

permutation of
(
hS1, hS2 , . . . , hSn

)
, then

HFLBp,q (hS1, hS2 , . . . , hSn
)

= HFLBp,q (ḧS1, ḧS2 , . . . , ḧSn
)

(3.17)

Proof Based on Definition 3.4 and Theorem 3.1, the HFLEs
hSi (i = 1, 2, . . . , n) can be changed into the HFEs hi
(i = 1, 2, . . . , n) equivalently. Then,

HFLBp,q (hS1, hS2 , . . . , hSn
)

= g−1 (HFBp,q (h1, h2, . . . , hn)
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σi, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

HFLBp,q (ḧS1, ḧS2 , . . . , ḧSn
)

= g−1 (HFBp,q (ḧ1, ḧ2, . . . , ḧn
))

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σ̈i, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

where σi, j = h p
i ⊗hqj and σ̈i, j = ḧ p

i ⊗ḧqj (i, j = 1, 2, . . . ,
n; i �= j). As we know, the results of σi, j and σ̈i, j are equiv-
alent when we change the places of hi (i = 1, 2, . . . , n).
Therefore, we can get

HFLBp,q (hS1, hS2 , . . . , hSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σi, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

= HFLBp,q (ḧS1, ḧS2 , . . . , ḧSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

σ̈i, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

which completes the proof. �
In Eqs. (3.1) and (3.2), the advantage of HFLBM is that it

can capture the interrelationship between HFLEs. However,
considering the interrelationship between any two HFLEs,
such as hSi and hSj , we need to introduce a concept called

“bonding satisfaction” factor on the HFS, which was defined
(see Zhu and Xu 2013) and can be shown as follows:

Definition 3.5 (Zhu and Xu 2013) Let p, q ≥ 0, and
hi (i = 1, 2, . . . , n) be a collection of HFEs, then

τi, j =
(
h p
i ⊗ hqj

)
⊕
(
h p
j ⊗ hqi

)
(3.18)

can be considered as the “bonding satisfaction” factor used
as a calculation unit, capturing the connection between hi
and h j , i, j = 1, 2, . . . , n; i �= j .

Similarly, it is easy to develop a novel “bonding satisfac-
tion” factor for HFLEs. For any two HFLEs hSi and hSj , and
let p, q > 0, then

ϑi, j = ((g (hSi
))p ⊗ (g (hSj

))q)⊕((g (hSj
))p ⊗ (g (hSi

))q)

(3.19)

can be called the novel “bonding satisfaction” factor of
HFLEs.

Utilizing this novel “bonding satisfaction” factor of
HFLEs, Eq. (3.1) can be developed into

HFLBp,q (hS1, hS2 , . . . , hSn
)

= g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝

1

n (n − 1)

⎛

⎜
⎜
⎜
⎝

n⊕

i, j=1
i �= j

ϑi, j

⎞

⎟
⎟
⎟
⎠

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

(3.20)

where ϑi, j = ((
g
(
hSi
))p ⊗ (g (hSj

))q) ⊕ ((
g
(
hSj
))p ⊗

(
g
(
hSi
))q).

Clearly, g
(
hSi
)
and g

(
hSj
)
can be translated into two

HFSs hi and h j respectively. Therefore, in the same way,
Eq. (3.3) can be changed into

HFLBp,q (hS1, hS2 , . . . , hSn
) =

⋃

κi, j∈ϑi, j ,i �= j

×

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

g−1

⎛

⎜
⎜
⎜
⎜
⎝

⎛

⎜
⎜
⎜
⎝
1 −

n∏

i, j=1
i �= j

(
1 − κi, j

) 1
n(n−1)

⎞

⎟
⎟
⎟
⎠

1
p+q
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(3.21)

where ϑi, j =
(
h p
i ⊗ hqj

)
⊕
(
h p
j ⊗ hqi

)
(i, j = 1, 2, . . . ,

n; i < j).
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Next, for theHFLBMoperator, several special cases based
on the different values of p and q can be shown as follows:

1. If q → 0, then Eqs. (3.1) and (3.3) can be reduced into

HFLBp,q (hS1, hS2 , . . . , hSn
)

= g−1

⎛

⎝

(
1

n

(
n⊕

i=1

(
g
(
hSi
))p
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1
n

) 1
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⎞

⎠

⎫
⎬

⎭
(3.22)

where hi (i = 1, 2, . . . , n) is a collection of HFEs devel-
oped from the HFLEs hSi (i = 1, 2, . . . , n). We can call
Eq. (3.22) the generalized hesitant fuzzy linguistic mean
(GHFLM) operator.

2. If p = q = 1, then Eqs. (3.1) and (3.3) can be developed
into

HFLB1,1 (hS1 , hS2 , . . . , hSn
)

= g−1
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where ξbi, j = h p
i ⊗ hqj and ϑi, j =

(
h p
i ⊗ hqj

)
⊕

(
h p
j ⊗ hqi

)
(i, j = 1, 2, . . . , n; i < j). Eq. (3.23) can

be called the hesitant fuzzy linguistic interrelated square
mean (HFLSM) operator.

3. If p = 1 and q → 0, then Eqs. (3.1) and (3.3) can be
transformed into the hesitant fuzzy linguistic averaging
(HFLA) operator:

HFLB1,0 (hS1, hS2 , . . . , hSn
)

= g−1

(
1

n

(
n⊕

i=1

g
(
hSi
)
))

=
⋃

γi∈hi

{

g−1

(

1 −
n∏

i=1

(1 − γi )
1
n

)}

(3.24)

4. If p = 2 and q → 0, then Eqs. (3.1) and (3.3) can
be transformed into the hesitant fuzzy linguistic square
mean (HFLSM) operator:

HFLB2,0 (hS1, hS2 , . . . , hSn
)

= g−1
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3.3 Weighted hesitant fuzzy linguistic Bonferroni means
operator

When dealing with someMCDMproblems, it is necessary to
consider the importance degrees of different criteria. Thus,
in the following, we develop a weighted hesitant fuzzy lin-
guistic Bonferroni means operator:

Definition 3.6 Let p, q > 0 and hSi (i = 1, 2, . . . , n) be a
collection of HFLEs, and let ω = (ω1, ω2, . . . , ωn) be the
weight vector of them, where ωi ∈ [0, 1], and

∑n
i=1 ωi = 1.

If

WHFLBp,q
ω

(
hS1 , hS2 , . . . , hSn

)

= g−1
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then the WHFLBp,q
ω can be called a weighted hesitant fuzzy

linguistic Bonferroni mean (WHFLBM) operator.

For
(
g
(
ωi hSi

))p ⊗ (
g
(
ω j hS j

))q , let g
(
ωi hSi

) = hωi
i ,

then σω
i, j = (hωi

i

)p ⊗
(
h

ω j
j

)q
, so we can extend Theorem 3.4

into Theorem 3.5 based on Eq. (3.26):

Theorem 3.5 Let p, q > 0 and hSi (i = 1, 2, . . . , n) be a
collection of HFLEs, and let ω = (ω1, ω2, . . . , ωn) be the
weight vector of them, where ωi ∈ [0, 1], and

∑n
i=1 ωi = 1,

the aggregated value of the WHFLBM operator is a HFLE,
and

WHFLBp,q
ω

(
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(3.27)
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Table 1 Hesitant fuzzy
linguistic decision matrix

c1 c2 . . . cn

y1 hS11 hS12 . . . hS1n
y2 hS21 hS22 . . . hS2n
.
.
.

.

.

.
.
.
.

. . .
.
.
.

ym hSm1 hSm2 . . . hSmn

where σω
i, j = (hωi

i

)p ⊗
(
h

ω j
j

)q
reflects the interrelationship

between hωi
i and h

ω j
j (i, j = 1, 2, . . . , n; i �= j).

4 The application of the HFLBM and WHFLBM
operators

Based on the HFLBM and WHFLBM operators, in the fol-
lowing, an approach is developed to deal with the MCDM
problems with hesitant fuzzy linguistic information:

Step 1. For a MCDM problem, let A = {a1, a2, . . . , am}
be a set of m alternatives, and C = {c1, c2, . . . , cn}
be a set of n criteria. The weight vector of these cri-
teria is ω = (ω1, ω2, . . . , ωn), satisfying ω j > 0,
j = 1, 2, . . . , n, and

∑n
j=1 ω j = 1. During the

process of decision making, the decision makers provide
all their evaluation values that the alternative ai satis-
fies the criterion c j represented by the HFLEs hSi j =
⋃

si j∈hSi j
{
si j
}

(i = 1, 2, . . . ,m; j = 1, 2,

. . . , n). All theHFLEs are contained in the hesitant fuzzy
linguistic decision matrix H = (

hSi j
)
m×n

shown as in
Table 1.

As we know, there exist two kinds of criteria: the benefit-
type criteria and the cost-type criteria. Generally, we need
to translate the cost-type criteria into the benefit-type criteria
for handling the decision-making problemsmore reasonable.
Therefore, we can transform the hesitant fuzzy linguistic
decision matrix H = (

hSi j
)
m×n

into a normalized matrix

K = (kSi j
)
m×n

, where

kSi j =
⋃

si j∈kSi j
=
{{

si j
}
, for benefit criterion c j{

1 − si j
}
, for cos t criterion c j

,

i = 1, 2, . . . ,m; j = 1, 2, . . . , n

Step 2 Utilize the HFLBM or WHFLBM operator to
aggregate allHFLEs kSi j ( j = 1, 2, . . . , n) in the i-th line
of the normalized matrix K = (

kSi j
)
m×n

; then, we can
get the overall performance values ki (or k′

i ) correspond-
ing to the alternative ai :

ki = WHFLBp,q (kSi1, kSi2 , . . . , kSin
)
,

k′
i = WHFLBp,q

ω

(
kSi1, kSi2 , . . . , kSin

)

Step 3 Calculate the score values s (ki ) (i = 1, 2, . . . , n)

of all the performancevalues ki (or k′
i ) (i = 1, 2, . . . , n)

based on Definition 3.3. Then, the ranking order of all the
score values can be obtained, and the optimal alternative
can also be selected.

A practice case study is given below to illustrate the appli-
cation of the HFLBM and WHFLBM operators:

Example 4.1 The environmental pollution in China is more
and more serious, especially since 2013 when plenty of the
extremeweather conditions, such as haze, are appearing. The
haze leads the super-scale of outdoor air particulate mat-
ter (PM2.5) to 95.5% in 74 cities on air quality detection.
Almost one-fifth reasons of infecting lung cancer are related
to the atmosphere pollution. The deteriorating environment
puts forward new challenges to people on the optimal alloca-
tion of limited healthcare resources in China. Furthermore,
we are also faced with amounts of unsolved traditional
healthcare problems in current stage, such as the population
aging, the increasing healthcare costs and benefit reduced.
With the limited medical resources, China has to face these
tough problems and challenges that are how to optimize the
resource allocation and enhance the benefit about resource
input andoutput. Therefore,weneed to change the old health-
care system and establish a novel personalized healthcare
system. Considering the relationship between environment
and medical health, we need to conduct the whole society
resource management research included in a wisdom med-
ical health system. In recent years, some domestic hospitals
in China have started to do such type of work.

To do so, we should consider three main criteria to deter-
mine which hospital is the best one. Firstly, we should
consider the environmental factor of medical and health ser-
vice, denoted byC1,which includes two sub-criteria:medical
and health service demand factors (C11) and demand fore-
casting (C12). The next criterion is personalized diagnosis
and treatment decision-making optimization, denoted byC2.
There are three sub-criteriawhich are the prognosis of disease
prevention and decisions (C21), disease diagnosis decision
making (C22) and the basic treatment decisions (C23). The
final criterion (C3) is the social resource allocation opti-
mization under the pattern of wisdom medical and health
services, whose sub-criteria are monomer hospital internal
resource optimizing configuration (C31) and collaborative
optimization configuration between all level medical institu-
tions (C32).

Nowwe consider four hospitals in China, namely theWest
China Hospital of Sichuan University (A1), the Huashan
Hospital of Fudan University (A2), the Union Medical Col-
lege Hospital (A3) and the Chinese PLA General Hospital
(A4). Based on the three main criteria and several sub-
criteria, we can use the HFLTSs to evaluate every criterion
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Table 2 Evaluation values of four hospitals

C1 C2 C3

A1 〈x11, {s0, s1}〉 〈x12, {s2}〉 〈x13, {s−1, s0}〉
A2 〈x21, {s1}〉 〈x22, {s−1, s0}〉 〈x23, {s2}〉
A3 〈x31, {s1}〉 〈x32, {s1, s2}〉 〈x33, {s2, s3}〉
A4 〈x41, {s2}〉 〈x42, {s0, s1}〉 〈x43, {s1}〉

of these hospitals. The invited experts give their evaluations,
which constitute the hesitant fuzzy linguistic decision matrix
K = (kSi j

)
m×n

as shown in Table 2.
Firstly, utilizing the approach based on the HFLBM oper-

ator to make the decision. The first step has been introduced
as above, so we calculate the aggregated values from Step 2.

Step 2. Suppose that p = 1 and q = 1, then uti-
lizing the HFLBM operator to aggregate all HFLEs
kSi j ( j = 1, 2, 3, 4) of the i-th line included in the matrix
K = (

kSi j
)
m×n

, we get the overall performance values
ki (i = 1, 2, . . . , n) corresponding to the alternatives
yi (i = 1, 2, . . . , n). When i = 1, then

k1 = HFLB1,1 (hS11, hS12 , hS13
) =

⋃

ξi, j∈σi, j ,i �= j

×

⎧
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⎛

⎜
⎜
⎜
⎜
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(
1 − ξi, j

) 1
6

⎞

⎟
⎟
⎟
⎠

1
2
⎞

⎟
⎟
⎟
⎟
⎠

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

= g−1 {0.5223, 0.5262, 0.0.5283, . . . , 0.6267,
0.6295, 0.6356}

= {s0.13, s0.16, s0.17, . . . , s0.76, s0.78, s0.81}

Similarly, the others can be calculated as:

k2 = HFLB1,1 (hS21, hS22 , hS23
)

= g−1 {0.6085, 0.6215, 0.6263, 0.0.6339, 0.6384,
0.6430, 0.6501, 0.6545, 0.6655}

= {s0.65, s0.73, s0.76, s0.80, s0.83, s0.86, s0.90, s0.93, s0.99}
k3 = HFLB1,1 (hS31, hS32 , hS33

)

= g−1 {0.7219, 0.7339, 0.7373, . . . , 0.8284,
0.8334, 0.8419}

= {s1.28, s1.40, s1.42, . . . , s1.97, s2.00, s2.05}
k4 = HFLB1,1 (hS41, hS42 , hS43

)

= g−1 {0.6654, 0.6779, 0.6837, 0.6897, 0.6953,
0.7008, 0.7064, 0.7116, 0.7219}

= {s0.99, s1.07, s1.10, s1.14, s1.17, s1.20, s1.24, s1.27, s1.33}

Step 3. Calculate the score values of ki (i = 1, 2, 3, 4),
which are s (k1) = 0.5820, s (k2) = 0.6380, s (k3) = 0.7808
and s (k4) = 0.6948, respectively. Then, the ranking order
is: s (k3) � s (k4) � s (k2) � s (k1). So the best hospital is
Union Medical College Hospital.

In the above calculation process, we only consider the
interrelationship of each criteria and do not consider their
weights. So the importance degrees of these criteria are not
reflected. Next, we add the weight vector ω = (0.3, 0.2, 0.5)
into these three criteria; then, we can obtain the aggregation
values by Eq. (3.27) as follows:

Step 2. We also let the p = 1 and q = 1, then

k′
1 = WHFLB1,1

ω

(
hS11 , hS12 , hS13

) =
⋃

ξω
i, j∈σω

i, j ,i �= j

×
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) 1
6
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= g−1 {0.4967, 0.5001, 0.5034, . . . , 0.6138,
0.6159, 0.6193}

= {
s−0.02, s0, s0.02, . . . , s0.68, s0.70, s0.72

}

k′
2 = WHFLB1,1

ω

(
hS21 , hS22 , hS23

)

= {0.6584, 0.6603, 0.6620, . . . , 0.7487, 0.7499, 0.7512}
= {s0.95, s0.96, s0.97, . . . , s1.49, s1.50, s1.51}

k′
3 = WHFLB1,1

ω

(
hS31 , hS32 , hS33

)

= {0.5824, 0.5848, 0.5856, . . . , 0.6182, 0.6196, 0.6204}
= {s0.49, s0.51, s0.52, . . . , s0.71, s0.72, s0.722}

k′
4 = WHFLB1,1

ω

(
hS41 , hS42 , hS43

)

= {0.5608, 0.5635, 0.5637, . . . , 0.5692, 0.5694, 0.5721}
= {s0.36, s0.38, s0.382, . . . , s0.415, s0.416, s0.433}

Step 3. Similarly, by calculating the score values of
k′
i (i = 1, 2, 3, 4), i.e., s

(
k′
1

) = 0.5446, s
(
k′
2

) =
0.7065, s

(
k′
3

) = 0.6016, and s
(
k′
4

) = 0.5665.
Comparing the sizes of these four score values of
k′
i (i = 1, 2, 3, 4), the ranking order is: s (k2) � s (k3) �
s (k4) � s (k1). So the best hospital is Huashan Hospital
of Fudan University.

For these two aggregation and selection operations about
the MCDM problem, we make the following analyses:

1. Clearly, the optimal selection results about these two
kinds of aggregation method are different. The main
reason is that these two kinds of methods utilize two dif-
ferent aggregation operators. The second computational
method adopts the WHFLBM operator which considers
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the effect of theweights, while theHFLBMoperator does
not consider the weights of criteria. As we know, it is
impossible that every criterion has the same importance
degree in real life, so it is necessary for us to give weight
to each criterion. Therefore, the WHFLBM operator is
more reasonable and accurate than the HFLBM operator.

2. For these two aggregation operators, both of them have
the variable numbers p and q. In fact, when changing
the values of p and q, the importance degrees of the
corresponding base numbers also must be changed, so
the result of σi, j = h p

i ⊗ hqj should be different. In the
above example, the values of p and q are p = 1 and
q = 1. Of course, we can take many different values for
p and q according to the actual circumstances.

3. Both of the two aggregation operators have one common
characteristic, that is, they can consider the interrela-
tionship between two criteria. So we do not ignore any
information when combining any two criteria in the
process of decision making.

In the following, we discuss one previous aggregation
operator, the hesitant fuzzy linguistic weighted averaging
(HFLWA) operator (Zhang and Qi 2013), to make some
comparisons with the WHFLBM operator and the HFLBM
operator. The definition of the HFLWA operator is shown as
follows:

Definition 4.1 (ZhangandQi2013)LethSj ( j = 1, 2, . . . , n)

be a collection of HFLEs. A hesitant fuzzy linguistic
weighted averaging (HFLWA) operator is a mapping S̄n →
S̄, where S̄ = {sα j

∣
∣α j ∈ [0, g − 1]

}
such that

HFLWA
(
hS̄1 , h

S̄
2 , . . . , hS̄j , . . . , h

S̄
n

)
=

n⊕

j=1

(
ω j h

S̄
j

)

= f

⎛

⎜
⎝

⋃

sα1∈hS̄1 ,sα2∈hS̄2 ,...,sαn ∈hS̄n

⎧
⎨

⎩
1 −

n∏

j=1

(
1 − f −1 (sα j

))ω j

⎫
⎬

⎭

⎞

⎟
⎠

(4.1)

where ω = (ω1, ω2, . . . , ωn) is the weight vector of
hS̄j ( j = 1, 2, . . . , n) with ω j ∈ [0, 1] and

∑n
j=1 ω j = 1.

The HFLWA operator is based on the concept of HFLTS
(Rodríguez et al. 2012), which is different from what we
discuss in this paper. The linguistic term set in Defin-
ition 4.1 can be denoted by S = {s0, . . . , sτ }, while
this paper mainly discusses the subscript-symmetric addi-
tive linguistic term set, which can be shown as S =
{st |t = −τ, . . . ,−1, 0, 1, . . . , τ }. However, these two kinds
of linguistic term sets can be made by equivalent transforma-
tion, so it is necessary to transform the HFLEs included in
Table 2 into another form for utilizing the HFLWA operator
better.

Table 3 Transformed hesitant fuzzy linguistic decision matrix

C1 C2 C3

A1 〈x11, {s3, s4}〉 〈x12, {s5}〉 〈x13, {s2, s3}〉
A2 〈x21, {s4}〉 〈x22, {s2, s3}〉 〈x23, {s5}〉
A3 〈x31, {s4}〉 〈x32, {s4, s5}〉 〈x33, {s5, s6}〉
A4 〈x41, {s5}〉 〈x42, {s3, s4}〉 〈x43, {s4}〉

When obtaining all the aggregation values by using the
HFLWA operator, it is important to compare them, and thus,
the next method is necessary:

Definition 4.2 (Zhang and Qi 2013) For a HFLE hS ,

s (hS) = 1
n

(∑n
j=1 sα j ∈hS f

(
sα j

))
is called the score func-

tion of hS , where n is the number of the elements in hS ,

1. If s
(
h1S
)

< s
(
h2S
)
, then h1S is smaller than h2S , denoted

by h1S ≺ h2S ;
2. If s

(
h1S
) = s

(
h2S
)
, then h1S is equal to h2S , denoted by

h1S = h2S .
Successively,we canutilize theHFLWAoperator to aggre-

gate theHFLEs included inTable 3 and decidewhich hospital
is optimal.

Step 1. Utilize the HFLWA operator to aggregate the
HFLEs included in Table 3:

k′′
1 = HFLWA

(
hS̄1 , h

S̄
2 , h

S̄
3 , h

S̄
3

)
=

4⊕

j=1

(
ω j h

S̄
j

)

= f −1

⎛

⎜
⎝

⋃

sα1∈hS̄1 ,sα2∈hS̄2 ,...,sαn ∈hS̄n

⎧
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⎩
1 −

n∏

j=1

(
1 − f

(
sα j

))ω j

⎫
⎬

⎭

⎞

⎟
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= {0.5633, 0.5896, 0.5987, 0.6446} = {s3.22, s3.54, s3.59, s3.87}
k′′
2 = {0.7293, 0.7444} = {s4.38, s4.47}
k′′
3 = {0.7643, 0.7948, 1} = {s4.59, s4.77, s6}
k′′
4 = {0.7064, 0.7293} = {s4.24, s4.38}.

Step 2. Utilizing the score function introduced in Defin-
ition 4.2, we get the score values of these four alternatives:
s
(
k′′
1

) = 0.5991, s
(
k′′
2

) = 0.7369, s
(
k′′
1

) = 0.8530, and
s
(
k′′
1

) = 0.7179.

Step 3. Based on the score values obtained in Step 2, we
can get the ranking of them: s

(
k′′
3

) � s
(
k′′
2

) � s
(
k′′
4

) �
s
(
k′′
1

)
. So the UnionMedical College Hospital is the optimal

choice.
Clearly, we can find that these two examples have differ-

ent results by utilizing three different aggregation operators.
Some advantages and drawbacks about the HFLBMoperator
and the WHFLBM operator can be summarized as follows:

1. Firstly, we utilize three different aggregation opera-
tors to aggregate the given linguistic information. They
have different forms and their focuses are different. The
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HFLBM operator does not consider the weight of each
criterion, which is themain drawback. TheHFLWAoper-
ator considers the importance degree of each criterion
and gives the weights of them, but it is just a sim-
ple weighted average operator and it does not consider
the interrelationships among the criteria. However, the
WHFLBMoperator not only considers the significance of
the weights of all criteria, but also considers the interrela-
tionships among the criteria, that is to say, theWHFLBM
is more reasonable to deal with such a situation.

2. The linguistic term sets sometimes are very important
in decision making. In these two examples, we have
utilized two kinds of linguistic term sets. One is the
subscript-symmetric additive linguistic term set, which
was introduced by Yu et al. (2012), and we have mainly
used it in this paper. The other one can be denoted by
S = {s0, . . . , sτ }, which has many shortcomings as it
is unreasonable when calculating the additive operations
among different linguistic terms. For example, if one lin-
guistic term set is

S = {s0 = worst, s1 = very bad, s2 = bad,

s3 = medium, s4 = good, s5 = very good,

s6 = best}

then s2 + s4 = s6, that is to say, the result of the
“bad” adding the “good” is “best.” Obviously, it is
unreasonable. Therefore, the subscript-symmetric addi-
tive linguistic term set is more convincing. Hence, the
HFLBM operator and the WHFLBM operator are better
than the HFLWA operator.
We have mainly discussed the advantages of the HFLBM

operator and the WHFLBM operator. However, there also
exists one main drawback about these two operators. Dur-
ing the process of aggregations, we have to omit some data
because too many data are calculated, such as k1, k′

1 and so
on. Obviously, the final result will be inaccurate if we omit
some data. So in the future work, it needs to develop some
methods to avoid this issue.
5 Conclusions

In this paper, we have introduced two novel aggregation oper-
ators, i.e., the HFLBM operator and theWHFLBM operator.
Firstly, we have defined two kinds of equivalent transforma-
tion functions, which can be used to do the transformation
between the HFLTS and the HFS. Afterward, we have intro-
duced the HFLBM operator and discussed its score function
and properties. Next, considering the weight information of
each criterion, the WHFLBM has been established. Finally,
we have applied these two aggregation operators to develop
an approach to MCDM with hesitant fuzzy linguistic infor-
mation and made a practical case study concerning how to
choose the best hospital about conducting the whole society

resource management research included in a wisdom med-
ical health system. Several comparisons have been analyzed
to show the advantages and disadvantages of the aggrega-
tion operators and the MCDM approach. In the future, we
will focus on establishing the decision support system based
on our MCDM approach and give its application in real life
decision making with hesitant fuzzy linguistic information.
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Appendix

See Table 4.

Table 4 Abbreviations and their full names

Abbreviation Full name

MCDM Multiple criteria decision making

FSs Fuzzy sets

IFSs Intuitionistic fuzzy sets

IVIFNs Interval-valued intuitionistic fuzzy sets

HFSs Hesitant fuzzy sets

HFEs Hesitant fuzzy elements

HFLTSs Hesitant fuzzy linguistic term sets

VIKOR Vlsekriterijumska optimizacija i kompromisno
resenje in serbian, meaning multi-criteria
optimization and compromise solution)

HFL-TOPSIS Hesitant fuzzy linguistic technique for order
preference by similarity to an ideal solution

BM Bonferroni mean

HFLEs Hesitant fuzzy linguistic elements

HFLBM Hesitant fuzzy linguistic Bonferroni mean

WHFLBM Weighted hesitant fuzzy linguistic Bonferroni mean
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