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Abstract The dynamic Web, which contains huge number
of digital documents, is expanding day by day. Thus, it has
become a tough challenge to search for a particular document
from such a large volume of collections. Text classification
is a technique which can speed up the search and retrieval
tasks and hence is the need of the hour. Aiming in this direc-
tion, this study proposes an efficient technique that uses the
concept of connected component (CC) of a graph and Word-
net along with four established feature selection techniques
[e.g., TF-IDF, Chi-square, Bi-Normal Separation (BNS) and
Information Gain (IG)] to select the best features from a
given input dataset in order to prepare an efficient training
feature vector. Next, multilayer extreme learning machine
(ML-ELM) (which is based on the architecture of deep
learning) and other state-of-the-art classifiers are trained on
this efficient training feature vector for classification of text
data. The experimental work has been carried out on DMOZ
and 20-Newsgroups datasets. We have studied the behavior
and compared the results of different classifiers using these
four important feature selection techniques used for classi-
fication process and observed that ML-ELM achieved the
maximum overall F-measure of 72.28 % on DMOZ dataset
using TF-IDF as the feature selection technique and 81.53 %
on 20-Newsgroups dataset using BNS as the feature selection
technique compared to other state-of-the-art classifiers which
signifies the usefulness of deep learning used by ML-ELM
for classifying the text data. Experimental results on these
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benchmark datasets show the stability and effectiveness of
our approach over other competing approaches.

Keywords Connected component - Deep learning - Extreme
learning machine - Feature selection - Multilayer extreme
learning machine

1 Introduction

The Web has indexed at least 4.76 billion of documents.'
Organizing these documents on the Web in an effective man-
ner is the real challenge for the present search engine. The
ultimate aim of the search engine is to satisfy the internet
user who is looking for the desired information every time
he queries. The most time-consuming job is searching these
informations in the net. If this happens efficiently, then the
user can effectively absorb and use the knowledge of the
documents. Text classification is an attempt in this direction,
which not only reduces the searching time but also makes
available the required information to the user for which he
is looking for. It is a vital topic in machine learning where
learning is done over the text. Classification is a well-known
machine learning technique where the set of label datasets
is used to trained the classifier before it is applied to the test
dataset for deciding the target class. Based on the number of
classes used in the process, classification can be broadly clas-
sified into two categories: binary classification where a test
instance is categorized into one of two predefined classes
and multi-class classification where the test instance deals
with more than two classes. In order to classify the text data
more effectively, selection of top features is highly essential
and this in turn generates a technique called feature selection

! http://www.worldwidewebsize.com/.
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upon which the generalization capability of a machine learn-
ing algorithm depends. The performance of the classifiers
depends on how robust the feature vector is. Feature selec-
tion involves reducing the number of features by selecting a
subset of it which would help in building the required model.
It is important in text classification for two main reasons:

1. Effective number of features are reduced, and hence,
training the classifier will consume less network band-
width, time and storage in the training phase.

2. Classification errors due to noise features are eliminated,
and thus, accuracy of classification process improves.

Generally, the feature selection methods are either unsuper-
vised or supervised. As the name suggests ‘unsupervised’ and
hence no class labels are required to select the top features,
but on the other hand supervised methods do require class
labels. Some of the unsupervised feature selection meth-
ods are ‘document frequency, ‘term contribution,” ‘TF-IDF
metric, etc. Supervised feature selection methods are fur-
ther categorized into two sub-categories: accuracy-based and
correlation-based.

1. Accuracy-based: This method chooses the features which
maximize the occurrence of features in the positive class
and minimize the occurrences of the features in the neg-
ative class. Some of the existing methods are odds ratio,’
‘probability ratio,” ‘GU metric,” ‘Bi-Normal Separation
(BNS),” ‘power metric,” ‘Fisher criterion,” etc.

2. Correlation-based: This method evaluates the features
by finding the correlation of the features with the var-
ious classes and choose the features which have the
highest correlation score. For example, ‘Chi-square met-
ric,” ‘NGL coefficient,” ‘GSS coefficient,” ‘MI-judge’ and
‘Information Gain’ are some of the existing correlation-
based methods.

The techniques used for feature selection are categorized
as wrapper, filters and embedded methods. For construct-
ing a feature set, wrapper and embedded methods need the
involvement of classifier which increases the running time
and computationally intensive. But filter method does not
require any classifier interaction for preparing the feature set
and hence more preferable compared to the other two meth-
ods.

The next important thing after the feature selection which
affects the text classification process is an efficient classifier.
There are many traditional classifiers exist for text classi-
fication which includes decision trees, k-nearest neighbor,
Naive Bayes, SVM etc. But they have their own limitations,
and most of them use the shallow neural networks algorithms
in which there are certain restrictions for the capabilities to
achieve approximating the complex function. Deep learn-

@ Springer

ing has aroused interest in the past decade in many research
domains such as computer vision, automatic speech recogni-
tion and pattern recognition and recently has attracted much
attention in the field of machine learning. It is a multilayer
perception artificial neural network algorithm. There is no
such restriction found in deep learning (i.e., capabilities to
achieve approximating the complex function) which removes
the difficulty of optimization associated with the deep mod-
els (Ding et al. 2015) and achieves an approximation of
complex function. Extreme Learning Machine (Huang et al.
2006) is able to approximate any complex nonlinear map-
pings directly from the training samples, but it has shallow
architecture similar to traditional SLFNs. Hence, it may need
a large network to perfectly fit the highly variant input data,
which is difficult to implement. Recently designed multilayer
ELM (Kasun et al. 2013) is able to address this issue which
combines deep learning (i.e., ELM autoencoder) with ELM,
decomposes the original input data into multiple hidden lay-
ers and performs unsupervised learning layer-wise.

Considering that selection of informative features and effi-
cient classifier are able to generate good performance for text
classification process, this study uses ML-ELM as the clas-
sifier which earned name quickly in the field of machine
learning owing to its fast speed, easy implementation and
ability to handle a large volume of data. To prepare an effi-
cient feature vector, we have considered four standard feature
selection techniques, such as TF-IDF, Chi-square, BNS and
IG, which are generally used for text classification. The con-
cept of connected component of a graph along with the
Wordnet has been used that help us for selecting the top
features from each class of a given corpus after calculating
the TF-IDF/Chi-square/BNS/IG for each feature (i.e., key-
word) of a class. Finally, the reduced feature vector of each
class is combined together to form the final reduced fea-
ture vectors [one for each feature selection technique (i.e.,
TF-IDF, Chi-square, BNS and 1G)]. ML-ELM and other tra-
ditional classifiers including ELM and SVM are trained on
these final reduced feature vectors for the classification of
text data. The experimental work which focused on text clas-
sification process is carried out on two benchmark datasets:
DMOZ (Open Directory Project) and 20-Newsgroups. The
performance of different classifiers is compared in the exper-
imental section, and it has been observed that ML-ELM
outperforms the other established classifiers including ELM
and SVM. The empirical results show that the performance
of the proposed approach is promising compared to other
existing approaches.

The paper is outlined in this way: The literature review
based on different classification techniques used for text data
is discussed in Sect. 2. Section 3 describes different existing
feature selection techniques and model structure of ELM and
ML-ELM. The proposed approach for classifying the text
data is discussed in Sect. 4. Section 5 describes the analysis
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of empirical results and compares the proposed approach
with other existing approaches. We concluded our work with
some future enhancements in Sect. 6.

2 Literature review

Recently, ELM and ML-ELM have attracted the attention
of many researchers in the field of text classification. Work-
ing in this direction, Huang et al. (2012) in their approach
have discussed three important things. First, ELM provides
unified learning platform, second, compared to PSVM and
LS-SVM, ELM has less optimization constraints and third,
in theory ELM can classify any disjoint regions and approxi-
mate any target continuous function. Their simulation results
show that ELM has good performance and scalability at much
faster learning speed compared to SVM and LS-SVM. Bai
et al. (2014) have worked on sparse ELM and showed that
sparse ELM can reduce the training time and storage space
compared to the unified ELM. It has very good performance
with faster learning speed compared to the state-of-the-art
SVM classifier. It also has the ability to handle large-scale
binary classification compared to the unified ELM. Ding et al.
(2014) have introduced ELM and described different princi-
ples and algorithms used in ELM. In their studies, typical
variants of ELM like incremental ELM, two-stage ELM,
pruning ELM, error-minimized ELM, evolutionary ELM and
online sequential ELM have been described. They have sum-
marized the applications of ELM for classification, function
approximation, regression, pattern recognition, etc.

Very less research work has been done where ML-ELM is
used as the classifier (Ding et al. 2015; Mirzaetal. 2016; Yang
and Wu 2015; Tang et al. 2014). Many other state-of-the-art
mechanisms have also been used for text classification. A
new Web page classification based on SVM-weighted vot-
ing scheme has been proposed by Chen and Hsieh (2006).
In their work, latent semantic analysis is used to find the
hidden information from the documents and to extract text
features from each Web page. This helps the SVM to clas-
sify the Web pages. Experimental results show that their
approach is better than the traditional approaches. Wan et al.
(2012) have introduced a new text document classification,
which is a combination of k-nearest neighbor (kNN) and
SVM techniques. They have tested their approach on many
benchmark datasets, and the results show that the accuracy of
the combined approach has less impact on the values of the
parameters as compared to the traditional kNN technique.
A rough set approach to SVM classification is proposed
by Lingras and Butz (2007), which is mostly useful when
handling noisy data. Their work has proposed two new
approaches, extension (1-v-r) and (1-v-1) to SVM multi-
classification by using the boundary region in rough sets.
They have justified that extended (1-v-r) can reduce the train-

ing time of the traditional (1-v-r) approach. The experimental
results support their theoretical results. Gomez and Moens
(2012) have discussed a method to classify the Web docu-
ments into a predefined hierarchy using textual content of
the documents. They have developed a Stratified Discrimi-
nant Analysis (SDA) technique to reduce the feature vectors
of the Web documents. Rujiang et al. (2011) have suggested a
model called SUMO (The Suggested Upper Merged Ontol-
ogy) based on text classification, which is integrated with
Wordnet ontology to classify the Web pages. Experimentally
they claimed that their method can reduce the dimensionality
of the vector space and increase the performance of the text
classification. Li et al. (2012) have proposed a hierarchical-
vertical classification of framework that built a hierarchical
classifier after discovering the inherent hierarchical struc-
ture of relationships among vertical Web pages based on flat
datasets. They have used SVM using odds ratio to select dis-
criminative features which obtained best results. Klassen and
Paturi (2010) have worked on a technique for Web pages clas-
sification using keywords as the attributes from documents
and random forest learning method. Their work identifies
that the random forest learning method is better than other
state-of-the-art machine learning mechanisms for classifica-
tion.

Introducing ML-ELM which uses deep learning exten-
sively in the field of text classification can begin a new era in
the field of machine learning. Our approach has used Word-
net and connected component of the graph to select the best
features using different feature selection techniques. Experi-
mental results on two large benchmark datasets demonstrate
the effectiveness of our approach over the other existing
approaches.

3 Background
3.1 Different feature selection techniques

This section discusses the most important existing feature
selection techniques we have used in our proposed work for
feature vectors preparation and the architecture of ELM and
multilayer ELM.

i. TF-IDF:
Rare appearance of features (or words) in a text doc-
ument reflects the category of the text document in
a better manner. To identify such important words,
term frequency-inverse document frequency?, a statisti-
cal measure has been used extensively. Term frequency
(T F) or local frequency of a word w in a document d
indicates how important the word w ford is. T Fy, g =

2 http://nlp.stanford.edu/IR-book/html/htmledition.
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(g) where ‘p’ represents frequency of w ind and ‘q’ rep-
resents sum of frequency of all the words in d. Inverse
document frequency (I DF) or global frequency of a
word w in the entire corpus C measures how impor-
tant the word w for C is. IDF,, = log(f), where ‘r’
represents the total number of documents in C and ‘s’
represents the number of documents of C which contain
the word w.

(TF-IDF)y = TF, x IDF,

ii. Chi-square (X2):

This technique is based on Chi-square distribution of
statistics and generally used to test the independence
of two events. In feature selection, the two events are
occurrence of the keyword and occurrence of the class.
It measures the confidence in association between two
categorical variables (based on available statistics). The
keywords are ranked with respect to Eq. 1 mentioned
below.

_ 2
Xz(w,C)Z Z Z (Oewec Eewec) (1)

E
ewe0,1e.€0,1 Cwee

where w is the word and c is the class of documents,
‘O’ and ‘E’ represent the observed and the expected
frequency, respectively (Manning et al. 2008), and ey,
and e, are the binary variables. If a document d contains
w, then ey, = 1 else ey, = 0. Similarly, if the class ¢
contains the document d, then e, = 1 else e, = 0.
iii. Information Gain:

Information Gain (IG) of a word w measures how much
presence or absence of w in a document d affects the
class c to take a correct decision on classification. Itis a
measure of the decrease in entropy of the class variable
after the value for the word is observed, and it can be
generalized to any number of classes (Yang and Peder-
sen 1997). Equation 2 measures the Information Gain
of w.

IGw) == plelog ple)
i=1

+ pw) D plcilw)log p(cilw) )
i=1

+ pw) D plciw)log p(cifw)

i=1

where,

m: number of predefined classes,

p(ci): a prior probability of ith class,

p(w): probability of word w in a given data set,
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p(cilw): conditional probability of ith class given w,
p(w): complementary probability of p(w), and
p(ci|w): conditional probability of ith class in the
absence of w.

iv. Bi-Normal Separation:
Bi-Normal Separation (BNS) originally developed by
Forman (2003) tries to find the words which have high
difference between their 7pr (true-positive rate) and
fpr (false-positive rate). It is the difference between
the inverse of the standard normal distribution of the
true-positive and false-positive rate and is represented

in Eq. 3.
where,

n;: number of documents belongs to class c;,

niyw: number of documents contains the word w and
belongs to the class c;,

nz: number of documents not belongs to class ¢;,

ns,,: number of documents contains the word w but does
not belongs to the class ¢;, and

¢~ inverse of the standard normal distribution.

3.2 Extreme learning machine

ELM proposed by Huang et al. (2006) is a single-layer feed-
forward neural networks (SLFNs). ELM become popular
over the other established classifiers which is mainly due
to the following reasons:

(1) Inputweights and hidden layer biases adjustment which
consumes more time are not required in ELM as they
are assigned randomly.

(i) Neither hidden layer requires to be tuned nor to be neu-
ron alike.

(iii) Easy to implement and very fast learning speed.

(iv) Ability to handle a large volume of data.

(v) No back propagation.

(vi) Gives good performance with less human intervention.
(vii) Avoids local minimization.
(viii) Parallelization of computation.

(ix) Produces one optimal solution with negligible errors.

The computational speed of ELM is exceptionally good com-
pared to SVM, and this increases drastically when the training
dataset increases (Liu et al. 2012).

ELM at a Glance:
For N arbitrary distinct examples (x;, y;), where x; =

[xi1, Xi2, ..., xin]T € R" and yi = [yi1, yi2, -, Yiml! €
R™, such that (x;, y;) € R* x R™,i =1,2,..., N. Along
with this, ELM is having an activation function g(x) and L



Study on suitability and importance of multilayer extreme learning machine for classification...

4243

hidden nodes. For a given input x, the output function of
extreme learning machine is as follows:

L

gLl = Bigwi-xj+b)=yjj=1,....N “)
i=1

Here, (w;, b;) are hidden node parameters generated ran-
domly where i lies between 1 and L, w; = [w;1, wiz . .. winl’
represents the weight vector which connects the input nodes
of ‘n’ numbers into the ith hidden node and b; is the bias
of ith hidden node. B which connects each hidden node to
every output nodes is the weight vector and is represented
as B =[p1, ...,ﬂL]T. The output vector g(x) maps the n-
dimensional input space to a L-dimensional feature space.
Here, H represents the output matrix of hidden layer. The
compact form of Eq. 4 is represented by Eq. 5 as follows:

HB=Y &)
where

glwp - x1+byp)
glwg - x2+bp)

M g(wy-x1+by) ...
g(wy+x2+by) ...

H=
Lg(wy-xy+b1) ... g(wr - xy+0D1) ],
Bt ... Bim VIl s YVim
Bt ... Bom Y21 s Yom
ﬂ: Y:

LBLt - Bimd, ., YNT -+ YNm d ysm

Till the number of hidden layer nodes is large enough, the
parameters of the network do not all need to adjust (Huang
2003). Smallest training error and smallest norm of output
weights can be achieved by ELM and can be represented by
Eq. 6 as follows:

minimize :| HB —Y ||> and || B || (©6)

B can be derived in many ways and one of such technique
to derive g is using Moore—Penrose (Liang et al. 2006) gen-
eralized inverse of matrix H which when multiplied with Y
gives B. The system diagram of Extreme Learning Machine
is shown in Fig. 1.

3.3 Multilayer ELM

Multilayer ELM is a machine learning approach based on
the architecture of artificial neural network and is inspired

Single-hidden

Input Layer
P v Layer

Output Layer

Fig. 1 Architecture of ELM

by deep learning and extreme learning machine. Deep learn-
ing was first proposed by Hinton and Salakhutdinov (2006)
who in their work used deep structure of multilayer autoen-
coder and established a multilayer neural network on the
unsupervised data. In their proposed method, first they used
an unsupervised training to obtain the parameters in each
layer. Next, the network is fine-tuned by supervised learn-
ing. Hinton et al. (2006), who proposed the deep belief
network, outperforms the traditional multilayer neural net-
work, SLFNs, SVMs, but it has slow learning speed. Working
in this direction, recently Kasun et al. (2013) proposed multi-
layer ELM which performs unsupervised learning from layer
to layer, and it does not need to iterate during the training
process, and hence, it does not spend a long time in the train-
ing phase. Compared to other conventional deep networks, it

ELM - AE

MULTI-LAYER ELM

Fig. 2 ELM-AE and multilayer ELM
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has a better or comparable performance. Figure 2 shows the
system architecture of ML-ELM.

3.3.1 ELM autoencoder (ELM-AE)

Autoencoder is an unsupervised neural network. The outputs
and inputs of the autoencoder are same. Like ELM, ELM-AE
has ‘n’ input layer nodes, single hidden layer of ‘L’ nodes
and ‘n’ output layer nodes. In spite of many resemblance
between these two, there are two major differences that exist
between them which are as follows:

i. ELM is a supervised neural network and the output of
ELM is a class label while ELM-AE is an unsupervised
one and its output is same as the input.

ii. Input weights and biases of the hidden layer are random
in case of ELM, but they are orthogonal in ELM-AE.

Depending on the number of hidden layer nodes, the ELM-
AE can be divided into the following three categories.

(i) Compressed representation (n > L):

In compressed representation, features of training data-
set need to be represented from a higher-dimensional
(or sparse) input signal space to a lower-dimensional
(or compressed) feature space.

(i) Equal dimension representation (n = L):
In this representation of features, the dimension of input
signal space and feature space needs to be equal.

(iii) Sparse representation (n < L):
It is just the reverse of compressed representation where
features of training dataset need to be represented from
a lower-dimensional input signal space to a higher-
dimensional (or sparse) feature space.

The multilayer ELM is considerably faster than deep net-
works because iterative tuning mechanism is not require in
case of ML-ELM and obtained better or similar performance
compared to deep networks. It is also known that in ELM,
for L hidden nodes and N training examples (xj, y;), the
following Eq. 7 holds:

L
grxj)=> Bigix.wiby=y;. j=1....N (1)

i=l

where each symbol has the same meaning asin Eq. (4). In case
of ELM-AE, the output weights 8 can be computed using Eq.
(8), (9) or (10), and this is different from the computation of
B in case of ELM.

In order to perform unsupervised learning, few mod-
ifications have been done in ELM-AE whose working
principle is similar to regular ELM, which are described as
follows:

@ Springer

(1) The output data and the input data remain same for every
hidden layer. Hence, for every input data X:

Y=X

(2) To improve the performance of ELMs, we need to con-
sider the weights and the biases of the random hidden
nodes to be orthogonal and can be represented as fol-
lows:

h=g(w-x+b),wT-w=Iande-b=1

(3) the output weight f is decided based on the following
conditions:

1. if n > L then

-1
B = (é + HTH) HTx )

ii. if n = L then
B=H'X )

iii. if n < L then

-1
B=HT (é + HHT> X (10)

where C is a scale parameter which adjusts structural and
experiential risk. ELM-AE is used for training the parameters
in each layer of ML-ELM. The general equation representing
ML-ELM is described as follows:
H" = g((B")"H"™ (1)

For n = 0, the Oth hidden layer or the first layer is con-
sidered to be the input layer X. Equation (11) shows how
the transformations of the data take place from layer to layer
until it reaches the last but one layer before the final (i.e.,
output) layer Y. The final output matrix Y can be obtained
by computing the results between the last hidden layer and

the output layer using the regularized least squares technique
(Rifkin et al. 2003).

4 Proposed approach

In this section, first we have discussed the architecture of our
approach and then summarized the complete approach with
the details of algorithms to implement it.
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4.1 Architecture of the proposed approach

Given a corpus of classes having text documents, the propose
approach involves the following steps:

1. Preprocessing of text documents of different classes

i. Stop words and unwanted words are removed from
the text documents of each class from the corpus.

ii. Other categories need to be ignored, such as verbs,
adverbs, adjectives, pronounce. Minipar® is used to
select nouns as the keywords.

iii. Now every class in the corpus have preprocessed doc-
uments of keywords.

2. Features score generation with the help of training
dataset

i. Keywords from preprocessed text document of each
class are taken to generate the term—document matrix.

ii. Separate new documents are made, where each new
document represents a particular class in the corpus.
A document ‘D, representing a class ‘C’ is con-
structed by putting all the preprocessed content (i.e.,
keywords) of all documents (also known as training
dataset) belonging to the class ‘C’ into the document
‘Dpew’. In other words, a pool of keywords is con-
structed from all documents of class ‘C’ and stored in
‘Dpew.” Hence, now we have per class only one new
document which consists all keywords of that class
or one can say, training set has one instance for each
class.

iii. Now those documents (‘D) are sent as an input to
different feature selection techniques (TF-IDF/Chi-
square/BNS/IG) as discussed in Sect. 3.1) separately
for comparison purpose to generate the scores of each
feature (i.e., keyword). Then for each class repre-
sented by ‘Dyey’, we have a list of keywords in
that class along with their corresponding TF-IDF/
Chi-square/BNS/IG scores which represent different
feature vectors, one for each feature selection tech-
nique.

3. Reduce feature vectors generation by selecting most
important keywords for each feature selection (TF-
IDF/ Chi-square/BNS/IG) technique
Next, we need to select ‘n’ most important keywords
from each ‘Dy,y, resulting in a vector of dimensions
‘nm, where ‘m’ represents the number of predefined
classes. In order to obtain ‘n’ most important keywords
from each ‘D,,., We take into consideration the idea of
connected components of graph theory. In graph theory,
an undirected graph ‘G’ is called connected if between

3 http://ai.stanford.edu/~rion/parsing/minipar_viz.html.

Q O 6 0
(¢)
—~C0©@ ©

Fig. 3 Connected components of an undirected graph

any two vertices in the graph there exist a path.* If a graph
consists of only one vertex, then it is always connected
or in other words every individual vertex of a graph is
a connected component of that graph. Figure 3 shows
three connected component (0-1-2-3-4, 5-6 and 7) of
an undirected graph ‘G.” In our approach, we consider
each keyword as the vertex and the semantic relation-
ship between two keywords forms an edge between them
which generates an undirected graph. Here, each con-
nected component will consist of related keywords. A
keyword ‘a’ is related to keyword ‘b, if ‘b’ is either in
the synonym or in the lemma list of ‘a.” Each connected
component represents keywords of similar context. For
example, all synonym and lemma list for ‘a’ become
one connected component. Figure 4 shows the connected
componentof ‘a’ where ‘b,” ‘c,” ‘f, ‘h,” ‘m,” ‘n,” ‘s’ and ‘x’
are in the synonym and lemma list of ‘a.” Table 1 shows
some of the synonym lists of certain keywords. For each
‘Dyew, a list of connected components are generated
using Wordnet.

Next, from each connected component of * D¢y the key-
word with the highest TF-IDF/Chi-square/BNS/
IG score will be selected as the representative keyword
(or important keyword) of that component. At the end,
a reduced feature vector with ‘n’ most important key-
words will be generated from each ‘Dyey° based on
the feature selection technique used (i.e., TF-IDF/Chi-
square/BNS/IG). In other way, for every ‘Djey, four
reduced feature vectors with ‘n’ most important key-
words are generated, one for each of the feature selection
technique. Details are discussed in Step 3-8 of Sect. 4.2.

. ELM classification (One-Against-All)

For ELM classification, we choose ELM One-Against-
All (OAA) scheme after generating the reduced feature
vectors in Step 3.

In this scheme, the number of nodes in the output layer
is set as equal to the number of distinct classes. In other
words, for each training instance x, m bits are required to
represent the target output y i.e., (¥q, ..., ¥,,). Thus,
for N training examples (x,, y,) of dimension R, X

4 http://computation.pa.msu.edu/NO/ConnCompPresentation.html.
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Fig. 4 Connected component of ‘a’

Table 1 Synonym list of certain keywords

Keyword

Synonym list

Amazing

Astonishing, astounding, extraordinary, fabulous,

L hidden
nodes

Fig. 5 ELM one-against-all

5. SVM classification (One-Against-One)

Similarly for SVM classification, we classify the text doc-
uments from the test data using SVM classifier. In order
to classify the text documents into different categories,

Begin

Describe

Important

Think

fantastic, improbable, incredible, unbelievable,
wonderful

Ample, broad, gigantic, great, enormous, tall, huge,
substantial, immense, vast, gargantuan,
tremendous, colossal, large, sizable, grand,
mammoth, astronomical, expansive, spacious,
stout, titanic, mountainous

Calm Aloof, composed, quiet, peaceful, still, mild, serene,

smooth, tranquil, collected, unruffled,
level-headed, unexcited, detached

Portray, recount, report, characterize, represent,
narrate, picture, relate, record

Great Powerful, worthy, distinguished, noteworthy,

remarkable, considerable, grand, much, mighty

Notable, significant, primary, necessary, vital,
critical, indispensable, distinguished, valuable,
essential, principal, considerable, famous,
well-known

Plot, contrivance, design, scheme, method, map,
diagram, draw, procedure, arrangement, intention,
way, device, blueprint

Assume, believe, consider, deem, judge,
contemplate, mediate, reflect

R,, and L hidden nodes, we randomly assign hidden

node parameters (w;, b;), i = 1,..., L and calculate
the output weights B and the hidden node output matrix
H. g=H'Y.

Upon receiving the results of m output nodes, the results
are submitted to a decision function to find the class label
for the instance x, and it is decided by the target output
node having the maximum value using the voting mech-
anism. Mathematically, it can be represented by Eq. 12
as follows:

g(x) =argmax;_,, . ,8;(X) (12)

Figure 5 shows the ELM OAA architecture.
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multi-class SVM with one-against-one (OAO) approach
is used after the preparation of reduced feature vectors in
Step 3. For m classes, m(me classifiers are built, one for
each pair of classes. The prediction of class for anew doc-
ument is based on a voting scheme. It involves giving test
document as an input to binary SVM’s which classifies
the document into one of the two classes and voting up
that class. Hence, it constructs 2 (”;_1) classifiers, and at
the end of comparisons, the test document is categorized
into that class which receives the maximum votes.

6. Usefulness of Wordnet during Feature vector prepa-
ration and mapping
Wordnet® developed at the University of Princeton is a
thesaurus for the English language. Some of the semantic
relations available in Wordnet are synonymy, antonym,
hyponymy, etc. Synonyms are words that have similar
meanings. A synonym set, or synsets, is a group of syn-
onyms, and the synonyms contained within a synsets are
called lemmas. We have made use of Wordnet for feature
vector preparation (discussed in Step 3).

We summarized the above steps in a concise manner in
Sect. 4.2, and implementation details are discussed in Algo-
rithm 1 and 2.

4.2 Detailed summary of the proposed approach

(1) For each preprocessed class (i.e., ‘Dpey’), separately
calculate the score of each keyword in that class
using the feature selection techniques (TF-IDF/Chi-
square/BNS/IG).

(2) Select a class ‘Dyey’ randomly from the corpus,
remove duplicates from its keyword set and store them

> http://wordnet.princeton.edu/.


http://wordnet.princeton.edu/
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in a list called Keyword_List. Initially, each word
of Keyword_List represents an individual connected
component.

Using Wordnet, find the synonym list and lemma list
of a keyword k (which selected randomly from the
Keyword_List of Dy,) and store them in a list called
Synonym_Lemma_List of k. Now find out common
keywords between Synonym_Lemma_List of k and
Keyword_List of D,y . If such common keywords are
found, then remove them from Keyword_List of D¢y
and add them to a list called Synonym_Required_List
which is the required connected component of k.
Add the Synonym_Required_List of k to a list called
List_of_List that contains the connected components
of all those keywords picked up randomly from the
Keyword_List of D¢y .

Repeat Step 3 till the Keyword_List of D, get
exhausted. We now have List_of_List of components
where each list represents a connected component.
From each component of List_of_List, find the key-
word with highest TF-IDF/Chi-square/BNS/IG value
and add it to feature list i. This feature list represents
the feature_vectors of class i (FV (C;)) one for each
feature selection technique.

Repeat Step 2 to 5 for each class (Dyey ) of the corpus.
Now we have feature_vectors for each Dy, (i from
1 to m and m is the number of classes). Remove those
keywords from each feature_vector of Djeqy; Which
are occurring more than the threshold number of fea-
ture_vectors.® This decides the maximum number of
occurrences of any keyword in all the feature vectors.
Select the top ‘n’ keywords from each feature_vector
of Dyew; which have highest TF-IDF/Chi-square/BNS
/IG value. Thus, the words are filtered out accord-
ing to their priority, importance and semantics. Now
we have the reduced feature vectors of Dy, one
for each feature selection technique (i.e., TF-IDF/Chi-
square/BNS/IG).

Combine all the feature_vectors of each class (sep-
arately for each feature selection technique used) to
obtain the final unique reduced feature vector (V') of
size nm.

The final reduced feature vector (V) is then used for
training and testing all the traditional classifiers as fol-
lows:

i. The final reduced feature vector (V) is mapped into
Multilayer ELM and other conventional classifiers
for training purpose.

ermined through experiment, iterating the values over a range and

considered the value at which best results were obtained.

ii

an

. Once the model is trained, test data (excluding class
label) are passed to ML-ELM and other trained clas-
sifiers separately to get predictions of a text instance
belongs to which class.

Calculate the precision, recall and F-measure of the
target classifier (i.e., ML-ELM and other established
classifiers) by using the known class label of a test
instance and the output prediction of the target classi-
fier for that test instance.

Algorithm 1: Feature vectors generation of the entire
corpus

1:

W

O oo

10:
11:
12:
13:
14:
15:

16:
17:
18:
19:
20:
21:
22:
23:
24:
25:

26:
27:
28:

29:
30:
31:

Input: FC = {Cy, C3, ...C,} where each preprocessed class
C; having different TF-IDF/Chi-square/BNS/IG values for
every keywords

: Output:Feature Vectors I (C) « ¢ // contains required feature

vectors of FC

: Keyword_List(KL) < ¢ // contains all keywords of C;
: Synonym_Lemma_Listy,(SLy) < ¢ //contains all synonyms

and lemmas of a keyword k found in Wordnet

: Synonym_Required_Listy(SRLy) < ¢ //contains all

synonyms and lemmas of a keyword k found both in SLj
and K L which forms the connected component of k

: List_of _List(LOL) « ¢ // contains all synonyms and

lemmas (called the connected component of k) of all keywords
for each C;

: Feature_Vector(FV (C;)) < ¢ // Feature vector of class C;
:forall C; € FC do

KL < keywords € C; //consider keyword as a separate vertex
in the graph G
for all keyword k (selected randomly) € KL do
SLj <« k’s synonyms and lemmas present in Wordnet
for all s € KL do
/Is is keyword
if s € SL; then
SRL; = SRL; U (s} //add s to the
synonym_required_list of k
KL = KL — {s} //drop s from KL
end if
end for
LOL <~ LOLU SRLy
SRL, < ¢
KL « KL — {k} //drop that keyword k from KL
(SLy) < ¢
end for
forall SRL;y € LOL do
select the keyword ¢ having highest
TF-IDF/Chi-square/BNS/IG value from SR Ly
FV(C;) <« FV(C;) U {t} //append the important
keyword into the feature vector of C;
end for
I1(C) <« FV(Cj;) //append each class feature vectors for
different feature selection techniques into the final feature
vector
FV(Ci) « ¢
end for
return I (C)
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Algorithm 2: Final reduced feature vector preparation
of the corpus

1: Input:Features vectors I (C) resulted by Algorithm 1

2: Output:Reduced feature vector V

3: count_listy <~ ¢

4: TFL < threshold_feature_list //decided by the
experiment. Cutoff on required number of feature vectors which
should contain a keyword

5: L« ¢

V<9

7. Feature_Vector(FV(C;)) < ¢
// Feature vector of class C;

8: forall FV(C;) € I(C) do

forall k e FV(C;) do

10: count_list; < number of classes containing

keyword k in their feature vector F'V (C;)
11: if count_listy > T FL then

[*))

0

12: FV(C;) <« FV(C;) — {k}
/lremove k from feature vector of FV (C;)
13: end if
14:  end for
15: end for

16: for all FV(C;) € I(C) do

17: L < select top n keywords which have highest
TF-IDF/Chi-square/BNS/IG value from FV (C;)

18:  V <« L //append top n keywords of each feature selection
technique to V

19: L« ¢

20: end for

21: return V

S Experimental results and discussion
5.1 Experimental setup

In order to demonstrate the performance of our approach,
precision, recall and F-measure are calculated. Testing is
conducted on two benchmark datasets (DMOZ Open Direc-
tory Project’ and 20-Newsgroups).® Python language has
been used for implementation of the approach. The algo-
rithm has been run on a machine having 16 Processors -
Intel Xeon Processor E5-2690 @ 2.90 GHZ, 64GB RAM
running Ubuntu 14.04. We have used four different feature
selection techniques (TF-IDF, Chi-square, BNS and IG) for
the experimental work and observed their performances on
these two datasets using different classifiers. We ran our algo-
rithm extensively on various feature vector lengths used for
different classifiers, different number of hidden layer nodes
used in ELM and number of hidden layers used for ML-ELM
on both datasets. But considered only those length of the fea-
ture vector, number of hidden layer nodes and hidden layers
for which we obtained the maximum overall F-measure, and
are shown in Table 2 and 3 on DMOZ and 20-Newsgroups

7 http://www.dmoz.org.

8 http://qwone.com/~jason/20Newsgroups/.
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datasets, respectively. The precision, recall and F-measure of
the proposed approach are calculated as follows:

5.1.1 Precision (P)

Precision is the fraction of the documents retrieved by the
propose approach which are relevant.

p_ (relevantyocuments) N (retrievedgocuments)
retrievedgocuments

5.1.2 Recall (R)

Recall is the fraction of the relevant documents which are
retrieved by the propose approach.

_ (relevantyocyments) N (retrievedgocuments)

relevantyocuments
5.1.3 F-Measure (F)

F-measure’ is the overall performance measurement of a sys-
tem which gives equal importance to both precision and recall
and can be represented by Eq. 13 as follows:

(P*R)
 — (13)
(P+R)
The overall values for precision, recall and F-measure of
the proposed approach using different classifiers on both
the datasets have been calculated using Eqgs. 14, 15 and 16,
respectively.

Z;’=1 (p;di)

Overall precision = (14)
Total no. of test documents
n
T (rid;
Overall recall = 2i=1 (i di) (15)
Total no. of test documents
n
. .d;
Overall F-measure = 2i=1 (fi-di) (16)

Total no. of test documents

where p;, r;, f; and d; are the precision, recall, F-measure
and the number of testing documents of the ith category,
respectively, and n is the number of categories of the dataset.

5.2 DMOZ dataset

DMOZ is an Open Directory Project which consists of 14 cat-
egories of Web pages. For our work, we considered 69,068
documents out of which 38,000 documents are used for train-
ing and 31,068 documents are used for testing purposes. We

9 http://www.gabormelli.com/RKB/F-Measure.
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Table 2 Different parameters used for DMOZ dataset 08 DMOZ (VM)
Feature selec- Feature Hidden nodes Hidden layers 0.7
tion technique vector

length 06 -

0.5 1 MTF_IDF
TF-IDF 1858 2000 5 0.4 8 Chi-Square
Chi-square 1408 1800 5 03 - WBNS
BNS 1789 1800 5 02 G
1G 1240 1600 5 01
0 -

observed the overall F-measure on DMOZ dataset for dif-
ferent classifiers using the four traditional feature selection
techniques as follows:

(1) It has been observed from Fig. 6 that LinearSVC using
‘TF-IDF’ feature selection technique generates good
results as can be evident from the overall F-measure of
0.7035 with a feature vector length of 1858. ‘IG’ is also
on a par with ‘TF-IDF’ having overall F-measure value
of 0.6919 with a feature vectors length of 1240 followed
by Chi-square with overall F-measure of 0.6820. ‘BNS’
has shown poor performance having overall F-measure
of 0.59. Category-wise performance of LinearSVC for
TF-IDF in which it achieved the maximum overall F-
measure is given in Table 4 for demonstration purpose.

(2) When ELM has been used as a classifier (shown in
Fig. 7), it has been observed that ‘TF-IDF’ selec-
tion techniques have maximum overall F-measure of
0.7055 followed by ‘IG” and ‘Chi-square’ with overall
F-measure of 0.6898 and 0.6824, respectively. However,
the results when ‘BNS’ has been used as the selection
technique are not impressive as the overall F-measure is
0.5996. In order to demonstrate the category-wise per-
formance of ELM (shown in Table 5), we have shown
only TF-IDF feature selection technique in which it
achieved the maximum overall F-measure.

(3) Similarly, when ML-ELM has been used as a classifier
(shown in Fig. 8), the results get improved, achieving an
overall F-Measure of 0.7228 using ‘TF-IDF’ as feature
selection technique followed by IG having 0.7147. The
number of hidden nodes is same as used in ELM. But
again result of ‘BNS’ is not impressive, which is 0.6068.
Performances of ML-ELM on different categories using

Recall F- Measure

Precision

Fig. 6 Performance measurements of different feature selection tech-
niques using SVM

different feature selection techniques are given in Table
6,7, 8 and 9, respectively.

From the above results, it is concluded that using ML-ELM
as the classifier, the results obtained are better compared to
SVM and ELM techniques. For ML-ELM classifier, the num-
ber of hidden layer nodes is set more than the length of the
input feature vector (i.e., n < L, as discussed in Sect. 3.3.1)
in order to represent the training feature set from a lower-
dimensional input space to a higher-dimensional (or sparse)
feature space. This in turn generated a good performance
of ML-ELM on this dataset. Although maximum overall F-
measure is achieved by ML-ELM using ‘“TF-IDF’ as the
feature selection technique but ‘IG’ is on a par with “TF-
IDF’ in most of the cases. Generalization capability of ELM
on different feature selection techniques is either better or
almost similar to SVM on this dataset, and the reason may
be due the large training dataset which possibly generates
overfitting during the training process of ELM.

5.2.1 Comparison with existing approaches on DMOZ
dataset

1. Proposed approach versus Heung-Seon Oh et al.
We have compared our work with Oh et al. (2011) who
have proposed an algorithm consisting of two stages:
search and classification. In the search stage, using a
search technique, they retrieved several candidate cat-
egories from entire hierarchy that are more similar to
the input document. Then they collected training data for

Table 3 Different parameters

used on 20-Newsgroups Dataset Feature selection technique Feature vector length Hidden nodes Hidden layers
TF-IDF 2260 2500 3
Chi-square 1510 1600 3
BNS 1756 2000 3
IG 1462 1600 3
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Table 4 DMOZ dataset using SVM and 1858 feature vector length for

Table 5 DMOZ dataset using ELM and 1858 feature vector length for

TF-IDF TF-IDF
Category No. of test Precision  Recall F-Measure Category No. of test Precision  Recall F-Measure
documents documents
Arts 1396 0.7097 0.7072  0.7084 Arts 1396 0.7165 0.6930  0.7046
Business 3384 0.7099 0.7015 0.7057 Business 3384 0.7395 0.6834  0.7103
Computers 1494 0.7102 0.6998  0.7050 Computers 1494 0.6859 0.7149  0.7001
Games 5757 0.7105 0.7025 0.7065 Games 5757 0.7406 0.6960  0.7176
Health 1491 0.7107 0.6893  0.6998 Health 1491 0.7294 0.6633 0.6948
Homes 1405 0.6825 0.6626  0.6724 Homes 1405 0.6883 0.7048  0.6965
News 1504 0.7113 0.6775 0.6940 News 1504 0.7169 0.6723  0.6939
Recreation 1410 0.6898 0.6991 0.6944 Recreation 1410 0.7661 0.6634 0.7111
Reference 1301 0.7118 0.6882 0.6998 Reference 1301 0.6983 0.6590 0.6781
Regional 1307 0.6814 0.6945  0.6879 Regional 1307 0.7476 0.6456  0.6929
Science 1390 0.7123 0.7337  0.7228 Science 1390 0.7626 0.6823  0.7202
Shopping 6209 0.7126 0.7061 0.7093 Shopping 6209 0.7165 0.7060  0.7112
Society 1505 0.7128 0.7074  0.7101 Society 1505 0.7156 0.6654  0.6896
Sports 1515 0.7131 0.6894  0.7011 Sports 1515 0.7186 0.6709  0.6939
Overall 31068 0.7078 0.6994  0.7035 Overall 31068 0.7263 0.6866  0.7055
DMOZ (ELM) .
08 Table 6 DMOZ dataset using ML-ELM and 1858 feature vector length
for TF-IDF
Category No. of test Precision ~ Recall F-Measure
documents
W TF-IDF
4 Chi-square Arts 1396 0.7340 0.7029  0.7181
EBNS Business 3384 0.7342 0.7025  0.7180
WIG Computers 1494 0.7345 0.7114 0.7228
Games 5757 0.7348 0.7002  0.7171
Health 1491 0.7350 0.6910  0.7123
Precision Recall F - Measure Homes 1405 0.7353 0.6880  0.7109
Fig. 7 Performance measurements of different feature selection tech- News 1504 0-7356 0.6820 0.7078
niques using ELM Recreation 1410 0.7358 0.7245 0.7301
Reference 1301 0.7361 0.7035 0.7194
o8 DMOZ (ML-ELM) Regional 1307 0.7363 0.7199  0.7280
Science 1390 0.7366 0.7225  0.7295
Shopping 6209 0.7369 0.7315  0.7342
Society 1505 0.7371 0.7198  0.7284
MTF-IDF Sports 1515 0.7374 0.7204  0.7288
W Chi-square Overall 31068 0.7356 0.7105  0.7228
WBNS
WG

Fig.

F-Measure

Recall

Precision

8 Performance measurements of different feature selection tech-

niques using ML-ELM

each candidate from the documents associated with the
candidate category (local information) and from top-level
categories (global information). Their proposed meth-
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ods for determining the mixture weights are applied
to each category node in modulating the relative con-
tributions of local and global models. The model was
tested on DMOZ dataset, and the maximum average F-
measure they achieved is 0.3773 which is lesser than our
approach.

2. Proposed approach versus Gui-Rong Xue et al.

Xueetal. (2008) have suggested a two-stage approach for
large-scale hierarchical classification called deep classi-
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Table 7 DMOZ dataset using ML-ELM and 1408 feature vector length

for Chi-square

Category No. of test Precision ~ Recall F-Measure
documents
Arts 1396 0.6994 0.6523  0.6750
Business 3384 0.6845 0.6331 0.6578
Computers 1494 0.7382 0.6324  0.6812
Games 5757 0.7385 0.7245  0.7314
Health 1491 0.7387 0.6310  0.6807
Homes 1405 0.7215 0.6304  0.6729
News 1504 0.6815 0.6297  0.6546
Recreation 1410 0.7395 0.6290  0.6798
Reference 1301 0.7398 0.6283  0.6795
Regional 1307 0.6945 0.6277  0.659%4
Science 1390 0.7403 0.6270  0.6790
Shopping 6209 0.7245 0.6263  0.6718
Society 1505 0.7409 0.6257  0.6784
Sports 1515 0.7411 0.6250  0.6781
Overall 31068 0.7231 0.6475  0.6832

Table 8 DMOZ dataset using ML-ELM and 1789 feature vector length

for BNS
Category No. of test Precision Recall F-Measure
documents

Arts 1396 0.5964 0.6334  0.6143
Business 3384 0.5789 0.6165 0.5971
Computers 1494 0.5867 0.5753 0.5809
Games 5757 0.5897 0.6307 0.6095
Health 1491 0.5839 0.6091 0.5962
Homes 1405 0.6162 0.5850  0.6002
News 1504 0.6263 0.5875 0.6063
Recreation 1410 0.6266 0.6754  0.6501
Reference 1301 0.5976 0.5892  0.5934
Regional 1307 0.6345 0.6172  0.6257
Science 1390 0.5873 0.6130  0.5999
Shopping 6209 0.5993 0.6260  0.6124
Society 1505 0.5860 0.6289  0.6067
Sports 1515 0.5654 0.6205 0.5917
Overall 31068 0.5957 0.6188 0.6068

Table 9 DMOZ dataset using ML-ELM and 1240 feature vector length

for IG
Category No. of test Precision Recall F-Measure
documents

Arts 1396 0.7217 0.7005  0.7109
Business 3384 0.7219 0.7145  0.7182
Computers 1494 0.7222 0.7128  0.7175
Games 5757 0.7225 0.6878  0.7047
Health 1491 0.7227 0.7023  0.7124
Homes 1405 0.7230 0.6756  0.6985
News 1504 0.7233 0.6905  0.7065
Recreation 1410 0.7235 0.7121 0.7178
Reference 1301 0.7238 0.7012  0.7123
Regional 1307 0.7240 0.7075  0.7157
Science 1390 0.7243 0.7467  0.7353
Shopping 6209 0.7246 0.7191 0.7218
Society 1505 0.7248 0.7204  0.7226
Sports 1515 0.7251 0.7024  0.7136
Overall 31068 0.7233 0.7064  0.7147

tory Project with an F-measure of 0.5180, which is lower
compared to the maximum overall F-measure of 0.7228
of our approach.

. Proposed approach versus Siddharth Gopal et al.

Finally, we compared our work with Gopal and Yang
(2013) where they have developed a recursive regular-
ization framework along with a scalable optimization
algorithm for large-scale hierarchical classification with
hierarchical and graphical dependencies between the
class labels. They developed two different variants of
their framework using the logistic-loss function and the
hinge-loss function. They have used multiple benchmark
datasets including DMOZ for experimental purpose and
achieved a consistent results. An F-measure of 0.5717
has been achieved while using DMOZ dataset which is
significantly lesser than the maximum overall F-measure
obtained in our approach.

fication. In the first stage, they organized the hierarchy
of text into flat categories where a search process is
conducted on large-scale hierarchies by retrieving the
related categories for a given document. Then they ranked
the categories and select the most useful categories. In
the second stage, to classify the given document on a
given small subset, they trained a classification model on
that small subset of original hierarchy. They evaluated
their deep classification approach on the Open Direc-

The comparison results are given in Table 6. Our work with
ML-ELM as the classifier acquired an impressive overall
F-measure of 0.7228 using ‘TF-IDF’ feature selection tech-
nique on DMOZ dataset which justified the significance of
our approach compared to the above existing approaches
(Table 10).

5.3 20-Newsgroups dataset
The 20-Newsgroups is one of the most popular datasets used

for text classification and has 20 different newsgroups. The
Web documents in it are categorized into 7 categories. For

@ Springer



4252

R. K. Roul et al.

Table 10 Comparison of results with different approaches

Different approaches Dataset used F-Measure (%)

Heung Seonoh et al. DMOZ 37.73
Gui-Rong Xue et al. DMOZ 51.80
Siddharth Gopal et al. DMOZ 57.17
Our approach (SVM) DMOZ 70.35
Our approach (ELM) DMOZ 70.55
Our approach (ML-ELM) DMOZ 72.28

Bold value obtained the highest F-measure compared to other
approaches

20-Newsgroups (SVM)
0.82

0.81

0.8

MTF_IDF
0.79 -
M Chi-Square
0781 WBNS

0.77 1 HIG

0.76

0.75 -
F- Measure

Precision Recall

Fig. 9 Performance measurements of different feature selection tech-
niques using SVM

Table 11 20-Newsgroups dataset using SVM and 1462 feature vector
length for IG

Category No. of test Precision Recall  F-Measure
documents
Alt 320 0.8343 0.7914  0.8123
Computers 1952 0.8354 0.7889  0.8115
Miscellaneous 390 0.8309 0.8097  0.8202
Recreation 1590 0.8032 0.7984  0.8008
Science 1580 0.8034 0.8064  0.8049
Social 399 0.7949 0.7945  0.7947
Talk 1297 0.7832 0.7912  0.7872
Overall 7528 0.8104 0.7965  0.8033

experimental purpose, 18,846 documents have been consid-
ered out of which 11,318 documents are used for training
purpose and 7528 documents are used for testing purpose.

We observed the following F-measure on 20-Newsgroups
dataset for different classifiers with different existing feature
selection techniques:

(1) It has been found that LinearSVC using ‘IG’ as the fea-
ture selection technique generates decent result as can
be evident from the overall F-measure of 0.8033 with a
feature vector length of 1462 (shown in Fig. 9), which
is followed by Chi-square having F-measure of 0.8020
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20-Newsgroups (ELM)
038

0.79
0.78

0.77 — MTF-IDF

0.76 u Chi2-Square

0.75 M BNS

0.74 - aic

0.73

0.72 -

Recall

Precision F - Measure

Fig. 10 Performance measurements of different feature selection tech-
niques using ELM

with feature vector length of 1510 and then by BNS
and TF-IDF having overall F-measure of 0.7945 (feature
vector length of 1756) and 0.7827 (feature vector length
of 2260), respectively. Table 11 demonstrates the per-
formance of SVM on each category of 20-Newsgroups
using ‘IG’ as the feature selection technique for which
it achieved the maximum overall F-measure.

(2) When ELM has been used as a classifier (shown in
Fig. 10), it is observed that ‘BNS’ feature selection
technique generates an overall F-measure of 0.7861
followed by ‘Chi-square’ and ‘IG’ having overall F-
measure of 0.7754 and 0.7744, respectively. ELM using
TF-IDF has the lowest performance compared to all
other feature selection techniques. Table 12 shows
the category-wise performance of ELM using ‘BNS’
technique in which it achieved the highest overall F-
measure.

(3) Similarly, when ML-ELM with hidden layer = 3 has
been used as a classifier (shown in Fig. 11), the
results improved achieving an F-measure of 0.8153
using ‘BNS’ as feature selection technique followed
by ‘Chi-square’ and ‘IG’ having overall F-measure
of 0.8139 and 0.8134, respectively. Table 13, 14, 15
and 16 show the category-wise performances of ML-
ELM using TF-IDF, Chi-square, BNS and IG, respec-
tively.

From the above results, it is concluded that using ML-
ELM as the classifier, the results obtained are better com-
pared to SVM and ELM techniques. The number of hidden
layer nodes is set more than the length of the input feature
vector (i.e., n < L, as discussed in Sect. 3.3.1) in order to
represent the training feature set in a higher-dimensional (or
sparse) feature space. This in turn generated good perfor-
mance of ML-ELM on this dataset. ML-ELM using BNS
feature selection technique achieved the highest F-measure
compared to other feature selection techniques. SVM showed
decent performance compared to ELM in all feature selection
techniques on this dataset.
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Table 12 20-Newsgroups dataset using ELM and 1756 feature vector

Table 14 20-Newsgroups dataset using ML-ELM and 1510 feature

length for BNS vector length for Chi-square
Category No. of test Precision  Recall ~ F-Measure Category No. of test Precision Recall  F-Measure
documents documents
Alt 320 0.7489 73.08 0.7397 Alt 320 0.8456 0.7996  0.8220
Computers 1952 0.7357 0.8045  0.7686 Computers 1952 0.8575 0.7888  0.8217
Miscellaneous 390 0.7775 0.7999  0.7885 Miscellaneous 390 0.8647 0.8179  0.8406
Recreation 1590 0.7930 0.7753  0.7841 Recreation 1590 0.8145 0.8334  0.8238
Science 1580 0.7987 0.8255 0.8119 Science 1580 0.8147 0.7998  0.8072
Social 399 0.7889 0.7687  0.7787 Social 399 0.8040 0.7886  0.7962
Talk 1297 0.8003 0.7885  0.7944 Talk 1297 0.7945 0.7890  0.7917
Overall 7528 0.7777 0.7947  0.7861 Overall 7528 0.8256 0.8025  0.8139

Fig.
niqu

20-Newsgroups (ML-ELM)

MTF-IDF

M Chi-Square

MBNS
MG

Precision Recall F-Measure
11 Performance measurements of different feature selection tech-

es using ML-ELM

Table 13 20-Newsgroups dataset using ML-ELM and 2260 feature
vector length for TF-IDF

Category No. of test Precision Recall  F-Measure
documents

Alt 320 0.8055 0.8000  0.8027
Computers 1952 0.7875 0.8045  0.7959
Miscellaneous 390 0.7894 0.8256  0.8071
Recreation 1590 0.8199 0.7926  0.8060
Science 1580 0.7547 0.7868  0.7704
Social 399 0.8246 0.8040 0.8142
Talk 1297 0.8214 0.8179  0.8196
Overall 7528 0.7961 0.8015  0.7987
5.3.1 Comparison with existing approaches on

1.

20-Newsgroups dataset

Proposed approach versus Zhang et al.

The obtained results are compared with Zhang et al.
(2009) where they have suggested Fuzzy kNN algorithm
to classify the Web pages, and preparation of feature
vector is done using simple TF-IDF approach. They
have tested their approach on 20-Newsgroups dataset and
from Table 2 listed in Zhang et al. (2009), we observed

Table 15 20-Newsgroups dataset

using ML-ELM and 1756 feature

vector length for BNS
Category No. of test Precision  Recall ~ F-Measure
documents

Alt 320 0.8479 0.8035  0.8251
Computers 1952 0.8490 0.8010  0.8243
Miscellaneous 390 0.8445 0.8218  0.8330
Recreation 1590 0.8168 0.8373  0.8269
Science 1580 0.8170 0.8007  0.8088
Social 399 0.7998 0.7825  0.7911
Talk 1297 0.7968 0.7929  0.7948
Overall 7528 0.8236 0.8074  0.8153

Table 16 20-Newsgroups dataset using ML-ELM and 1462 feature
vector length for IG

Category No. of test Precision  Recall ~ F-Measure
documents
Alt 320 0.8440 0.7993  0.8210
Computers 1952 0.8451 0.7968  0.8202
Miscellaneous 390 0.8406 0.8176  0.8289
Recreation 1590 0.8129 0.8062  0.8095
Science 1580 0.8131 0.8142  0.8137
Social 399 0.8046 0.8286  0.8164
Talk 1297 0.7929 0.8056  0.7992
Overall 7528 0.8202 0.8068  0.8134

that their F-Measure of Fuzzy kNN approach is 0.7638
when the feature vector size is 2500. On the other hand,
our approach obtained maximum overall F-measure of
0.8153 using ML-ELM as the classifier.

Proposed approach versus Gongde Guo et al.

Guo et al. (2003) have used a simple kNN model-based
approach to classify Web pages into different categories.
From Table 3 of the Guo et al. (2003), it is evident that
their approach has obtained an F-measure of 0.8079 on
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Table 17 Comparison of results with different approaches

Different approaches Dataset used F-Measure (%)

Zhang et al. 20-Newsgroups  76.38
Gongde Guo et al. 20-Newsgroups 80.79
Weimao Ke et al. 20-Newsgroups  60.30
Yangqiu Song et al. 20-Newsgroups  68.20
Nguyen Cao Truong Hai et al. 20-Newgroups 64.42
Our Approach (SVM) 20-Newsgroups  80.33
Our Approach (ELM) 20-Newsgroups  78.61
Our Approach (ML-ELM) 20-Newsgroups  81.53

Bold value obtained the highest F-measure compared to other
approaches

the 20-Newsgroups dataset which is lesser than what we
achieve using ML-ELM as the classifier.
3. Proposed approach versus Weimao Ke et al.
Ke (2012) have discussed the least information theory
(LIT) to quantify meaning of information in probability
distributions and derived a new document representation
for text classification. LIT offers an information centric
approach to weight terms based on probability distrib-
utions in the documents versus in the collection. They
suggested two term weight quantities in the context of
document classification [least information binary (LIB)
and least information frequency (LIF)]. They have shown
that LIB*LIF weighting scheme outperforms TF*IDF in
several experimental settings. For experimental work, 20-
Newsgroups dataset has been used and they have claimed
an F-measure of 0.6030 which is lower than our results.
4. Proposed approach versus Yangqiu Song et al.

A dataless hierarchical classification approach has intro-
duced by Song and Roth (2014). Their scheme is com-
posed of two steps: a bootstrapping step and semantic

similarity step. In the bootstrapping step, they adapt to the
specific document collection. In the semantic similarity
step, to compute meaningful semantic similarity between
a document and a potential label, they embedded both
labels and documents in a semantic space. They have
justified that their algorithm is competitive with super-
vised classification algorithms. An F-measure of 0.6820
has been achieved by them using 20-Newsgroups dataset,
which is significantly lesser than what we obtained using
ML-ELM as the classifier.

5. Proposed approach versus Nguyen Cao Truong Hai et al.
Im Kim and Park (2009) have combined SVD with
LDA for text classification. In their method, they first
applied SVD on input data which convert it into a rank-
specified reduced space and latter they applied LDA on
this reduced space for classifying the text. They have
used 20-Newsgroups dataset for experimental purpose
and achieved an F-measure of 0.6442. It is less than the
overall F-measure of 0.8153 received by our approach
using ML-ELM.

The comparison results are given in Table 17. The pro-
posed approach with ML-ELM as the classifier obtained an
impressive overall F-measure of 0.8153 using ‘BNS’ as the
feature selection technique on 20-Newsgroups dataset which
signifies the importance of our approach compared to the
above existing approaches.

5.4 Comparisons with other traditional classifiers

The overall F-measures of different classifiers using differ-
ent feature selection techniques on both datasets are given in
Table 18. It is observed from the experimental results that by

Table 18 Comparisons of ML-ELM with other state-of-the-art classifiers

Classifier 20- Newsgroups (F-Measure-%) DMOZ (F-Measure-%)
TF-IDF Chi-square BNS 1G TF-IDF Chi-square BNS IG

ELM 75.48 77.54 78.61 77.44 70.55 68.24 59.96 68.98
ML-ELM 79.87 81.39 81.53 81.34 72.28 68.32 60.68 71.47
SVM (LinearSVC) 78.27 80.20 79.45 80.33 70.35 68.20 59.00 69.19
SVM (Linear kernel) 65.73 72.57 72.00 63.48 67.13 62.39 54.11 64.35
K -Nearest Neighbor (K =5) 53.29 53.45 55.28 48.64 46.38 41.72 38.62 35.45
Multinomial Naive Bayes 71.39 69.50 72.89 67.76 58.95 54.34 54.67 53.40
Gaussian Naive Bayes 55.24 58.53 58.62 59.33 43.56 41.35 36.38 42.63
Bernoulli Naive Bayes 67.45 68.31 69.37 64.25 52.35 48.27 51.66 47.47
Decision trees 58.21 58.23 60.40 57.89 46.87 42.67 42.45 48.85
Random forest (10 classifiers) 68.35 70.46 73.54 69.25 57.34 58.23 54.37 59.85
Extra trees (10 classifiers) 69.27 70.85 73.51 70.64 58.46 56.72 52.33 57.65
Gradient boosting (10 classifiers) 64.58 66.32 68.45 67.65 57.48 57.53 53.77 59.82

Bold values obtained the highest F-measure for each feature selection technique compared to other traditional classifiers
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representing the training dataset of ML-ELM on both datasets
in a higher-dimensional feature space, generates highest F-
measure compared to all other traditional classifiers which
justified the prominence of deep learning for classifying the
text data. From the Table 18, it can be observed that in
DMOZ dataset, ML-ELM dominated all other classifiers for
all feature selection techniques. Similarly in 20-Newsgroups
dataset for all feature selection techniques, ML-ELM dom-
inates all other classifiers with highest overall F-measure of
0.8153.

6 Conclusion

The paper presented an efficient approach for classifying the
text data using ML-ELM and other established classifiers.
The proposed approach selects the best features (using con-
nected component technique and Wordnet) for preparing an
effective training dataset. ML-ELM yields very good results
which demonstrates the efficiency of our approach com-
pared to other existing approaches. Various feature selection
techniques have been combined individually with connected
component to prepare a good feature vector. The experi-
mental results on DMOZ and 20-Newsgroups datasets using
SVM, ELM and ML-ELM classifiers are concluded as
follows:

(1) Using LinearSVC, SVM gives maximum overall F-
measure of 0.7035 on DMOZ dataset with ‘TF-IDF’ as
the feature selection technique and overall F-measure
of 0.8033 on 20-Newsgroups dataset with ‘IG’ as the
feature selection technique.

(2) Similarly, using ELM as classifier gives maximum
overall F-measure of 0.7055 on DMOZ dataset with
‘TF-IDF’ as the feature selection technique and over-
all F-measure of 0.7861 using 20-Newsgroups dataset
with ‘BNS’ as the feature selection technique.

(3) Using ML-ELM as classifier gives maximum overall F-
measure of 0.7228 on DMOZ dataset with ‘TF-IDF’ as
the feature selection technique and overall F-measure
of 0.8153 on 20-Newsgroups dataset with ‘BNS’ as the
feature selection technique.

(4) The possible reasons for ML-ELM to shows better
performance on both datasets compared to other state-
of-the-art classifiers can be summarized as follows:

i. ability of representing the training feature set in a
higher- or sparse-dimensional feature space by mak-
ing nodes of the hidden layer more than the nodes of
the input layer.

ii. layer-wise unsupervised training is set for the weight-
ing parameters of each hidden layer.

iii. in the deep architecture of ML-ELM, the presence of
multiple layers gives multiple nonlinear transforma-

tion of the input data which in turn able to generate
better representation learning.

iv. the nature of the deep architecture of ML-ELM can
capture higher-level abstraction and every layers in
the network can learn a distinct form of the input
by performing representation learning using unsuper-
vised learning technique.

(5) The large training dataset of DMOZ compared to 20-
Newsgroups yields similar or better results of ELM than
SVM possibly due to the occurrences of overfitting dur-
ing the training phase of ELM. But in 20-Newsgroups
dataset, performance of SVM is better than ELM. This
indicates that ELM has lower generalization ability
compared to SVM when the training dataset is small
but for large training dataset, ELM has similar or better
performance than SVM.

Our approach with the promising results witnessed the suit-
ability and importance of ML-ELM in the field of text
classification compared to other state-of-the-art classifiers.
This shows that deep learning has high impact for classifica-
tion of text data. Toward future work, this approach can be
implemented in a distributed environment which will con-
sume less processing time and will help in load balancing.
We believe that by combining the feature space of ML-ELM
with other state-of-the-art classifiers will further strengthen
the results of text classification.
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