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Abstract Between 2011 and 2013, convenience store retail
business grew dramatically in Thailand. As a result, most
companies have increasingly been choosing the applica-
tion of performance measurement systems. This signifi-
cantly results in poor performance measurement regarding
future business lagging measure. To solve this problem, this
research presents a hybrid predictive performance measure-
ment system (PPMS) using the neuro-fuzzy approach based
on particle swarm optimization (ANFIS-PSO). It is con-
structed from many leading aspects of convenience store
performance measures and projects the competitive level of
future business lagging measure. To do so, monthly store
performance measures were first congregated from the case
studyvalue chains. Second, data cleaning andpreparations by
headquarter accounting verification were carried out before
the proposed model construction. Third, these results were
used as the learningdataset to derive apredictive performance
measurement system based on ANFIS-PSO. The fuzzy value
of each leading input was optimized by parallel processing
PSO, before feeding to the neuro-fuzzy system. Finally, the
model provides a future performance for the next month’s
sales and expense to managers who focused on managing
a store using desirability function (Di ). It boosted the sales
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growth in 2012 by ten percentages using single PPMS. Addi-
tionally, the composite PPMS was also boosted by the same
growth rate for the store in the blind test (July 2013–February
2014). From the experimental results, it can be concluded
that ANFIS-PSO delivers high-accuracy modeling, deliver-
ing much smaller error and computational time compared to
artificial neural network model and supports vector regres-
sion but its component searching time differs significantly
because of the complexity of each model.
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1 Introduction

Retail convenience stores are crucial drivers of the Thai econ-
omy. These stores proved that they can generate great value
to the tunes of approximately tens of billions of baht, in 2012
(Department Of Industrial Promotion 2012). This directly
results in an increase in Thai economic wealth (Evans 2011).
Modern retailing practices are in full bloom in many coun-
tries around the world, especially in the Asia region. This
has come about from the ongoing principal revolution in
retailing business over the past 20years. In Asia, old-style,
local retail businesses cannot compete easily with modern
retailing. To survive, they must adopt a rounded performance
management strategy, reflecting current and projected mar-
ketplace constraints, while focusing on sales growth, rather
than past performance. Soft computing and data mining have
been broadly applied as analytic tools in this domain, and
these include scheduling, product assortment, product char-
acteristic design, and location management. The relevance
of fuzzy logic, artificial neural network, and other evolu-
tionary algorithms to the data mining problem is established
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by the parameter or output optimization concept based on
randomized search and reasoning approximation of input
and output factors. The hybrid approach offers a much more
powerful model for data mining by integrating optimization
and learning, feature selection, representation features in data
mining models such as the simplified hybrid algorithm mix-
ing Nelder–Mead, and PSO methods to improve the training
process of neural network especially in neural network para-
meter optimization (Liao et al. 2014).

In the middle of the 2000s, performance measurement
failed to connect the then current strategies and to take for-
ward the result of the improvement; it was also too inward
looking (Gunasekaran and Kobu 2007). Furthermore, PMS
often identified the improvement of the key performance
indicator to be improvement in individual financial indica-
tors, without addressing the interaction between them and the
other operational indicators (Gunasekaran and Ngai 2004).

Most companies and academic research groups have also
concentrated on the results of the historical performance
measurement interpretation and relied on the things that
have already happened (Unahabhokha et al. 2007). This
is in accordance with general PMS manners where there
are only guidelines on how to manage and control perfor-
mance based on previous reported outputs. The results are
the scarce concern on performance inclination and the lack
of well-rounded performance planning improvement in the
long term.

Furthermore, there have a few of effort to integrated
the prediction capacity to performance measurement sys-
tem (PMS) for examples in manufacturing industry such
as Mehrabad et al. (2011) and Unahabhokha et al. (2007)
and for instance in supply chain management such as Ganga
and Carpinetti (2011); however, most of them were focused
on only one output based on fuzzy rule approach rather
than multiple output. The proposed modeling approach was
initially extended and fulfilled this research gap by PPMS
with multiple output with priority to action of each business
unit.

Today, soft computing and data mining are used not only
in marketing but also in many different areas in performance
management and measurement in manufacturing and the
other industries to retrieve useful knowledge based on many
models and methodologies (Mariscal et al. 2010) such as
knowledge discovery by neuro-fuzzy modeling framework
to knowledge in the format of fuzzy rules (Castellano et al.
2005), a decision rule-based soft computing model for sup-
porting financial performance improvement of the banking
industry (Shen and Tzeng 2015) and neuro-fuzzy for air con-
ditioning systems to reduce electricity consumption (Costa
and La Neve 2015).

Recently, an evolutionary algorithm (EA) and PSO have
caught the continuous attention of the research commu-
nity (Bonabeau and Meyer 2001) for instances two-stage

hybrid swarm intelligence optimization algorithm develop-
ment (Deng et al. 2012), two-layer surrogate-assisted particle
swarm optimization algorithm (Sun et al. 2014). Moreover,
some researches focused on dynamic hybrid framework for
constrained evolutionary optimization which can extend to
optimization engine in another model (Wang and Cai 2012).
Both EA and PSO have shown promise in tackling a wide
variety of engineering and supply chain difficulties, such
as forecast of off-season longan supply (Leksakul et al.
2015), agricultural products logistics (Yao et al. 2009), value
creation through collaborative supply chain: holistic perfor-
mance enhancement road map (Holimchayachotikul et al.
2014), solving a garbage and recycling collection problem
(Pessin et al. 2013), the permutation flowshop scheduling
problem (Marinakis and Marinaki 2013) and emergency
transportation planning in disaster relief supply chain man-
agement (Zheng and Ling 2013).

Currently, the most common research technologies asso-
ciated with soft computing and data mining have a few
number of the fusion of soft computing and evolutionary
optimization algorithms such as a directed search strategy
for evolutionary dynamic multi-objective optimization (Liu
et al. 2009). Internationally, its application took over gradu-
ally not only production and operationsmanagement but also
performance development. To draw from the powerful busi-
ness lagging performance increment solution of Thai local
retail case study and fill the research gaps, a predictive per-
formance measurement model was derived from integrating
modern convenience store performance measurement with a
soft computing model such as the neuro-fuzzy system and
particle swarm intelligence bases on predictive model con-
cept in data mining.

In this paper, the primary research question investigated
in this thesis is as follows: how can we integrate the concept
of soft computing and data mining with PMS to offer a pre-
dictive performance measurement and management model
(PPMS) for potential PMS improvement? Since this question
could become too valuable; a novel alternative approach via
integrated performance measurement system together with
multiple decision making and neuro-fuzzy approach based
onparticle swarmoptimization (ANFIS-PSO)wasdeveloped
in a systematic manner to forecast future performance with
priority to action of each business unit rather than the tradi-
tional PMS and recognize latent problems in their business
unit performance improvement.

This paper is organized as follows. In Sect. 2, simple addi-
tive weighting, ANFIS, and particle swarm optimization are
described in brief and summed up. In Sect. 3, the method-
ology of the proposed approach is drawn out. Single PPMS
and composite PPMS results and discussion of the proposed
framework deployment and the extendedmodel development
are discussed in Sect. 4. Finally, the conclusions are provided
in Sect. 5.
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2 Background

2.1 Literature review

Since the 2000s, businesses and the production domain
have broadly accepted and utilized the extension of data
mining using soft computing based on heuristic theory or
evolutionary approaches. Currently, many different areas of
business, performancemanagement, supply chain, and logis-
tics engineering use computational intelligence and hybrid
data mining for demand forecasting systemmodeling (Hard-
ing and Popplewell 2006; Mariscal et al. 2010), supply chain
improvement roadmap rule extraction (Linh et al. 2003),
quality assurance, scheduling, and decision support systems.
At the turn of the 2000s, the blooming of fusion theory
among data mining, soft computing, and modern business
performance study was gradually used in business perfor-
mance management to choose the suitable and agile solution
in real practical deployment. In recent times, there have been
a few attempts to bring about an integration between modern
business performance studies and evolutionary approaches to
carry out the final lagging performance boosting up in terms
of business performance measurement and management, for
example, a soft computing framework using the neuro-fuzzy
inference system for software effort estimation that is directly
related with the cost and quality of the software in terms of
project management and risk analysis (Huang et al. 2006).

Over the past ten years, soft computing in terms of
fuzzy logic systems and neural networks is being increas-
ingly applied in the internal functions of industries (Tirian
et al. 2010; Shen and Tzeng 2015), particularly in fore-
casting, inventory control, quality control, group technology,
scheduling, and planning.

Most prior research focusing onneural networks and fuzzy
logic systems have taken five approaches: (1) neural network
in systemmanagement such aswind speed prediction to oper-
ate wind farms by neural network Gnana Sheela and Deepa
(2014), medium-term sales forecasting in fashion retail sup-
ply chains (Deng et al. 2012); (2) spending neural networks
to generate membership functions in fuzzy logic systems;
(3) applying neural networks to substitute fuzzy rule evalu-
ation in fuzzy logic systems; (4) blending neural networks
and fuzzy logic systems; and (5) opting for neural networks
for the learning process of fuzzy types of data. This is under
the umbrella of the past ten years of neural networks and/or
fuzzy logic research (Gumus and Guneri 2009; Gumus et al.
2009; Paladini 2009). In the last five years, the most com-
mon research technologies that have integrated the fuzzy
set theory procedure are neural networks and evolutionary
algorithms. Internationally, its application gradually found
employment in not only production and operations manage-
ment but also supply chain management and performance
measurement (Wong and Lai 2010). Table 1 shows the trend

of application of the neuro-fuzzy logic in terms of modeling
solutions for problems in many industries since the 1990s.
There are many linkages between the applications of the
neuro-fuzzy logic, namely business, engineering, knowledge
management, medicine, and others, but only a small number
between performance measurement and neuro-fuzzy appli-
cation.

2.2 Neuro-fuzzy system

A fuzzy inference system (FIS) employing fuzzy “if-then”
rules can be constructed as a model to put together the quali-
tative aspects of human knowledge and reasoning process
without employing a precise measurable analyzer (Jang
1993). Moreover, adaptive neuro-fuzzy inference system
(ANFIS) has been accepted as a potential technique that can
facilitate effective development of models by linking infor-
mation from different sources, such as empirical models,
heuristics, and data.

Hence, in most cases, neuro-fuzzy models, rather than
totally black box models such as neural networks, can be
improved and used to elucidate solutions to users. Figure 1.
shows the ANFIS architecture.

According to Sugeno fuzzy model, the rule sets are as
follows:

1. If x is A1 and y is B1, then f1 = p1x+q1y+r1 (1)

2. If x is A2 and y is B2, then f2= p2x+q2y+r2 (2)

Layer 1: Layer 1 is the input and fuzzification layer. Every
node i in this layer is an adaptive node with a node function.

O1,i = μAi (x), for i =1, 2

O1,i =μBi−2(y), for i = 3, 4 (3)

Layer 2: Layer 2 is the rule layer. Each node in this layer
calculates the firing strength of each rule via multiplication

O2,i = wi = μAi (x) · μBi (y), i = 1, 2 (4)

Layer 3: Layer 3 is the normalization layer. Each neuron in
this layer calculates the normalized firing strength of a given
rule.

O3,i = w̄ = wi

w1 + w2
, i = 1, 2 (5)

Layer 4: Parameters in this layer are referred to as consequent
parameters.

O4,i = w̄i fi = w̄i (pi x + qi y + ri ), i = 1, 2 (6)
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Fig. 1 The ANFIS architecture
Fuzzy Logic Toolbox User’s
Guide (2015)

Layer 5: This layer is designed to calculate the summation
of output of all incoming signals.

O5,i =
∑

i

w̄ fi =
∑

i wi fi∑
i wi

, (7)

2.3 Particle swarm optimization

Particle swarm optimization (PSO) is a social behavior-
based, stochastic optimization method constructed by Eber-
hart and Kennedy (1995), inspired by the social behavior of
bird flocking. PSO has many similarities with evolutionary
computation techniques. It is initialized with a population
of random solutions and then solved for optima by updating
generations. In PSO, the possible solutions, called particles,
fly over the problem space by following the current optimum
particles. Each particle records track of its coordinates in
the problem space, which are associated with the best solu-
tion (fitness) it has achieved so far. (The fitness value is also
stored.) This value is called pbest. Another “best” value that
is tracked by the particle swarm optimizer is the best value
obtained thus far by any particle in the neighborhood of the
particle. This location is called lbest(Pid .). When a particle
takes the entire population as its topological neighbor, the
global best is called gbest(Pgd). PSO consists of, at each time
step, changing the velocity of (accelerating) each particle
toward its pbest and lbest locations (local version of PSO).
The acceleration is weighted by a random term, with sepa-
rate randomnumbers being generated for acceleration toward
the pbest and the lbest locations. The updating equations are
as follows:

vnewid = voldid + c1 · rand1(Pid − Xid)

+c2 · rand1(Pid − Xid) (8)

Xvnewid = Xoldid + vnewid (9)

2.4 Case study company

4600 examples were collected monthly in 2011 and 2012
from the strategic stores of the biggest modern retail value
chain in northernThailand. The single PPMS is demonstrated
using these data. To illustrate the composite PPMS model
construction process and result, the dataset of the period
from July 2012 to February 2014 was determined as learn-
ing data and test data. Its mother chain had approximately
6700 branches. As far as its retail value chain is concerned,
the operating store is crucial to driving their retail value
chains. The operating store has three store types such as com-
pany stores, individual franchise stores, and sub-area stores.
Due to confidentiality issues, the case study company trans-
formed all continuous attributes such as sales and number of
transactions to an appropriated scale. Store business perfor-
mance depends on five core measures: past store sales (the
same month in the previous year), present store sales (the
current month in the present year), monthly expected num-
ber of customers from the store department manager teams,
present store expenses, and present store quality score in
terms of service, environment, and other store quality factors
of concern in each month following the headquarter policies.
These play a crucial role in modern retailing. The results
of these monthly core measures were used as the input for
store performance grouping. Each group was targeted for the
next month’s sales by comparing the mean of its group. The
management team carried out a store-by-store consideration
to assign a sales target based on the group and its perfor-
mance.

3 Methodology

In this study, ANFIS-PSO is developed for predictive per-
formance measurement system (PPMS), where a strong
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Fig. 2 The methodology of ANFIS-PSO for predictive performance measurement system

relationship exists between the leadingmeasures and the lag-
ging business result. PPMS is of two types (single PPMS and
composite PPMS) as shown in Fig. 3. Themainmethodology
is presented in Fig. 2.

The selected leading measures include two parts from
4600 examples. The first part includes four measures of past
performances: store sales, number of customers, store qual-
ity score, and store expenses. The second part is the expected
number of customers, which is assigned by the case study
company. In addition, the future business result is the next
month’s sales. The data were cleaned by applying the logical
accounting consistencyvalidationprovidedby theheadoffice
of the case study company. To prepare the learning dataset,
the primary dataset (with regard to single PPMS) was ran-
domly rearranged in the order of records with “1234567” of
seed numbers. The single PPMS model structure, based on
the leading and lagging KPIs is shown in Fig. 3. Its concept
will be drawn in Sect. 4.7.1.

Then, the simple PPMS model with one output was run
using a tenfold cross validation dataset, which comprised of
a training set and a test set from the present dataset. These
data, consisting of input parameters and the corresponding
output, are then used to train and test ANFIS-PSO, support
vector regression (SVR), and artificial neural network (ANN)
based on grid search, concurrently.

In deep, mean absolute percentage error was used as accu-
racy measurement of the predictive model. PPMS learning
process is done at specified iterations with the accepted error.
The so-called best PPMSmodel in current generation is used
to generate predictive performance values. Performance of
predictive values can be improved by adjusting PPMSmodel
using potential scenarios from early the fuzzy rule simulation
in Matlab tool box from expert participation. Hence, ANFIS
based on PSO was chosen to conduct PPMS model by its
ability to learn data while giving human-like style of fuzzy
system.By passing this enhancement back into PPMSmodel,
themodel then recalculate its optimal initial values andgener-
ate better predictive performance values in next generation.
Ultimately, the core objective of this phase is answered to
“How can organizations ensure the expected results if they
design the action follow the predictive performance from
PPMS?”.

After computational learning, the prediction accuracy of
the testing data of each fold in terms of mean absolute per-
centage error (MAPE), standard deviation of MAPE (SD),
and runtime in cross validation process was used to com-
pare the performances of the ANFIS-PSO, SVR, and ANN
based on grid search (ANN-grid search) models. At this
stage, simple additiveweighting (Fishburn 1997)was applied
to calculate the overall score of the model. The weights of
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Fig. 3 The proposed PPMS type

MAPE, SD, and runtime in the second unit were assigned
to be 55, 25, and 20%, respectively, in the SAW process.
The highest overall score from SAW was the criterion for
selecting the best model. Finally, the potential leading sce-
narios, that is, the scenarios that can acquire the high level
of each strategic store result, as obtained from the domain
manager, were fed into the best model. The scenario inputs
included two parts: (1) past performance based on store sales
and number of customers and (2) the expected number of cus-
tomers, store quality score, and store expenses, as assigned
by the case study company. Moreover, the desirability func-
tion was applied to illustrate the focused store management
in Sect. 4.7. Di which played the role as the predictive output
integrator.

4 Results and discussion

4.1 Learning dataset construction

Subsequently, the primary dataset was collected from the
case study company. Next, data cleaning and input–output
format following the ANFIS-PSO structure were conducted
to prepare the learning data. Eighty percent of the learning
dataset is randomly assigned as dataset for the cross valida-
tion process. The rest of the dataset is chosen as the unseen
test dataset. In addition, the blind dataset is also used for the
final performance model test. Additionally, it is used for the
model evaluation process as well.

4.2 Artificial neural network model construction

All computations were performed on an Intel® Core(TM)
i7-3540M, 3.0 GHz CPU computer with 4 GB of memory.
The learning dataset of ANFIS-PSO and ANN-grid search
set for each learning step came from the dataset prepared
as discussed in Sect. 4.1. To achieve the best setting with
minimum error, the network parameters were identified by
exhaustive search (3000 iterations and two retrainings for
each combination). The testing error fitness criterion was
used: the smaller the error, the more accurate the network.
The space search of two hidden layers was carried out from
1 to 40 hidden nodes in each layer, with the search step as
one by one. The best topology obtained from the search was
the 4-12-15-1 network, as depicted in Fig. 4. The Quickprop
algorithm was used in the training. The network was trained
with sigmoid transfer function for both the hidden and the
output layers. A coefficient term of 1.75 was used for fast
convergence. Consequently, the number of training iterations
was 50,000 epochs and the initial values ofweights andbiases
were random.

4.3 Support vector regression construction

The same dataset as the one that was used to train and test the
neural network was used with the support vector regression.
Firstly, the input data were mapped from the input space into
a high-dimensional feature space using radial basic function
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Fig. 4 The ANN model with four inputs and its next month sales output

Fig. 5 The particle architecture (the array $swarm)

kernel (RBF). This function was deservedly used for regres-
sion problems. It can be defined as follows:

K (x, x ′) = exp[−γ
∥∥x − x ′∥∥2], γ > 0 (10)

The amplitude of RBF was controlled by the vital parameter
γ . In this research, we found that a γ value of 0.2 provides
the best predictive results. In addition, ε = 0.001 and c =
500,000 were used.

4.4 ANFIS-PSO construction

The same dataset as the one that was used to train and test
the neural network was used with ANFIS-PSO. This dataset
comprised of the input vectors and the corresponding out-
put vector. In PSO, the numbers of particles were assigned
as 4, 8, 16, 32, and 64. Each ANFIS-PSO model was set
parameter values by following 40 iterations of PSO, 10 iter-
ations of ANFIS, 0.9 of max, 0.4 ofWmin, and 1.2 for both C1

and C2. Initially, the triangular membership with three levels
was assigned the value of each level according to the center
value. Each particle swarm plays a crucial role as the value
optimizer of the membership for each input. It provides the
best value of the membership for each input that is related to
the error objective function of ANFIS. In addition, the parti-
cle storage pattern is designed to collect the optimized value
of each membership function element.

An example of particle architecture is shown in Fig. 4. A
swarm is created and stored in the array $swarm. This swarm
comprises a group of particles structured as illustrated in Fig.
5. To explain the array $swarm, if the ANFIS-PSO model
has three inputs and uses two levels of membership function
which are optimized by ten particles, one particle will have
three nodes of two membership functions in which each one
of them also has three parameters.

This vital process is performed in ten steps, as demon-
strated in Fig. 6. The MAPE was used as the objective
function with regard to minimization based on the iterations.
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Fig. 6 The ANFIS-PSO process flow
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Fig. 7 The concept of parallel processing

Normally, one particle of the swarm of PSO is assigned
to find the optimized value of the membership function in
one iteration of ANFIS. This is due to the trade-off problem
between the complexity of the model and the time to the next
month target management. The concept of parallel process-
ing with multi-thread in Fig. 7 was applied to the PSO part in
ANFIS-PSO to overcome the limitation of the computational
resource problem. After ANFIS-PSO learning, the best trian-
gular membership functions of each input were determined
as shown in Fig. 8.

However, parallel processing of PSO would use the num-
ber of particles by following the real core CPU of the laptop.
In this study, four particles of the swarm were opted for one
iteration of ANFIS-PSO. This can reduce the computational
runtime from 1000 s of the existing ANFIS-PSO to 10 s,
approximately. The results are presented in Table 2.

4.5 Model evaluation

The overall score of the model from SAW was calculated
based on the results of the blind dataset to find the suit-
able model with the highest overall score. The results from
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Fig. 8 The best triangular membership functions of the inputs

ANFIS-PSO, SVR, and ANN-grid search are presented in
Table 2.

All performance investigation was calculated by the mean
absolute percentage error (MAPE). The equation of MAPE
is

MAPE = 100 ∗ 1

n

n∑

i=1

(Reali − Predictivei )

Reali
(11)

The performance investigation used the overall perfor-
mance index aggregated from the three measures (MAPE,
SD, and runtime) of the blind dataset. Based on the overall
score, it is evident that ANFIS-PSO with tenfold cross vali-
dation and 16 particles had the lowest error. ANN-grid search
had the highest error. ANFIS-PSO provided good results and
was suitable for use with the real problem (targeting the
next month in the case study). Therefore, ANFIS-PSO was
selected for predictive performance measurement. In addi-
tion, it was found that the MAPE of the testing set from the
final model was less than 15%; this can be observed in the
acceptance error from the domain expert assumption. Com-
parison of the desired output of the next month’s sales (blind
test dataset) with the results obtained from ANFIS-PSO
with tenfold cross validation and 16 particles is presented in
Fig. 9.

From analysis of variance (ANOVA) study in Table 3 for
MAPE andModel, there is evidence at 95 percentage of con-
fidence interval that MAPE of ANFIS-PSO do differ from
the traditional targeting.

In this study, the convergence graph of the ANFIS-PSO
is shown in Fig. 10. This graph was onefold in tenfold cross
validation using 19.23 s of CPU processing time. MAPE
converges to 15% of MAPE after 32nd iteration from 400th
iteration. Furthermore, MAPE and CPU processing time of
tenfold cross validation are also illustrated in Fig. 11.
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Table 2 Model performance
comparison

Model Particles MAPE SD Time Overall per-
formance
score

ANFIS-PSO 4 10.34 9.02 10.79 0.79

8 9.52 7.68 11.45 0.84

16 7.97 6.02 19.23 0.91

32 9.11 6.52 38.77 0.77

64 9.82 6.30 97.06 0.71

ANN (4-12-15-1) 18.82 10.30 445.27 0.38

SVR 12.78 8.54 214.45 0.53

Fig. 9 The results of single PPMS.

Table 3 ANOVA of MAPE VS model

Source DF SS MS F P

Model 1 8232.6 8232.6 90.06 0

Error 285 26,053.7 91.4

Total 286 34,286.3

4.6 Model deployment means

As regards practical deployment, the domain users tried it
using the following steps:

1. Prepare their store performance data according to the
input–output model format and then feed it into the
ANFIS-PSO model.

2. Use the results from ANFIS-PSO as the next month’s
sales target.

3. Provide the monthly predictive sales as the monthly sales
target KPI to each manager.

4. Analyze the ANFIS-PSO model performance for sales,
targeting error monitoring.

5. Develop a suitablemanagement policy tomake the stores
of interest shift the focus from their current performance
to reach higher or same level of sales target.

The predictive sales and expense from single PPMS will
target the next month’s performance of the store with priority
to act by taking a cue from the result of composite PPMS.
The experimental results reveal that the error of the store
in the blind test (from July 2013 to February 2014) has been
decreased by approximately fifteen percent, which compares
with the existing approach.
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Fig. 10 Convergence graph of the ANFIS-PSO

Fig. 11 MAPE and CPU
processing time of tenfold cross
validation

4.7 Extended model development and deployment
means

4.7.1 Single PPMS

Practically, the priority is that target deployment is of vital
consideration to the areamanagers in the case study company
on the grounds of resource limitation as regards focusedman-
agement (“less and focused” resources return better results).
Derringer and Suich proposed the desirability function in
1980, and it is also used in the multi-response surface opti-
mization application (He et al. 2012). The predictive output
from the model discussed in Sect. 4.4 was used as the input
variable in the desirability function for Di . The predictive
output from the next month’s salesmodel is to bemaximized,
instead; individual desirability is defined as

d1(Ŷi ) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if Ŷi (x) < Li(
Ŷi (x)−Li
Ti−Li

)
if

∧
Li < Yi (x) < Ti

1.0 if Ŷi (x) > Ti

(12)

Let Li , Ui , and Ti be the lower, the upper, and the target
values, respectively, that are desired for response Yi (predic-
tive output), with Li ≤ Ti ≤ Ui . The lower and the target
values for the present model are 30,000 and 85,000 of sales,
respectively. Di from the single PPMS model is as shown in
Fig. 3. The area managers can sort the Di and then assign
the management order of the top store and the bottom store.
The priority to action (Di ) is as shown in Fig. 3. For exam-
ple, if the area manager receives the closed predictive value
from ANFIS-PSO, it is hard for the management to make a
decision or to take action. Di will contribute to resolve this
problem by the order of Di .

Suppose the area manager wants to develop the Di for
the next month’s expense (the small value is better). The
predictive output of the next month’s expense model is to be
minimized; the individual desirability is defined as follows:

d2(Ŷi ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0 if Ŷi (x) < Ti( ∧
Yi (x)−Ui
Ti−Ui

)
if Ti < Ŷi (x) < Ui

1.0 if
∧
Yi (x) > Ui

(13)
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Table 4 Descriptive statistics of
learning dataset

Variable Mean SD Minimum Maximum

Sale_LM 53,577.00 12,950.00 23,479.00 123,662.00

Sale_TY_LY 48,182.00 12,139.00 18,956.00 106,615.00

SupplyUse 8425.80 2546.40 1474.40 22,623.30

ExpenseOff 8445.60 3924.30 21.50 34,397.20

ExpenseOff 8496.20 3924.30 21.50 42,938.80

ExpenseNex 8412.30 2997.20 306.00 20,769.50

TC_LM 909.71 241.49 461.28 2306.07

TCNextMon 863.83 235.85 446.68 2199.32

SaleNextMo 54,294.00 13,020.00 23,479.00 123,662.00

The upper and the target values for the present model are
25,000 and 5000 of sales, respectively. Equation 12 will be
used in Sect. 4.7.2 to construct the d2 for the next month’s
expense. It is used as the component of the composite Di for
the composite PPMS.

4.7.2 Composite PPMS

To construct the composite PPMS, as illustrated in Fig. 8, the
database of data from July of 2012 to February of 2014 was
collected and chosen as the composite PPMS database. The
data record from June 2012 to June 2013were assigned as the
learning dataset while the rest of the dataset was apportioned
as the test dataset. The descriptive statistics of the learning
dataset are presented in Table 4.

To illustrate the PPMS model construction process and
result, the dataset of the period from July 2012 to Janu-
ary 2014 was designated as the learning dataset and the
dataset of February 2014 was defined as the test dataset.
These show one loop of the PPMS model construction
process and result. The incremental learning data process
was used to raise the learning dataset month by month, for
instance the dataset of February 2014 was combined with
the dataset of the period from July 2012 to January 2014
as the learning dataset for March 2014. The explanation for
each of the attributes in terms of average per day per store
is as follows: Sale_LM (Last month’s sales), Sale_TY_LY
(Current month’s sales in last year), SupplyUse (Last
month’s supply use), ExpenseLM (Last month’s expense),
ExpenseNextMonthInLastYear (Next month’s expense in
last year),ExpenseNextMonth (Next month’s expense),
TC_LM (Last month’s customer transaction),
TCNextMonthInLastYear (Next month’s customer transac-
tion in last year) and SaleNextMonth (Next month’s sales).

In this session, we have twomain lagging business results,
which are the sales of the next month and the expense of the
next month. These are considered as the predictive output
for the PPMS model based on ANFIS-PSO. According to
the PPMS model complexity from the number of assigned

membership functions of each input, genetic algorithm input
feature selection was applied to the learning dataset using
Optimized Weights (Evolutionary) in Rappid Minner 6.0. It
was used to reduce the input redundancies from ten inputs and
choose only five crucial inputs which have strong relation-
ship with each of the lagging outputs. The initial parameters
of data processing were configured for 100% of sampling.
However, GA was also ascribed to follow 50 of the popula-
tion size, 50 of the generation, 0.9 of the crossover rate, and
0.1 of the mutation.

Due to the heuristic nature of genetic algorithm (GA),
GA with the same configuration was performed more than
100 times. Those combinations which had a fitness value
more than 0.5 were taken into account as candidate com-
binations, as illustrated in Fig. 12. At the conclusion of
this step, the winner combination was used as the input
combination of the next month’s sales model. It con-
sisted of Sale_LM, TC_LM, Sale_TY_LY, SupplyUse, and
ExpenseLM, whereas the input combination of the next
month’s expense model consisted of ExpenseNextMon-
thInLastYear, TCNextMonthInLastYear, Sale_LM, TC_LM,
Sale_TY_LY, and ExpenseLM.

The composite PPMS can be assembled from the next
month’s sales model and the next month’s expense using
the desirability function. Its computational condition and
ANFIS-PSO condition are performed in the manner dis-
cussed in Sects. 4.2 and 4.3.

Initially, the triangular membership with three levels was
assigned the value of each level by the center value. Each
model generates 234 fuzzy rules. After the learning process,
the best triangular membership functions of each input were
determined, as illustrated in Figs. 13 and 14. The MAPE of
the blind dataset (July 2013–February 2014) is as shown in
Fig. 15.

The averages of the blind dataset (February 2014) of the
next month’s sales model and the next month’s expense
model are 10.88 and 10.68%, respectively. These can be
verified by the performance of the PPMS where the MAPE
achieved was less than 15%, which, again, is better than
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Fig. 12 The results of the
feature selection for each model

Fig. 13 The best triangular membership functions for the next month’s sales model

that of the traditional sales and expense targets of the case
study company. The desired output values of the nextmonth’s
sales and the next month’s expense (actual values) from the
high-performance store group of the case study company
were compared with their results, as demonstrated in Fig.
15. From the policy of the headquarters, the next month’s
sales and the next month’s expense targets were assigned
as 10–15% of the growth of the next month’s sales in last
year and the next month’s expense in last year. This tra-
ditional approach generates MAPE to an approximation of
20–25%.

In the main calculation process of the composite PPMS
model, each input of each single, simple PPMS from one
store data point is fed to each composite PPMS, data point
by data point.

Y1 (predictive next month’s sales value for suggested sales
target for measurement) and Y2 (predictive next month’s
expense value for suggested sales target for measurement)
are received, respectively, from the next month’s sales model
output and the nextmonth’s expensemodel output. The value
of di was calculated using Eqs. 12, 13 and their Li ,Ui and
Ti were also found to be the values discussed in Sect. 4.6.
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Fig. 14 The best triangular membership functions for the next month’s expense

Fig. 15 The MAPE of the blind dataset

These values can be fed into the final desirability function,
as follows:

Di = (dw1
1 ∗ dw2

2 )

w1 + w2 = 1
(14)

Let Di , d1, d2, w1, and w2 be the final desirability value, the
desirability value of the predictive next month’s sales value,
the desirability value of the predictive next month’s expense
value, the weight of d1, and the weight of d2.

Due to the business lagging performance’s focus on man-
agement, w1 and w2 were assigned the values of 0.8 and 0.2,
respectively. Practically, the Di of each record in each model
can help the areamanager to prioritize the store instead giving
the same priority to all. Moreover, the Di from the composite

PPMS can resolve and perform conflict management of the
trade-off business lagging outputs such as sales and expense,
based on the fact that the traditional store management looks,
sees, asks, and acts in the step-by-step manner of business
lagging output by business lagging output, without it con-
cerning the top and the bottom stores. They cannot make the
decision to act based on one factor; however, Di from the
composite PPMS can fulfill this requirement and bridge the
critical management gap.

Basically, Di from each model will be decently ordered
to provide the management the order of the top store and
the bottom store. The Di from each model is as shown in
Fig. 16.

4.7.3 Composite PPMS model deployment means

As regards the practical composite PPMS deployment, the
domain users tried it using the following steps:

1. Prepare their PPM (store department managers) data
according to the input–outputmodel format and then feed
it into the ANFIS-PSO model.

2. Consider the results from ANFIS-PSO as the next
month’s sales target and the next month’s expense.

3. Consider the Di value of each store as the priority to
manage the top store and the bottom store.

4. Provide monthly predictive suggested sales and expense
as the monthly sales target KPI to each division manager.
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Fig. 16 The results of the composite PPMS

5. Analyze the ANFIS-PSO model performance for sales
and expense, targeting error monitoring.

6. Develop management policies to focus on the stores of
interest, as a shift from its current performance, to reach
higher or same level of sales target.

After applied PPMS, the next month’s sales and expense
targeting were manipulated based on ANFIS-PSO. It was
observed (from July 2013 to February 2014) that the sales
growth was approximately 10–15% for the blind store. This
evidence proved the potential of the proposed PPMS.

5 Conclusion

This paper has described a new predictive performance mea-
surement system (PPMS) to create competitive advantages
with regard to high-accuracy lagging business performance
targeting and smart business performance understanding.
The PPMSwas proposed concerning how to construct logical
and sequential integration between ANFIS and PSO and the
retailing performance measurement system. Data collected
for the period from February 2011 to February 2014 of the
biggest retailing value chain in northern Thailand were used
to demonstrate both single PPMS and composite PPMS. The
integration ofANFIS andPSOwasdeveloped asPPMSbased

on each vital business attribute to each model output from
store the performance measurement database. This approach
provides the next month’s sales and expense targets to each
store and helps it to keep its focus on the right sales perfor-
mance. The results obtained from the single PPMSof the next
month’s sale suggest that ANFIS-PSO outperforms SVR and
ANN based on grid search. Last but not least, division man-
agers can use the predicted sales from the single PPMS to
develop performance-boosting strategies for each store via
focused store management by the order of Di . This is in
connection with multiple business output management.

There could be conflicting performances; therefore, the
single PPMS by ANFIS-PSO will be used as the primary
model of the composite PPMS. This would combine the out-
put from each single PPMS based on the desirability function
concept. The compositePPMS(Di ) changes the performance
measurement from targeting and late measurement to pre-
dictive measurement based on the future performance target
with priority being given to action. The PPMS by ANFIS-
PSOcan greatly reduce the time required for the nextmonth’s
sales and the next month’s expense targeting performance on
the grounds that each store can know the reasonable and the
challenging sales and expense targets. From the results given
in Sect. 4, we can conclude that the proposed PPMS and
its elements are successfully fulfilling the design require-
ment and developing an effective predictive performance
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measurement system using the hybrid model for the retail
industry.

The ANFIS-PSO model has potential advantages: it is
not disruptive and is relatively inexpensive as it utilizes his-
torical and current data to incrementally construct PPMS.
However, ANFIS-PSO has limitations, too. The computa-
tional resource usage performance depends on the number
of particles in the PSO and its iterations. In addition, if
data have high variations between each trial, the modeling
performance would become poor. Further research potential
includes applying the parallel processing in both the ANFIS
part and PSO to overcome the limitation of the computa-
tional resource problem or applying the clustering function
of data mining to construct the performance store group
before performing PPMS using the ANFIS-PSOmodel. This
is to reduce the variations in the performance of the different
stores. Additionally, local events, seasonal campaigns, and
promotional measures of each store can be used as inputs to
PPMS by the ANFIS-PSO model.
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