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Abstract The Vitruvius platform is focused on vehicles
and the possibility ofworkingwith theirmultiple sensors, and
the real-time data they can provide.With Vitruvius, users can
create software applications specialized for the automotive
context (e.g., monitor certain vehicles, warn when a vehi-
cle sensor exceeds a certain value, etc.), with the help of
fuzzy rules to make decisions. To create applications, users
are provided with a domain-specific language that greatly
facilitates the process. However, drivers and some passen-
gers cannot create applications on the fly since they need to
type to accomplish such a goal. In this paper, we present an
adaptive speech interface to allow users to create applications
by only using their voice. In addition, the application is based
on fuzzy rules to suit the level of experience of users. The
application provides an interface that is balanced between
the amount of work users have to do and the help the system
provides based on the knowledge and ability of each potential
user.
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1 Introduction

In the recent years,wehavehad agreat increase of technology
in different areas. The area of vehicles and transportation
has experienced great technological advances. Among those
advances are sensors and communication systems. Now the
people can use a wide range of devices to extract information
in real time about the vehicle.Most newvehicles are equipped
with a lot of diriment sensors (location, speed, gasoline, rpm,
CO2, etc.) whose information can be very useful for a lot
of software applications. Previously, our research work was
focusing on the Vitruvius platform Cueva-Fernandez et al.
(2014, 2015).

Vitruvius platform receives and manages data about
vehicle sensors in real time and allowsusers to generate appli-
cations using a client. For generating applications, Vitruvius
clients use a specific XML language. The language allows
defining the most important functionalities of the application
in an easy way, without programming knowledge. The appli-
cations that Vitruvius is able to generate are related to the
vehicle data, maps and notifications managers. For example,
the users can generate an application such as to follow in real
time the position of a few vehicles on a map, to show the
speed that a vehicle has gone on each part of a route, to get a
notification every time that a vehicle surpasses a certain level
of CO2 emission, etc.

Vitruvius platform has opened a lot of possibilities for
users and drivers. The applications defined by the users can
be very useful in a lot of areas and situations, and the users
are free to generate the applications that they need at any
moment. However, the definition of applications using an
XML language is not a very good alternative for a sys-
tem which is mainly designed for drivers. One of the most
beneficial aspects of Vitruvius is the possibility to generate
applications on demand in real time to cover unexpected sit-
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uations. But drivers cannot define an application using XML
when they are driving; therefore, they need another system
that is able to define applications while driving.

One possible solution to the problem is the use of voice
interfaces. The drivers could use a voice interaction system
to generate the applications in real time while driving. The
use of a classic voice interaction system would not be very
efficient in Vitruvius platform. The voice interaction systems
cannot be easy to understand for all users in all situations,
and it is likely that the interaction process will take several
different steps some ofwhich the user could feel confused by.
The usability is a key factor in voice interaction systems; for
a good usability, the system has to considerer a lot of aspects
about the user experience and behavior.

In many cases, the voice interaction applications are
designed based on a unique user profile, or on few user pro-
files, for example: beginners, standards, experts. In rapidly
changing environments, the skills and the attention of the user
are not always the same. For example, while driving there
could be a lot of externals factors that can affect the attention
of the user, the traffic, emotional state, the weather, actions
of other occupants of the vehicle, etc. The static included
in most voice interfaces is not able to adapt the interaction
dynamically to the user. If the application could adapt the
interaction dynamically, a better user experience could be
achieved. For example, some users may be very efficient in
some parts of the interaction process and they can use com-
plex voice interaction systems. In other parts of the process
though, it may be more difficult and those users would need
more help provided by the system. As we are dealing with
a very complex and unpredictable system, it is very diffi-
cult to foresee the way in which the user will understand the
interaction system.

The purpose of this research work is to design an intel-
ligent system able to improve the user experience and
effectiveness in the use of voice interaction interfaces. This
system is specially designed for awide range of different user
profiles and for complex highly variant conditions which can
affect user’s skills and concentration. The proposed system
is based on an analysis of the user behavior while the user is
using the voice interaction interface. Through the user behav-
ior, the system will be able to detect if the user is able to use
properly the voice interface or not; for this purpose, the sys-
tem uses a set of fuzzy rules (Dutta and Chakraborty 2015).
The result will be obtained in real time every time the user
speaks. Based on the result of the analysis, the system will
change dynamically the properties of the voice interaction
system, for example, giving more or less detail in the instruc-
tions, or giving more or less response options.

Fuzzy logic is a way to define an approximate reasoning
(Bouchon-Meunier and Valverde 1999), rather than one that
is fixed and exact. In real life, there are a lot of situations in
which it is not possible to clearly differentiate between two

values (e.g., what it is big or small or what is good or bad),
and it is not possible to use binary alternatives to make any
decision. Fuzzy logic can be used in those cases in which it
is necessary to deal with approximate (ranged between 0 and
1) rather than fixed and exact reasoning (Zadeh 1965; Kóczy
2006).

There are a lot of intelligent systems that apply a great level
of successful fuzzy approaches, and many of these systems
analyze big sets of data aiming to detect certain situations.
In most of the cases, these situations could not be detected
using traditional logic or algorithms because these situations
depend on a lot of factors,with relative importance levels, and
some of them cannot be absolutely bounded. For example,
Ghafoor et al. (2015) worked on an intelligent approach to
discover common symptoms among depressed patients using
data mining techniques on a depression database containing
5,954 records. Authors make an inference that shows fuzzy
concept is beneficial in these types of situations.

Lledó et al. (2015) classified physiological reactions of
patients to automatically and dynamically adapt an assistant
robot using a fuzzy classification method. Other examples
include Silva and Serra (2014), where fuzzy logic is used
to create an intelligent genetic fuzzy inference system for
speech recognition based on discrete cosine transform. Since
differentiating among the possible levels of knowledge of
users who use our speech-based interface is not an easy task
and there are not clear categories of users, we apply fuzzy
logic to help us tailor the interface to the specific needs of
each user.

The advantage of the proposed system is getting an
intelligent mechanism able to adapt dynamically the voice
interaction systems to different users and to a user in every
moment, an aspect important in very changing environments
like the driving. We will integrate the proposed system in
the Vitruvius mobile client. This client will be able to define
applications using an adaptive voice interface while driving.
As a result in many cases, the users will be able to reduce
the time used and the number of errors made while defining
sensor tracking applications.

The structure of this paper is as follows: Sect. 2 presents
the background on adaptive and in vehicle speech recognition
systems. In Sect. 3, we describe the Vitruvius platform that
is used as the solution. Section 4 consists of a system evalu-
ation. Finally, Sect. 5 covers conclusions and future work.

2 Background

Over the years, vehicles have been equipped with technol-
ogy that has been turning them into real computers. However,
driver distraction interacting with technologies is one com-
mon cause of traffic accidents (Neale et al. 2005). Enabling
safe and easy interaction with technologies in vehicles by
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reducing the cognitive load imposed by the interaction and
minimizing head-down time is a crucial aspect to improve
the comfort of drivers (Larsson et al. 2013).

For example, Beattie et al. (2014) proposed that spa-
tialized auditory feedback could be used to enhance driver
awareness to the intended actions of autonomous vehicles.
Papakostopoulos and Marmaras (2012) stated that there is a
need for redesigning the conventional display units in vehi-
cles toward a more simple appearance. As is the case with
our proposal, authors detected that more experienced drivers
have different needs than less experienced drivers. One way
to enhance the user experience is through the use of in-vehicle
contextual augmented reality that has the potential to pro-
vide visual feedback according to the context (Sridhar and
Ng-Thow-Hing 2012).

However, it seems that a speech-based interface could
serve as an alternative to visual interfaces since drivers would
not need to look to the screen or directly manipulate it. Thus,
Lee et al. (2001) stated that forworkingwith an email system,
there is a 30% increase in reaction timewhen a speech-based
system is used.

2.1 Speech recognition in vehicles

Speech recognition is a classical research topic, which with
the rise of the Internet and mobile devices has experienced a
great advance. Nevertheless, even when the speech recogni-
tion in controlled situations has achieved a very high level of
performance, such performance levels degrade significantly
when there is environment noise, specifically between 30
and 100 % accuracy in cars at just 90 mph (Gong 1995).
That, together with the applications that can be specifically
developed for the domain of vehicles, causes that many sci-
entific works and patents have been arisen. In the same line,
many works have been published such as Planet and Iriondo
(2012), working on how to detect affective states of people
interacting with technology, which can be a hint to know
when users are not happy with the application they are using
and, therefore, require an adaptation.

One of the most interesting uses for applications in vehi-
cles is to obtain context information. For example in Guo
et al. (2015), data is obtained for driver or passengers. Thus,
for example, Takahashi et al. (2012) proposed a simple and
interesting speech interface with which a user can retrieve
vehicle information through a dialogue, so if the user says a
keyword that the system recognizes, it returns related infor-
mation.

Wang et al. (2015) focused on personal smart devices
such as smartphones and tablets for navigation applications
when users search the destination using the speech inter-
face. Modern devices have had very few errors in the speech
recognition when users hold the device on hand. However,
high-end devices still have many speech recognition errors

in a hands-free mode when the vocabulary that can be used
is large.

There are many applications in which speech user inter-
faces are or will be used since they do not require the user to
use her hands or to look at it. It improves safety and provides
a quick response in simple tasks that can be asked with one
word or a small sentence, which may be of interest to any-
one and especially those that may require some action when
the vehicle is moving, such as the police Rajamäki et al.
(2014). Notwithstanding, other types or user interfaces exist
for vehicles such as themore traditional touchscreens or even
gesture-based interfaces for vehicle menu navigation (May
et al. 2014), but they do not provide the same expressiveness
and mobility as the speech user interface (Yankelovich and
Lai 1998).

2.2 Adaptive speech user interfaces

Adaptive user interfaces are interfaces that can be adapted
to the environment, in which the layout changes according
to the needs of each particular user. They focus on showing
only relevant information, creating then less confusion to not
experienced users and providing speed to more experienced
users. As a counterpart, they must be designed with several
levels of implementation in mind and designers must have
a great knowledge about different user profiles and changes
that may occur in their context (Lavie and Meyer 2010).

Regarding speech user interfaces, there is somework such
as Gorniak and Roy (2003), who worked on augmenting
any Java application with an adaptive speech user interface.
To train the system, it constantly searches for correlations
between what the user says and what the user does. After the
training, speech commands could replace mouse clicks.

SHACER Kaiser (2005) is a speech and handwriting
recognizer for capturing out-of-vocabulary terms, dynami-
cally joining them together in the system with the aim of
improving subsequent tracking and recognition. It was tested
for creating whiteboard schedule charts.

Effective communication with a mobile robot using a
speech-based interface is not an easy task. To deal with it,
Martinson and Brock (2007) proposed a system in which the
robot predicts how the human recognition could be affected
by different sound sources (e.g., fans, computers, alarms,
vehicles). The novelty of this work is that what it is adapted
for is not the recognition performed by the robot, but the
sounds it makes to be understood by humans.

There are also some speech-based programming lan-
guages. For example, Begel and Graham (2006) presented
a speech-based interface for Java programmers, focusing on
the lexical, syntactical and semantical ambiguities that do
not exist in written source code. The results showed that the
learning curve was very low. Experts found programming by
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voice slower than typing, but this can be a good strategy in
environments when is not possible to type.

In addition, there are more related works such as Arnold
et al. (2000), with the idea of proving a way to programwith-
out typing for avoiding repetitive stress injuries, or Leopold
and Ambler (1997), who investigated a program develop-
ment interface which responds to the voice, handwriting and
gesture in addition to a visual programming environment
focusing on improving productivity. However, none of the
studied interfaces intended to program seem to have adaptive
features such as those presented in this work. These would
be interesting to adapt for different users and contexts.

2.3 Fuzzy logic for adaptive interfaces

Adapting an interface to different user profiles and the spe-
cific context is not a trivial issue. That is the reason why the
use of artificial intelligence is important to address this prob-
lem (Langley 1997). For example, artificial neural networks
can be used to infer the distraction level of a driver and adjust
the interfacedependingon the context, or fuzzy logic couldbe
used to give accurate results as an inference mechanisms for
in-vehicle communication systems (Tchankue et al. 2011).

Mäntyjärvi andSeppänen (2003) used fuzzy context infor-
mation to adapt context-aware applications for handheld
devices. There are many other studies such as Soui et al.
(2013) that presented a work to personalize user interfaces
using fuzzy logic. Their work is based on several relations to
select which interface components are useful depending on
the context.

However, in our work we performed a somewhat different
approach in which fuzzy logic is used to adapt how systems
communicate with users in a speech-based interface that can
be seen as a small domain-specific programming language
to generate applications in the domain of vehicles.

3 Platform description

The Vitruvius platform combines several technologies to
achieve pioneering functionalities that other solutions are
missing. The main objective of the platform is that non-
expert users or drivers can make real time consults with
several complexity levels based on geographical informa-
tion and technical data from one ormore vehicles (Fernandez
et al. 2013). The characteristics involving this process require
the consultations to be made through a speech recognizing
system to maintain driver’s attention on the road. Queries
are analyzed and processed by the application core. The
core combines an interpreter and a dynamic web application
generator that uses information from a large database that
manages real time and past information from vehicles. The
generated web application is created based on the instruc-

Fig. 1 Platform’s architect diagram

tion of the query to obtain data in real time from vehicles
included in the query. The resultant information is displayed
according to the user demands. For most, the results must be
presented quickly since the system is aimed for user sudden
necessities.

On Vitruvius platform, users can perform a double role:
(1) all users can make voice queries that will generate multi-
media web applications, and (2) users send sensor data from
their vehicles to the platform so they can be used in the gen-
eration of applications. Data can be shared globally or with
the specified users.

From a technical point of view, the platform follows a
client–server structure (Fig. 1). The server works as the core
of the platform being in charge of the user’s queries, manage-
ment of vehicle data and the generation of web multimedia
applications. Client applications can be used in two ways:
the simplest consists of a mobile application that users can
use to create consults with a voice interface and the com-
plex fragment is reserved for driving users that upload their
vehicle sensor data to other users. Collecting data from the
vehicle requires the installation of a hardware OBDII.

Below the more relevant parts of the platform architecture
will be detailed.

3.1 Platform core

The platform’s core is located in the server side. It has three
main functionalities: (1) Manage the reception and delivery
of the data that the platform needs. The information consists
of technical data from vehicles connected to the platform
that will allow an online access to the generated applications,
(2) Management and storage of data received from vehicles
connected to the platform, and (3) Processing the user speci-
fications to create a base for the web multimedia application
generation on-demand. Applications perform data analysis
stored in the platform to satisfy the user needs.
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The platform core contains specific modules in charge of
the functionalities presented above:

1. Communication manager module To manage the con-
stant fluid of data from client applications, different kinds
of communication protocols have been used. The infor-
mation received from the vehicle and mobile device
sensors includes speed, acceleration forces, geographical
points, engine revolutions per minute, coolant tempera-
ture, throttle position, etc.…

2. Data warehouse module All the information regarding
the vehicle information and user preferences is contained
in the warehouse. Additionally, a web application server
is running to ensure the availability for the deployed
applications of users. This information can be added
through the web interface since adding this information
through the voice interface can be very tedious. The voice
interface will look for the user’s content when creating
new applications.

3. Application generator module Every user of the appli-
cation can make its own web applications through the
application generator. AmodelingXMLdomain-specific
language has been created to generate the applications.
TheXMLfile is built by the speech recognition systemon
the mobile device application that generates a tree with
the user input option that will later convert into an XML
file. The XML is written in an extensive specific domain
language, especially designed for the platform that allows
the specification of vehicle-related programs. When the
XMLfile arrives to the platformcore, it is processed using
an interpreter. The interpreter is in charge of building a
memory tree that helps generate the code for each of the
elements found. Once the code is finished, it is deployed
in theweb application server in theDataWarehousemod-
ule, allowing it to be accessed in a few seconds after the
creation of the application.

3.2 Client applications

Client applications are an essential part of the platform.
Clients can interact with the platform in three non-exclusive

ways. (1) By sharing information from their vehicle connect-
ing OBDII hardware to the vehicle that communicates to
a Smartphone, tablet, or laptop through a Bluetooth inter-
face (Espada et al. 2013). (2) Generating applications The
user uses a voice assistant from his mobile device to deter-
mine the web application that he wants to develop. Once the
application specification has ended, the information is sent
the platform’s core to create the application. (3) Applica-
tion usage, the applications that are generated with HTML5,
which is based on web standards, implies that they can be
visualized from any standard Internet browser.

The client applications are used to obtain the informa-
tion from vehicles and to create and display applications.
Although the application is able to upload data and gener-
ated applications at the same time, the application can be set
to only upload data or to just create applications.

3.2.1 Voice generated applications

The system is designed to be operated in moving vehicles.
The driver should be able to use the system while operating
the vehicle without looking to a device. To achieve this, we
have created a voice interface for the application. The voice
interface allows a driver to create an application without hav-
ing to take the eyes off of the road. For example, a fatherwhile
driving his car would be able to create an application that will
notify himwhen his son has exceeded a certain speed or RPM
in his car.

The application interacts with the user through conversa-
tional interactions. The voice interface when activated by
the user follows the structure shown in Fig. 2. Once the
application detects a new application command, it will start
questioning through all the possible options. The application
will ask about the following specific items requiring short
answers.

The process definition flow of the application can be
divided in the following stages:

1. What vehicle or vehicles it should select? Vehicles can
form groups so they can be easily selected in the appli-
cation.

Fig. 2 Voice interface generating flow. Application generating process with initial state, processing nodes and the resulting possible applications
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2. What vehicle parameters should the applicationmonitor?
All the available parameters from the mobile device and
the vehicles OBDII interface can be selected to generate
the new application.

3. When should parameters trigger the notification? Para-
meters can either exceed a certain value or be under a
certain value to trigger the notifications. Additionally,
several limits can be selected with the same parameter.
For example, a vehicle can trigger a notification when its
speed is 0 km/h and when the speed is over 120 km/h.

4. What sort of notification or monitoring should the appli-
cation show? The application allows specifying a con-
stant monitoring of the state of one or more elements, but
also allows establishing a series of sound signals when
some of the elements enter a determined range, for exam-
ple, a low fuel level.

The application translates the tree into an XML-specific
domain language built for the platforms application genera-
tor. The XML is sent through web services to the core server.

3.2.2 Visual generated applications: monitor/notification
system

The generated applications are aimed to be visualized on any
conventional Internet browser. This is why the visual system
included in the generated web applications has been imple-
mented usingweb standards and conventionalweb languages
(HTML, CSS, JavaScript, etc.). The mobile device applica-
tion uses a regular attached Internet browser to visualize the
applications. The application launches itself on an internal
browser in a few seconds after the user specifies the applica-
tion. The application has two behaviors (1)Monitoring they
constantly showone ormore parameters and (2)Notifications
executing an explicit action when a parameter condition has
been reached. The behaviors can be combined, for instance,
an application could monitor an element and then create a
notification when a condition is reached.

Monitoring The displayed elements on the applications
depend on the parameters specified by the user. Once a new
application has been created, a map with the monitored vehi-
cles is shown displaying each of the desired parameters.
Visual indicators can monitor parameters, such as engine
RPM, CO2 emissions or fuel consumption.

Notification Once a notification is triggered, one of the
following notifications can be displayed.

– Display a message. The application can display a mes-
sage to the user.

– Play a sound. Sound can be added while displaying the
message.

– Play a video. Video can be also displayed while display-
ing the message.

– Show a map. The application can open a map that will
monitor the vehicle or vehicles that are being tracked
showing the parameters marked with pointers in a map.

Since applications can be visualized inmanydevices, they are
easier to share. Depending on the permissions used to share
the applications, one same application could be visualized by
a group of users, such as a vehicle fleet. Additionally, users
that are not in vehicles can also use it. For example, it could
be used to get ready for the arrival of a vehicle or to check
the traffic information in an area.

Vehicle users would be able to generate applications while
driving with this platform. With only a smartphone, they can
interactwith other users of the road.We have developed some
prototypes that use the proposed platform. Then, the main
objective of the prototypes is to show the application defini-
tion process from users creating real applications that can be
made with the system.

The mobile device application has two different modes
that work independently. Upload only mode obtains sen-
sor readings from the vehicle and the mobile device and
uploads them to the system core. So, in order to monitor
a vehicle, a smartphone with the running application and
Internet connection should be mounted in the vehicle and
the uploaded mode activated. Adding the device with the
Bluetooth OBDII adapter is optional. If the adapter is not
paired, it will just upload the information from the device in-
built sensors. Every sensor has its privacy settings and can
be modified in the application.

To create a new application, the generator mode should be
used. Both modes are independent and can be used simulta-
neously to create and upload sensor information. The voice
interface system guides users and allows them to interact
with the application through the speech recognition system.
The application communicates all the actions through speech
and waits for the user’s response. The interface will recog-
nize key words and will start building a consulting graph that
will be converted into the application. Once the application
is created, it will start running and it will be displayed to the
user.

3.3 Intelligent voice interaction system

Voice interactions must be adapted to the user’s abilities to
obtain a good user experience. This objective is not always
easy to achieve. Some systems are designed for a wide range
of users and it is very difficult to determine all the possible
user profiles. In other situations, user profiles can be deter-
mined, but they are difficult to match to the real users in
every situation since the same user does not necessarily retain
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always the same skills. In some environments, the skills and
the ability of a user can be affected by several external factors.
In theVitruvius platform,wehave to dealwith both problems.
We designed our voice interaction system to work on a wide
range of users with different experience and abilities. In addi-
tion, the same user can interact in different ways depending
on the external factors, making their skills and concentration
not always the same. In summary, the Vitruvius Voice Inter-
action systemmust be capable of adapting its functionality to
users with different skills in concrete moments because the
skills of a concrete user may vary at any time (for instance
during driving) due to external factors.

When a user interacts with a voice application, the user
has to understand what the application is doing and what
the user can do in every moment. Common voice interaction
mechanisms use messages to describe current activities and
the state of the application. User commands are used to send
information or orders to the application.Not all the users have
the same skills. Most voice interaction applications make
an initial analysis of the potential users. Subsequently, the
application classifies users in generic groups and creates sta-
ble profiles for these users with messages and commands
that are easy to understand. Some voice interaction applica-
tions define a unique profile; in this case, some users could
have more difficulties to understand the application. Other
applications include different profiles allowing selection of
the most suitable for different skills and experience. In most
cases, the profiles are categorized based on the user experi-
ence and abilities. A user with a lot of experience is able to
understand the current state of the application with a short
message, and canmanage the applicationwith complex com-
mands. On the other hand, a user with limited experience or
a user surrounded by distractions needs long messages with
a lot of information to understand the application and com-
mands sets.

The approach of the intelligent Voice Interaction Systems
consists of the design of three initial profiles (beginner, inter-
mediate, and advanced).Theprofiles are set to go fromeasy to
use to hard. The beginner profile contains very long descrip-
tions. The options of the users are very restricted.However, in
the advance profile, the description is short and only contains
the minimum necessary data making users free to execute
complex commands. The three profiles allow users to gen-
erate the same applications but not all apply the same level
of guidance or assistance. It is easier to make applications
with the beginner profile but the user needs a lot of time
to complete an action. The same action could be completed
faster using a complex command in the advance profile. This
makes all the profiles adequate for a concrete type of user. In
the case that a profile is used in a non-appropriate user, the
user experience could be very bad; it could lead to make a
lot of errors or spend too much time completing action that
the users already master.

Probably, some users can fit directly in one of these three
profiles, but we aim to design an application that is valid
and efficient for a lot of different user profiles. Some users
could understandwell some parts and experience problems in
others. Our approach is to generate an intelligent voice inter-
action systemable to detect the user needs in everymonument
and adapt the indentation to the adequate profile in every
monument; therefore, we could solve the current challenges
of the voice interaction system in the platform by covering
a wide range of different profiles and adapt the system to
the users abilities which can be change dynamically due to
external factors during the driving.

An approach we considered for our voice system included
simplifying the functionality of the voice interaction sys-
tem. Less commands normally mean that the application will
differentiate between actions better. Moreover, fewer com-
mands allow users to memorize all the keywords to use the
full potential of the application.

Another option that we took into consideration was to
increase the verbal description that the system gives to users.
This system worked great with new users. Users gain expe-
rience and practice with the voice interface. The problem
comes when too much detailed instructions are narrated. In
complex systems, it can take too much time and frustrate
users. Instructions could take significantly more time. This
would make users want to use an alternative non-voice clas-
sic interface, where their perception of speed due to creating
action is superior.

The final approach we took was to add an extra layer of
intelligence to the voice interaction system. Figure 3 shows
the conceptual diagram that we introduced to create a hybrid
approach from both previously described approaches. Ide-
ally depending on the level of the user, we could be more
descriptive or just provide a quick experience.We established
3 levels of users: beginner, intermediate and advanced.

Beginner The application becomes very descriptive.
Every time the user interacts with the device, feedback is
obtained from the actions of the user. Recognition system
can handle long and short answers.

Fig. 3 Conceptual diagram of the intelligent voice interaction system
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Intermediate The intermediate level is the level by default
when you first start the application. It helps the user to under-
stand the flow of the application. It is descriptive enough and
it asks for general items. It does narrate all the options pos-
sible.

Advanced Expert level has beendesign for theuser that has
mastered the creation of apps. The description with instruc-
tions for the user has been minimized to the maximum. This
helps keep the time to create an application to the bare mini-
mum. An advanced user could create a complex application
in under a minute.

To define an intelligent voice interaction system able to
modify the level dynamicallywe created a fuzzymembership
function. We analyze data from the user activity, the voice
interaction system is continually extracting info about the
user activity and with a fuzzy analysis of these parameters
the application can know if the user is comfortable with the
current level (beginner, intermediate or advance). If the user
is doing well, the system will maintain the user in the same
level, but if the user has problems understanding or if he
is a confused about the commands the system will change
the level. Likewise, if the user is very accurate and fast, the
system could put a more advance level to try to save time to
the user, and improve the user experience.

The intelligent voice interaction system is continually cap-
turing ten different parameters related to the user activity.

The use of “Repeat” command This parameter counts the
number of times that the user uses the repeat command. This
command will repeat the last speech from the application.

The use of “Help” command This parameter counts the
number of times that the user uses the help command. The
help command will provide additional information to the
user. It will explain what kind of information and keywords
that the user can use. It also provides tips and suggestions for
a better understanding of the app.

The use of the “Go back” command cancels the current
selection and goes back to the previous question asked.

The use of the “Start Over” command completely cancels
the creation of the application. The user will be prompted to
the main screen of the voice recognition application.

Applications successfully created Every time an app is
created the user will gain more experience on the system.
This is recorded and acknowledged in our system.

Actions completed The number of commands completed
is measured by the system to identify successful actions with
the user.

Actions not completedEvery time a user does not complete
an action it is tracked by the system.

Use of frustrated vocabulary The application contains a
list of offensive words such as swear words. Every time the
user interacts with the system the application checks if the
users uses the vocabulary in the list. We consider frustration

of the user can be measured when this kind of vocabulary is
used.

The use of keywords out of context The application regis-
ters every time the user uses a keyword out of context. This
denotes that the user is disoriented or that is not familiarized
with the system.

Average number of words used We also count average
number of words used. Advanced users tend to realize that
the system works understanding keywords and use them
precisely. Inexperienced users can be inclined to use large
speeches and giving extra information not needed.

Based on some set of tests with real non-expert users and
expert users, we determined for every parameter which val-
ues were optimal to interpret the user understanding. The
selected parameters are very useful to see if the user is hav-
ing a correct interactionwith the application.At this point,we
defined a set of fuzzy logic parameters. We used the library
jFuzzy logic (Cingolani and Alcala-Fdez 2012; Cingolani
and Alcalá-Fdez 2013), to implement the fuzzy log in the
voice interaction System, which is an Android Application.

The first step was to define the ranges for each one of the
10 parameters captured. The fuzzification that we generated
based on the data that we have collected and refined is shown
in Fig. 4. The fuzzy membership functions combine the use
of trapezoidal and triangular functions.

Additionally in the future, we can consider including
new parameters such as voice level changes and background
noise. These new parameters would help identify more sce-
narios where extended commands would be difficult to use.
For example if the user is trying to use the application with a
noisy background and starts raising its voice, the application
should recognize this and reduce the level of the application;
consequently, the user will only require concise commands
instead of elaborated speeches.

Based on the test performed with non-expert users and
expert users, we defined a set of fuzzy rules to determine
which of the three levels implemented is more appropri-
ate for the user. To obtain the most appropriate level of
the voice interaction system, we defined an output variable
“user_level”. The value of the variable is used by the intelli-
gent voice interaction system to determine the level that has
to be used. The application is able to change the level in every
question. The variable “user_level” can take the three values:
beginner, intermediate, and advanced (Fig. 5).

The intelligent voice interaction system will change the
current level based on the result of the value. At the end of
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the process, after the experts advice and data collected in
the scenarios with non-expert users, the set of fuzzy rules
selected is as follows:

Fig. 4 Fuzzy functions for the ten input variables

Fig. 5 Fuzzify functions for the output variable

These rules are able to calculate what of the three levels
is more appropriate for the user in every moment based on
his current activity.

4 Evaluation

The evaluation process of the proposal is formed by two
different analyses. In the first part of the evaluation, users
generated twodifferent applications using the voice interface.
No visual help or guidance was provided. During this part
of the evaluation, we wanted to compare the time that users
took to define an application and the numbers of errors made.
For this purpose, we selected a group of seven users. They
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had to define two Vitruvius applications using the standard
voice client and the proposed fuzzy client with adaptable
functionality in every user interaction.

In the second evaluation, we analyze the optimum time
needed to define two applicationswith the three different pro-
files that are included in the proposal (beginner, intermediate
and advanced). With this information, we made a simulation
emulating users and estimating the time that users could save
on the definition of an application if the voice client would
move to a higher level when defining the application.

The scenarioswere designed to represent two commonuse
cases of the platform. In these scenarios, the user defines a
petition of information related to a vehicle. The petition gen-
erates a specific application that meets the user requirements.
The two selected scenarios are described below:

Application 1. Parental Control Scenario

A controlling parent who has just found out that his son (that
has just got his license issued) is going on a long trip in his
beloved car for the first time. The parent is driving his own
car to work and is still not comfortable with his son’s driving
abilities. So the parent feels the urge to monitor his son’s trip
to feel calmer and to ensure that his son’s driving is adequate
in his car. Additionally, he would like to get notified when
his son arrives to his final destination.

So he decides to create a new application to monitor his
son. The application will notify him when his son arrives to
the final destination, if he exceeds 120 km/h, or if the engine
exceeds 4000 RPM.

The following conversation is a fragment of an example
of how the application could be generated; bold words are
the key words that the application recognizes:

1. Voice application—What can I do for you?
2. User—I want to create a new notification application.
3. Voice application—What vehicle or vehicles do you
want to monitor?
4. User—Car 7
5. Voice application—What parameter do you want to
monitor?
6. User—I want to monitor the speed of the car.
7. Voice application—What speed should be exceeded to
notify you?
8. User—120
9. Voice application—What speed minimum speed to
notify you?
10. User—Don’t set minimum speed.
11. Voice application—Do you want to monitor more
parameters?
…
…
20 User—No more parameters

Fig. 6 At the left, prototype 1 application is monitoring the “Car 7”
vehicle. At the right, prototype 3 application is displaying in a map
information about vehicle 7

21 Voice application—Generating and displaying appli-
cation. Wait a moment please...

The application then will generate and display the new
web application. The application will show speed and RPM
gaugeswith the “Car 7” parameter values and the distance left
to arrive at the final destination (Fig. 6). Whenever any of the
parameters previously set exceed the values, the application
will inform with a message to the user at the same time that
it is playing a beeping sound.

Application 2. Track a vehicle

The application tracks a vehicle and displays a map with the
location of the vehicle and the desired parameters.

1. Voice application—What can I do for you?
2. User—I want to track a vehicle.
3. Voice application—What vehicle or vehicles do youwant

to monitor?
4. User— Truck 23
5. Voice application—What parameter do youwant tomon-

itor?
6. User—I want to monitor the fuel tank percentage
7. Voice application—Do you want to monitor more para-

meters?
8. User— NO
9. Voice application—Generating and displaying applica-

tion. Wait a moment please...

The applicationwill create and display a newweb application
with a map that will show the vehicles that are being tracked.
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Fig. 7 Average data collected in the definition of the application 1.
Average number of questions, average question time (in seconds), and
average number of failed interactions

When pressing on a specific vehicle, it will show the fuel
tank percentage and the coolant temperature level (Fig. 6b).

Evaluation 1 results

During the user interactions, we used a log system tomonitor
their response times, errors and the commands that they said.
Figure 7 shows the average number of questions that the
users needed to reply, the average question time (in seconds),
and the number of failed interactions that users had to create
application 1.

Based on the result, we can suggest that the Fuzzy Voice
client was useful at reducing the average number of ques-
tions that users needed to define the application. The number
of questions was reduced from 11.3 to 10.2, a reduction of
more than 9 %. This reduction means that users had a better
comprehension of the questions and needed fewer questions
to define the application. To endorse the improvement on
question comprehension, we also observed that the average
number of failed interactions was reduced from to 6.8 to 3.2,
a reduction of more than 50 %. In the obtained result, we can
also observe that the average questions that users needed to
complete the application were increased from 12.9 to 13.3,
a increase of less than 4 %. This is due to questions in lower
levels including longer descriptions and hints.

The chart Fig. 8 shows the same data as we showed for
the first application but in this case for application 2. The
main difference between both applications is that applica-
tion 2 requires monitoring less parameters than application
1. Not many questions are needed to generate these applica-
tions. As the results indicate that the process did not require
many questions, consequently the client did not have many
chances to obtain user data and adapt the voice interpreter to
a different profile.

In the case of application 2, we can see a set of results in
the same trend as in the application 1. However, since appli-
cation 2 requires less commands than the application 1, all

Fig. 8 Average data collected in the definition of the application 1.
Average number of questions, average question time (in seconds), and
average number of failed interactions

Fig. 9 Average time that users needed to define both applications

the data have significantly lower values. The average number
of questions that users needed to define the application was
reduced from 7 to 6.2, a reduction of more than 10 %. The
average number of failed interactions was reduced from to
4.4 to 2 a reduction of more than 54 %. In this case, also
the average time to respond to the questions was reduced
from 11.3 to 9.6, a reduction of more than 15 %. However,
this value must be interpreted with caution, since the aver-
age time to reply to questions in an application with a low
number of questions can easily be altered.

In Fig. 9, we show the average time that users needed to
define both applications.

We observe in the results that the time that users needed to
define the application was reduced in both cases; about 5 %
in the application 1 and 20 % in the application 2. Although
in this evaluation process, the proposal can be slightly useful
to reduce the time that the users need to create applications.
There is a notable efficiency improvement in reduction of the
numbers of errors that users made; 50 % in application 1 and
54% in application 2. During the definition of an application
process, the proposal is able to get two benefits: dynamic
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Fig. 10 Optimum time obtained by the expert in the generation of the
two applications in the three different levels (beginner, intermediate
and advanced)

changes to a higher level to reduce the time that the user
needs to define the application, and dynamic changes to the
lower levels to reduce the number of user failed interactions.
However, the system is increasing the time that some users
need to define the application with changes to lower levels.

During the evaluation, we obtained both types of dynamic
changes, to higher levels and lower levels. Although judging
the results, the dynamic changes to lower levels were more
common. The reduction in the user failures is themost signif-
icant value. This is something very coherent since users that
participated in the evaluation were not experts in the use of
the system. There were only a few situations where the client
had considered that the current user had enough domain to
increase the level.

Evaluation 2 results

To evaluate all the key issues of the proposal, we need expert
users to define the capacity to reduce the time that users
spend on the definition of the applications. Expert users have
a great domain of the client. In this case, chances are that
the application considers to increase the level in some part
of the process. With a high level profile, users could define
the application with fewer questions and less time.

The times obtained with an expert user in the three differ-
ent modes are shown in the next chart Fig. 10. The times are
obtained when the experts defined the 100 % of the appli-
cation in the three modes; for this evaluation, the intelligent
voice client was disabled.

If the intelligence voice client is active, the application can
change the level of the voice interpreter. If the user is doing
well, the client will increase in real time the level in some
questions to reduce the time that the user needs to define
the application. For this part, we used the advanced times
to make a simulation of different “expert” users. Users start
the process in intermediate level, just as in the default client
(without intelligence), but in the intelligent client some parts

Fig. 11 Potential time improving the combined use of the intermedi-
ate and advanced profile versus the standard (intermediate profile), the
advanced profile is using 0–79.6 % in the definition of the application
1 and 0–71.4 % in the definition of the application 2

of the process can be done using a higher level. Based on
the first part of the evaluation, we estimate that around 0–
79.6 % could be done in level different to the start level in
the application 1 and 0–71.4 % in the application 2 (Fig. 11).
The estimation of the time reduction in the definition process
of both applications is shown in the following charts.

Based on the estimates performed, it could be possible in a
favorable scenario that level changes could cause an impor-
tant reduction of the time invested in the definition of an
application for an expert user. According to the estimations
in the best case, the time could be reduced by more than a 24
% in the case of the application 1 andmore than a 22% in the
application 2. Those values are an estimation of the time that
could be aimed by a user with high domain of the application
in some scenarios. We can observe that the optimum time is
very far from the reduction of the time that the users got in
the results of the first evaluation. They only get about 5 % of
time reduction due to users that did not have a great domain
of the voice client and the process to definition was so long.
However, in the second application, users got a very good
result. It was the second application that they generated, so
they had more experience. Additionally, application 2 defi-
nition process was shorter than application 1 and there were
less opportunities to make mistakes, so in case two real users
obtain a reduction of time very close to the optimum.
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5 Conclusions

In this paper, we present a novel fuzzy voice interaction
approach that has been included inVitruvius platform clients.
The aim is to improve the user experience, reducing the num-
ber of failed interactions that non-expert users make during
the communication with the voice client. We also tried to
reduce the time that users spent in the generating process.
The research work focuses on the present challenges of voice
interaction systems in very dynamic specific scenarios. Most
voice interaction systems are based on one or more profiles.
For example: beginner, intermediate, expert profiles modes
that provide different information and instructions. The static
user profiles are not enough to obtain a good user experience,
especially in complex processes with many different parts,
or in environments in which the external factors can affect
the skills and attention of the users.

The proposed voice interaction system includes three dif-
ferent profiles for voice interaction. These profiles include
more or less detail level in the instructions and in the options.
The proposed system captures real time information about
the user interaction and uses the information to determine if
the user is feeling comfortable with the voice assistant. The
system uses a set of fuzzy rules to determine if it is neces-
sary to change the current user profile to obtain the best user
experience by reducing the number of failed interactions and
the time to complete the process.

According to the obtained results in the evaluated sce-
narios, the system was useful to meet the objectives of the
research. In the evaluated scenarios, the proposal allows a
reduction in the number of failed interactions of non-expert
users in more than 50 % (app1) and more than 54 % (app2).
Likewise, the proposal showed to be slightly useful reduc-
ing the time that non-expert users need in the process. It was
reduced more than 4 % (app1) and more than 20 % (app2).
The possibility of a bigger time reduction is greater on users
with the great domain of the system defining relatively short
processes. In these interactions, users havemore possibilities
to do a fluid interaction that allows the system to upgrade the
profile level. In this use case, we tried the proposed system
with the Vitruvius platform as a user case, but the approach
can be applicable to many other voice interaction systems
that share some of the Vitruvius scenario conditions.
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