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Abstract Multilevel thresholding is the method applied to
segment the given image into unique sub-regions when the
gray value distribution of the pixels is not distinct. The seg-
mentation results are affected by factors such as number of
threshold and threshold values. Hence, this paper proposes
different methods for determining optimal thresholds using
optimization techniques namely GA, PSO and hybrid model.
Parallel algorithms are also proposed and implemented for
these methods to reduce the execution time. From the exper-
imental results, it is inferred that proposed methods take less
time for determining the optimal thresholds when compared
with existing methods such as Otsu and Kapur methods.

Keywords Multilevel thresholding · Segmentation ·
Parallel environment · Genetic algorithm ·
Particle swarm optimization · Hybrid method

1 Introduction

Image segmentation is a process of grouping the pixels of the
image based on some criteria such as intensity, color, texture,
etc. Image segmentation is still a challenging problem in the
field of computer vision and image processing. Edge detec-
tion, region-based segmentation and thresholding methods
are most popularly used for image segmentation problems.
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Edges or boundaries of the images (Sharif et al. 2002; Kaur
et al. 2011) are computed based on the dissimilarity prop-
erty of the image. Segmentation process using region (Peng
et al. 2011) or thresholding method (Otsu 1978; Kapur et al.
1985; Gonzalez and Woods 2008) uses homogenous criteria
to segment the image into distinct regions.

Thresholding is a simplest method, which partitions
the image into meaningful homogenous sub-regions using
threshold values. The number of threshold values used for
image segmentation varies depending on the application or
image. The best threshold number and values are obtained by
trial and error method. The result of segmentation is given
as an input for high-level processing such as recognition,
matching, extraction, analysis, etc. The selected threshold
value should be appropriate else it will affect the result of
high-level processing. Hence, the threshold selection should
be optimal. Thresholding methods are divided into two types
based on the number of threshold values namely,

1. Bilevel thresholding—uses one threshold value. It forms
two regions: one below the specified threshold and
another region above the selected threshold.

2. Multilevel thresholding—uses more than two threshold
values. It forms ‘n + 1’ homogenous sub-regions for ‘n’
threshold values.

The thresholding methods use parametric or nonparametric
approach. The parametric approach depends on gray distri-
bution of the pixels; whereas, the nonparametric approach,
optimizes the objective function to find out the threshold
values. Both approaches are computationally expensive and
time-consuming (Zahara et al. 2005). Hence, they are unsuit-
able for real-time applications and there is a need for fast and
robust method to solve multilevel thresholding problems.
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Many methods were proposed in the literature to deter-
mine multiple thresholding values for the images which do
not have distinct range of intensity distributions. Even though
good results are produced by methods proposed by Yin and
Chen (1997); Hammouche et al. (2008); Zhang et al. (2011);
Sridevi et al. (2014), etc., they require huge computational
time due to their iterative process.

2 Related works

Image segmentation is the fundamental step in image analy-
sis, understanding, retrieval, recognition, interpretation, etc.
It is a process of partitioning the image intomultiple segments
based on some criteria such as intensity, color, texture, etc.
for proper recognition of objects in the image. Thresholding
is a method used to segment the image. An optimal value
of threshold is to be chosen to separate one or more desired
objects from their background and is application dependent.
Determination of optimal threshold values remains as a chal-
lenging problem in image segmentation.

Iterative scheme is proposed by Yin and Chen (1997)
to determine an appropriate threshold value. The scheme is
iterated until the threshold values are not changed. The dis-
advantage of the proposed method is that it strikes on local
optimal value when more than three thresholds are obtained.

To address the thresholding problem, different criteria
such as Automatic Thresholding Criterion (ATC) (Cheng
et al. 1995), maximum correlation criterion (Djerou et al.
2012), maximum entropy criterion, maximum fuzzy entropy
(Lan and Zeng 2013), class variance (Otsu 1978) are pro-
posed in the literatures. More criteria are to be considered to
have better segmentation results for all kind of images.

Otsu method (1978) uses between-class variance of the
image histogram as an objective function. The method maxi-
mizes the objective function to get optimal threshold values.
The method does not work well for darker background and
noisy images. The standard Otsu is combined with either
Fuzzy entropy (Lan and Zeng 2013) or morphology opera-
tions (Zhang et al. 2011) to get better results.

ATC is used by Cheng et al. (1995) for solving multilevel
thresholding problem by minimizing the function. The auto-
matic threshold criterion uses less computational complexity
than the entropy criterion (Lan and Zeng 2013).

The computational complexity of methods such as Otsu,
Kapur, entropy criteria, ATC, etc. is more due to exhaust
search performed by those algorithms. To reduce the com-
plexity, optimization techniques such as Genetic Algorithm
(GA) (Hammouche et al. 2008; Indira and Ramesh 2011;
Kumar et al. 2012; Sridevi et al. 2014), particle swarm opti-
mization (Djerou et al. 2012; Osuna-Enciso et al. 2013),
differential evolution algorithm (Pei et al. 2009; Ali et al.
2014), bee colony optimization (Akay 2013), intelligent

techniques (Sathya and Kayalvizhi 2012) have been widely
applied. The objective of an optimization problem is to com-
pute a value for the variables such that it should satisfy the
given constraints and objective function. Evolutionary algo-
rithms combined with wavelet transformation (Hammouche
et al. 2008; Kumar et al. 2012; Sridevi et al. 2014) are used in
the literature for image segmentation problem to run faster.
ATC function can be minimized by applying GA. Hybrid
models (Zahara et al. 2005; Ouadfel and Meshoul 2013) are
also employed for solving the multilevel threshold selection.

The following are certain drawbacks of the existing meth-
ods:

1. It is difficult to find an optimal threshold.
2. Computation and space complexity of the algorithms are

relatively high.

To address these issues, this paper proposes an Optimal
Threshold Selection (OTS) using optimization techniques
such asGA, PSO and hybridmethods. The objective function
used is a minimization function and is coined based on cri-
teria such as variance between the classes, within the class,
goodness, thresholding criterion and segmentation criterion
to suit all type of images. The proposed methods provide
optimal threshold values and further the computational com-
plexity of these proposed methods are reduced by executing
the algorithms in a parallel environment. The input image is
decomposed into ‘ j’ levels using Discrete Wavelet Transfor-
mation (DWT) which in turn reduces the space complexity
of the proposed algorithms.

The remainder of the paper is organized as follows:
Sect. 3 explains the proposed Optimal Threshold Selection
algorithms. The experimental results and their performance
analysis are discussed in Sect. 4. Final Sect. 5 concludes the
paper.

3 Proposed method

Recently image processing applications are widely used in
many fields such as medical, defense, telemedicine, scien-
tific publication, digital forensic, etc. Image segmentation is
a process in which the given image is grouped into different
regions based on homogenous or heterogeneous properties of
the image. Segmentation is a preprocess or low-level process
for applications such as object detection and recognition,
image analysis and understanding, diagnosis of diseases,
tracking of object, image classification, image retrieval, etc.
Thresholding is a method of segmenting the image based on
selected threshold values. This results into homogenous sub-
regions. The threshold value is selected based on the peaks
and valleys of the histogram. The histogram is a plot which
shows the intensity distribution of the given gray image.
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Threshold values may be single or multiple depending on
the gray values of the image. The number of threshold and
their values should be optimal. It is still a challenging task
to find optimal thresholds for image segmentation problem.
Some of the image criteria such as selection, segmentation,
entropy, class variance, automatic threshold criterion, etc. are
incorporated in the literature (Otsu 1978; Cheng et al. 1995;
Djerou et al. 2012; Lan and Zeng 2013) to get better thresh-
olds and segments. For real-time imaging applications, fast
selection of optimal multilevel thresholds is required.

When the foreground and background pixel intensity dis-
tributions are distinct, it is sufficient to use single threshold
for segmenting the object from the background. If this inten-
sity distribution is not distinct, single threshold is not useful.
It needs multilevel thresholds to segment the image. It is dif-
ficult to solve segmentation problems which require more
than two threshold values. Existing conventional methods
consume more time to determine the threshold values. To
reduce the time, this paper proposes different algorithms by
using various optimization techniques namely, GA, PSO and
hybrid method and executes them in both sequential and par-
allel environments to solve multilevel thresholding problem
on DWT of the image. The usage of optimization techniques
such as GA and PSO for this work has the following advan-
tages over traditional searching techniques.

(a) They are global searching techniques.
(b) They prevent trapping of local optimal solution.
(c) They determine optimal number of thresholds.

The following algorithms are proposed in this paper to seg-
ment the image using optimal selection of threshold values.

1. OTS using Sequential GA (SGA)
2. OTS using Sequential PSO (PPSO)
3. OTS using Parallel GA (PGA)
4. OTS using Parallel PSO (PPSO)
5. OTS using Hybrid GA (HGA)
6. OTS using Hybrid PSO (HPSO)
7. OTS using Hybrid Parallel GA (HPGA)
8. OTS using Hybrid Parallel PSO (HPPSO).

The proposed algorithms take gray image as an input. Hence,
color images are to be converted into gray scale images. The
gray image is decomposed into j levels using DWT to enable
the algorithm to run faster. The image decomposition process
is explained in Sect. 3.1. A new Combined Objective Func-
tion (COF) is coined and is used in GA, PSO and also for
hybrid methods to analysis their performance. The deriva-
tion of COF is explained in Sect. 3.2. Sections 3.3 and 3.4
explain threshold selection using the sequential and paral-
lel versions of GA and PSO, respectively. The subsequent
Sect. 3.5 discusses about the hybrid model. They are used to

Fig. 1 Flow diagram depicting determination of an optimal threshold

select number of thresholds and their values for segmenting
the given image. The hybrid model provides better results
than the standard GA and PSO. The use of hybrid model for
multilevel threshold selection gives proper threshold values
which in turn segments the image into appropriate regions.
The steps involved in the proposed Optimal Threshold Selec-
tion problem are shown in Fig. 1.

3.1 Image decomposition

To solve multilevel thresholding problem in a faster manner,
the size of the original image is reduced. The computational
complexity of the algorithms mainly depends on the size of
the image. Hence, it has to be reduced by using DWT (Kim
et al. 2003; Hammouche et al. 2008). The image is decom-
posed to ‘j’ levels and it results in four components namely,
approximation and detail coefficients in three orientations
(horizontal, vertical, and diagonal). The general process of
DWTdecomposition (Gonzalez andWoods 2008; Strang and
Nguyen 1996) is shown in Fig. 2. An example is shown in
Fig. 3 for image decomposition along with different levels
of decomposition components.

After applying DWT to the image of size M × N at j
levels, the size of the image is reduced to M/2 j × N/2 j . If
more levels are used for decomposition of the image, then
the computational complexity will be reduced. The thresh-
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where,
Lo_D is Low pass filter Decomposition
Hi_D is High pass filter Decomposition
CAj  is Approximated coefficient at level j
CDh

j+1 is Horizontal decomposed coefficient at level 
j+1
CDv

j+1 is Vertical decomposed coefficient at level j+1
CDd

j+1 is diagonal decomposed coefficient at level j+1

Fig. 2 Decomposition using Discrete Wavelet Transformation

Fig. 3 Image decomposed into 2 levels

old values of the image are determined based on the reduced
histogramof the image. The reduction in the length of the his-
togram enables the proposed methods to run faster. Finally,
the threshold values determined are mapped to the original
image space and are used to segment the image.

3.2 Combined Objective Function

Selection of a proper threshold is important for image seg-
mentation problems. The traditional Otsu method (1978)
provides better segmentation results for an ordinary image.
It performs well if the image has bimodal histogram dis-

Fig. 4 Histogram plot

tribution. When there is a distinct difference between the
foreground and background objects, then Otsu method gives
better results. If the image boundaries are overlapped with
each other, then it is difficult to obtain a proper threshold
value for them. The complex image has more than one max-
ima. The computed maxima may be a local maxima which
gives poor segmentation results. Hence for complex images,
it does not give good results. This paper uses Combined
Objective Function (COF) to determine optimal number of
thresholds and their values for the given image using GA,
PSO and hybrid techniques. All these optimization tech-
niques use the same proposed Combined Objective Function
to solve the problem and they lead to a feasible solution. The
binary strings of 0s and 1s are generated from the reduced
histogram and it is used as an input to the problem. The
histogram plot in Fig. 4 contains peaks and valleys of the
intensity values. It is inferred from Fig. 4 that there are four
optimal thresholds (v − 1) present and their values are T1,
T2, T3, T4 positions, respectively. The (v − 1) thresholds
segment the feature space into v classes. The ranges for the
classes are listed as follows:

1. Class 1 (C1) falls in the range between 0 to T1.
2. Class 2 (C2) falls in the range between T1 to T2.
3. Class 3 (C3) falls in the range between T2 to T3.
4. Class 4 (C4) falls in the range between T3 to T4.
5. Class 5 (C5) falls in the range between T4 to 255.

For the proposed methods, to determine multiple thresh-
olds and values, a new COF is coined by using the following
criteria:

1. Threshold criterion
2. Within-class variance
3. Between-class variance
4. Goodness
5. Selection.
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There is no single criterion used for the segmentation prob-
lem for all types of images. To have better segmentation for
all type of images, more criteria are to be considered (Sridevi
et al. 2014).

3.2.1 Threshold criterion

The number of threshold is determined from the binary string
by counting number of zero bits present in it. The posi-
tion occupied by those zero bits indicate the threshold value
for the given image. Equation (1) represents number of bits
required to represent the thresholded image.

f 1(v) = min
(
log2(v)2

)
, (1)

where v is optimal class number.
The thresholded classes should be distinctly related to

their pixel intensity values. The increase in number of classes
will

1. decrease the difference between the original and thresh-
olded image and

2. increase total number of bits required to represent the
thresholded image.

3.2.2 Within-class variance criterion

The variance within the classes should be minimum. It
provides discrepancy between the original and thresholded
image. The within-class variance is computed based on two
parameters namely, mean gray value of each class and nor-
malized probability. The objective function for within-class
variance as given in Eq. 2 is a minimization function which
in turn minimizes the mean gray value of each class and nor-
malized probability parameters.

f 2(v) = min
(
σ 2

w(v)
)1/2 (2)

3.2.3 Between-class variance criterion

The between-class variance criterion is a measure of sep-
arability between classes (Gonzalez and Woods 2008). It
gives optimal global threshold value. The method mainly
depends on the computed histogram of the image such as
probability of class, mean gray value of each class, normal-
ized histogram, total mean intensity value of the image. The
objective of the between-class variance is mentioned in Eq. 3
which is amaximization function as discussed in (Otsu1978).

f 3(v) = max
(
σ 2
B(v)

)
(3)

3.2.4 Goodness criterion

The goodness is a metric used along with between classes to
measure the separability between them (Gonzalez andWoods
2008). The use of this criterion is to find out the threshold
value by maximizing the objective function using variance
between the class and total variance of the image. The objec-
tive function of goodness criteria is evaluated using Eq. 4.

f 4(v) = max

(
σ 2
B(v)

σ 2
T

)

(4)

3.2.5 Selection criterion

The quality of selected threshold image can be evaluated
using uniformity measure. It is computed based on the fol-
lowing parameters

1. Number of classes (v),
2. Gray value ( fi ) of the pixel position i ,
3. Maximum ( fmax) andminimum ( fmin) gray values of the

image and
4. Gray level mean value (mi ) of the pixels in the class j.

If the uniformity is high, then the quality of the thresholded
image is better. Hence the selection criteria based on unifor-
mity is a maximization function. The fitness function for
determining optimal threshold using uniformity measures
(Gonzalez and Woods 2008) is given in Eq. 5.

f 5(v) = max

[

1 − (2 × v) ×
( ∑v

j=0
∑

i∈C j
( fi − mi )

2

M × N × ( fmax − fmin)
2

)]

,

(5)

where c j is segmented region within the class j.
The proposed method uses a newly coined objective func-

tion which is derived from Eqs. 1–5. The proposed objective
function as given in Eq. 6 is a minimization function which
determines a set of optimal threshold values (t1, t2 . . . tv−1).

f (v) = min[ f 1(v) + f 2(v) − f 3(v) − f 4(v) − f 5(v)]
(6)

The objective of the threshold segmentation problem is to
select proper number of threshold and values. If the class
number is high, then the thresholded image is similar to the
original image. Minimal objective function value gives bet-
ter segmentation result. The coined objective function uses
uniformity, variance, separability, discrepancy properties of
the image. Hence, it gives a minimal fitness value.
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3.3 Sequential version

This section uses optimization techniques such as GA and
PSO to determine the optimal threshold values in a robust
manner. The reduced binary string is passed to the optimizer
(either GA or PSO) to get the best threshold. The optimizer
uses minimization objective function as discussed in Sect.
3.2. The objective is to group the pixels of the image into
different groups based on the threshold values. The following
Sects. 3.3.1 and 3.3.2 elaborate the working of standard GA
and PSO techniques for OTS. The threshold is determined
from the peak and the valley of the histogram. If the value
of the string is 1, then it denotes the peak, else it is a valley.
Total number of zero bits present in the string indicates the
number of threshold values.

3.3.1 OTS using SGA

The reduced histogram is obtained as a result of DWT using
j levels, which are given as an input (binary string) to GA
optimizer to find best threshold and appropriate values. The
same learning strategy used by Hammouche et al. (2008)
is utilized here to find an optimal solution. GA operation
(Goldberg 1989) such as selection, cross-over and mutation
are performed. The fitness value is computed usingEq. 6. The
mating pool is filled by selecting any two strings randomly
from the current population. The string which has the best
fitness value is placed in the mating pool. Any two strings
are chosen from the mating pool to produce two offsprings
by exchanging all the bits between them. The cross-over
operation takes place if the random value is lower than the
cross-over probability. The result of cross-over may lead to
a string of zero bits. They do not form distinct range for
the multiple threshold values and it gives continuous bits
as threshold values. To avoid this situation, mutation is per-
formed by changing the bit string values. The best fitness
value with the string in each generation is determined and the
best value is carried over to the next generation. GA termi-
nates with the best fitness value, when convergence occurs
in the fitness value or maximum number of generations is
reached. The algorithmic steps for the proposed OTS using
SGA are given in Algorithm 1.

Algorithm 1: OTS using SGA
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial population.

2. Compute fitness value for each population using Eq. 6
and store the best fitness value along with its string (SP).

3. Perform GA operations such as selection, cross-over and
mutation to generate next population.

4. Determine best fitness value by comparing the best string
of current population (SC) with best string (SP) in previ-
ous population.
If the fitness value of string SC < SP, then replace SP

with SC.
5. Execute steps 2 to 4 until a termination criterion is

reached.

Algorithm 2: OTS using SPSO
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial position of particles.
2. Compute fitness value for each particle using Eq. 6 and

store the best fitness value along with its string (SP).
3. Perform PSO operations such as updation of velocity and

position using Eqs. 7 and 8.
4. Determine best fitness value by comparing the best string

of current particle (SC) with best string (SP) in previous
particle.
If the fitness value of string SC < SP, then replace SP

with SC.
5. Execute steps 2 to 4 until a termination criterion is

reached.

3.3.2 OTS using SPSO

Binary PSO is applied to solve the proposedCOF, as the input
used for the PSO is a binary string of 0s and 1s. The particles
are updated based on the position and the velocity. The veloc-
ity is interpreted as a probability to interchange the values of
0 and 1 while updating the particle position by using Eq.
9. The particle velocity and position http://en.wikipedia.org/
wiki/ Particle_swarm_optimization are updated using Eqs. 7
and 8, respectively.

velis(t + 1) = ϕ × xis(t) + c1r1(yis(t)xis(t))

+ c2r2(t)(yy js(t) − xis(t)) (7)

xis(t + 1) =
{
0 if sig(velis(t + 1)) ≤ r
1 if sig(velis(t + 1)) > r

}
, (8)

where

sig(x) = 1

1 + e−x
(9)
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1 ≤ i ≤ np and 1≤ s ≤ S; xis(t) is the current position of
the particle; velis(t) is the current velocity of the particle;
yis(t) is the personal best position of the particles; yy js(t)
is the global best position of the swarm; r, r1 and r2 are the
random numbers within (0, 1); c1 and c2 are accelerating
constants; ϕ denotes inertia weight to control the previous
velocity impact; S is the search space; np is number of parti-
cles

The number of particles, their positions and velocity are
initialized in a random manner. Each particle evaluates the
proposed COF and finds the local best of each particle and
computes the global best among all particles. The positions
and velocity are updated using Eqs. 8 and 7 based on the best
value. The process is repeated until the terminating criteria
are reached. Algorithm 2 depicts the algorithmic steps of the
proposed OTS using SPSO.

3.4 Parallel version

Though the GA and PSO techniques give an optimal solu-
tion, the time taken for convergence is more. To reduce the
time, proposed methods using GA and PSO are executed in a
parallel environment. The following architectures are avail-
able to execute the algorithms in a parallel environment using
shared memory (Akl 1990).

1. EREW SIMD, 2. ERCW SIMD, 3. CREW SIMD, 4.
CRCWSIMD, 5. EREWMISD, 6. ERCWMIMD, 7. CREW
MIMD, 8. CRCW MIMD, 9. EREW MIMD, 10. ERCW
MIMD, 11. CREW MIMD, 12. CRCW MIMD

For this work, Exclusive Read Exclusive Write Shared
Memory Single Instruction Multiple Data (EREW SM
SIMD) parallel architecture is used. The fitness function of
the population is computed in a parallel manner using K
processors. Each processor reads the input string from the
shared memory and evaluates the same fitness function (sin-
gle instruction) for different population (different data) in
the local memory of the respective processor. The computed
minimal fitness value for the current iteration is written back
to shared memory and updated based on the previous and
currently computed values.

3.4.1 OTS using PGA

The method discussed in Sect. 3.3.1 is executed in a parallel
environment to reduce the execution time. EREWSMSIMD
model is used to create the parallel environment withK num-
ber of processors where each processor should be assigned
with 1 or 2 strings from the population size. For this work, it
has been assumed that the number of processors (K) is equal
to the population size. The binary strings are read by each
processor simultaneously from the SM and the fitness value
is evaluated in the local memory of each processor for the

corresponding population. The best fitness value among all
is found out and written in SM and it is used for the next
generation. The parallelism makes the algorithm to execute
faster. The steps involved in PGA are given in Algorithm 3.

3.4.2 OTS using PPSO

To reduce the computational time of the proposed OTS using
PSO algorithm, EREW SM SIMD parallel architecture with
K number of processors is used. Assume that the number of
processors used is equal to the number of particles initialized.
Each and every processor evaluates the objective function in a
parallel manner and the local best of each processor is written
back to the SM. The global best value is found among local
best values. The process is repeated until the terminating
criteria are reached. Algorithm 4 gives the steps involved in
the proposed PPSO algorithm.

Algorithm 3: OTS using PGA
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial population.
2. do in parallel {for each population}

a) Compute fitness value using Eq. 6 and store the best
fitness along with its string (SP).

b) Perform GA operations such as selection, cross-over
and mutation to generate next population.

c) Determine best fitness value by comparing the best
string of current population (SC) with best string (SP)

in previous population.
If the fitness value of string SC < SP, then replace SP

with SC.
3. Execute steps 2 a) to c) until a termination criterion

is reached.

Algorithm 4: OTS using PPSO
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial position of particle.
2. do in parallel {for each particle}

a) Compute fitness value using Eq. 6 and store the best
fitness along with its string (SP).
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b) Perform PSO operations such as updation of velocity
and position using Eqs. 7 and 8, respectively.

c) Determine best fitness value by comparing the best
string of current particle (SC) with best string (SP) in
previous population.
If the fitness value of string SC < SP, then replace SP

with SC.
3. Execute steps 2 a) to c) until a termination criterion

is reached.

3.5 Hybrid method

The fitness value of GA and PSO can be further refined
using hybrid model. This paper uses a hybrid optimization
function using pattern search algorithm. The evaluation of
objective function using pattern search alone can trap on
local minima based on the initial random value chosen by
the algorithm. To avoid local minima and to get refined fit-
ness value, pattern search algorithm (Goldberg 1989) can be
combined with optimization techniques such as GA, PSO or
simulated annealing, etc. The pattern search finds minimum
value for the given objective function. In the proposed hybrid
methods, the pattern search is combined with GA or PSO to
get better threshold values for segmentation problem. The
solver first runs GA or PSO and finds out the best fitness
value for it. This result is given as an input (initial value)
to the pattern search algorithm. The hybrid models provide
better solution to the optimization problem. The algorithmic
steps of the proposed HGA and HPSO algorithms are given
in Algorithms 5 and 6, respectively.

Even though the proposed hybrid model gives better
results when compared to standard GA or PSO, it takes more
time for executing the algorithm. To reduce the computa-
tional time of the hybrid model further, the proposed hybrid
model is executed in a parallel environment using EREWSM
SIMD parallel architecture. Parallelism is attained in GA or
PSO technique by evaluating the fitness function in a parallel
manner as explained in the Sects. 3.4.1 and 3.4.2. The resul-
tant value of parallel GA or PSO is then given to the pattern
search algorithm to get better fitness and threshold values.
Algorithms 7 and 8 give the algorithmic steps of the HPGA
and HPPSO.

Algorithm 5: OTS using HGA
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial population.

2. Compute fitness value for each population using Eq. 6
and store the best fitness along with its string (SP).

3. Perform GA operations such as selection, cross-over and
mutation to generate next population.

4. Determine best fitness value by comparing the best string
of current population (SC) with best string (SP) in previ-
ous population.

If the fitness value of string SC < SP, then replace SP with
SC.

5. Execute steps 2 to 4 until a termination criterion is
reached.

6. Result of GA is given as an input to pattern search algo-
rithm.

7. Determine best fitness value for the hybrid model.

Algorithm 6: OTS using HPSO
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial position of particles.
2. Compute fitness value for each particle using Eq. 6 and

store the best fitness along with its string (SP).
3. Perform PSO operations such as updation of velocity and

position using Eqs. 7 and 8, respectively.
4. Determine best fitness value by comparing the best string

of current particle (SC) with best string (SP) in previous
particle.

If the fitness value of string SC < SP, then replace SP with
SC.

5. Execute steps 2 to 4 until a termination criterion is
reached.

6. Result of PSO is given as an input to pattern search algo-
rithm.

7. Determine best fitness value for the hybrid model.

Algorithm 7: OTS using HPGA
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial populations.
2. do in parallel {for each population}
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a) Compute fitness value using Eq. 6 and store the best
fitness along with its string (SP).

b) Perform GA operations such as selection, cross-over
and mutation to generate next population.

c) Determine best fitness value by comparing the best
string of current population (SC) with best string (SP)
in previous population.
If the fitness value of string SC < SP, then replace SP

with SC.
d) Execute steps 2 a) to c) until a termination criterion

is reached.
3. Result of GA is given as an input to pattern search

algorithm.
4. Determine best fitness value for the hybrid model.

Algorithm 8: OTS using HPPSO
Input to the algorithm: Histogram of reduced image.
Output of the algorithm: Optimal number of thresholds and
their values
Termination criteria: Either number of generations or error
factor.

The steps involved in the algorithm are given below:

1. Generate initial position of particles.
2. do in parallel {for each particle}

a) Compute fitness value using Eq. 6 and store the best
fitness along with its string (SP).

b) Perform PSO operations such as updation of velocity
and position using Eqs. 7 and 8, respectively.

c) Determine best fitness value by comparing the best
string of current particle (SC) with best string (SP) in
previous particle
If the fitness value of string SC < SP, then replace SP

with SC.
d) Execute steps 2 a) to c) until a termination criterion

is reached.
3. Result of PSO is given as an input to pattern search

algorithm.
4. Determine best fitness value for the hybrid model.

3.6 Determination of optimal threshold values

Threshold can be determined from the zero bits in the string
which correspond to the best fitness. Threshold values are in
the reduced image space. Hence, they have to be converted to
the original image space (Sridevi et al. 2014) by using Eq. 10.

to = ti × 2 j , (10)

where to gives threshold value in original image space; ti is
the threshold value in reduced image space, for 1 ≤ i ≤ v−1
and j is the decomposition level.

The determined threshold values may get changed due
to stochastic nature of the optimizer. To avoid this, iterative
refinement process (Hammouche et al. 2008) is applied to
get accurate threshold values.

ExampleLet the input string be 1,1,0,1,1,1,1,0,1,1,1,1,1,0,
1,1. Number of zero bits indicate threshold number and their
corresponding position denotes the threshold values. In this
example, 3 zero bits are present which indicates the number
of thresholds and their values are in the bit positions 3, 8 and
14, respectively. The obtained thresholds are in the reduced
image space at the decomposition level 2. The obtained val-
ues are mapped to the original image space by using Eq. 10.
The determined threshold values are 12, 32 and 56 in the
original space for the input string. The input gray image is
segmented based on the determined threshold values.

3.7 Image segmentation

The original image f (x, y) is segmented into v sub-regions.
The segmented image g(x, y) (Gonzalez and Woods 2008)
can be obtained from the determined threshold values using
Eq. 11.

g(x, y) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

a if 0 < f (x, y) ≤ t1
b if t1 < f (x, y) ≤ t2

·
·

c if tv−1 < f (x, y) ≤ 255

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

, (11)

where a, b and c are intensity values between 0 to 255; ti (i =
1to v − 1) is the threshold value.

The proposed methods give optimal class number and
threshold values. The resultant image is used for further
processing such as feature extraction, classification, recog-
nition, analysis and understanding, etc. For the real-time
applications, the proposed OTS has to be run faster by reduc-
ing the input image using DWT and by using a parallel
environment.

4 Results and performance analysis

The proposed multilevel thresholding methods are imple-
mented in MATLAB 7.11 for different benchmark images
(http://www.eecs.berkeley.edu/Research). The input image
shown in Fig. 5a is used for performance evaluation of the
proposed method. The histogram plot for the input image is
shown in Fig. 5b. From the histogram plot, it is inferred that
the intensity distribution is not distinct for the given image.
Hence, it requires multiple thresholds to segment the image.
To get optimal values for these multiple thresholds, proposed
methods use the following optimization techniques for exe-
cution in both sequential and parallel environment:
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1. OTS using GA
2. OTS using PSO
3. OTS using HGA
4. OTS using HPSO.

4.1 Parameters

The parameters of GA and PSO methods are initialized to
execute the proposed methods. They are derived using con-
ventional methods found in the literature and their usage
follows the standard procedure. The parameters used in GA
and PSO are given in Sects. 4.1.1 and 4.1.2, respectively.

4.1.1 GA parameters

The parameters used for GA are listed as follows:

1. Tournament selection process is used in the selection
operation of GA

2. Cross-over probability is 0.8
3. Mutation probability is 0.2
4. Population size and number of generations considered

are 20 and 100, respectively.

4.1.2 PSO parameters

The following PSO parameters are initialized to execute the
proposed algorithms:

1. Number of particles considered is 20
2. Number of generations considered is 100
3. Accelerating constant is 1.25
4. Inertia weight is 0.5.

4.2 Experimental results

The experiment was carried out with (http://www.eecs.
berkeley.edu/Research) different benchmark images to test
the proposed methods. The proposed methods are executed
with parameters mentioned in Sects. 4.1.1 and 4.1.2 for 50
runs. The segmentation results are shown in Figs. 5, 6 and
7 for Lena image, medical image and an aeroplane image,
respectively.

The famous benchmark Lena image is used to test the pro-
posed methods namely, GA, PSO, HGA and HPSO. Figure
5b indicates the histogram plot for the input image shown
in Fig. 5a. The results using GA, PSO, HGA and HPSO are
shown in Fig. 5c, f, respectively. Similarly, the results for
the two different input images (medical and video frame) are
shown in Figs. 6 and 7. The segmented image is used for
further processing. In case of medical images, it is used for
classification and diagnosis of diseases. Figure 7 shows an
aeroplane image which is a frame of a video sequence. The

(a) Input image 

(b) Histogram plot

(c) GA  PSO

 HGA  HPSO

0

100

200

300

400

500

Gray level value

Number of Pixels

Gray Level Value
0 50 100 150 200 250

(d)

(e) (f)

Fig. 5 Results of segmentation of a Lena image

resultant image is used to track the flying aeroplane. The
execution time of the proposed model is reduced using par-
allel versions of the algorithms in order to suit the real-time
applications. From the results, it is inferred that HPPSOgives
optimal threshold.

The experiments are carried out for a noisy input image
shown in Fig. 8a and their resultant thresholded images
are shown in Fig. 8b, e. From the results, it is inferred
that the proposed algorithms perform well for noisy images
also.
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(a) Input image

(b) Histogram plot

(c) GA (d) PSO 

(e) HGA (f) HPSO
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Fig. 6 Results of segmentation of a medical image

4.3 Performance analysis

From the experimental results of the proposedmethod shown
in Sect. 4.2, it is inferred that the methods can be applied to
any kind of image applications such as medical, object or
video tracking, recognition, retrieval, etc. The performance
of the proposed method is compared with the existing meth-
ods such as Kapur, Otsu, COF using ACT and goodness
criteria (Sridevi et al. 2014). As discussed in Sect. 3.2, the
fitness function is a minimization function. The obtained fit-
ness value for GA and PSO is shown in the Figs. 9 and 10,
respectively. From the plot, it is inferred that the proposed
methods using GA, PSO, PGA and PPSO gives minimum

(a) Input frame

(b) Histogram plot

(c) GA (d) PSO 

(e) HGA (f) HPSO
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Fig. 7 Results of segmentation for a video frame

fitness value when compared to the existing methods. The
proposed methods combine five different image segmenta-
tion criteria to determine the optimal threshold value. Hence,
the fitness value of OTS using the proposed new COF is the
minimum and hence gives optimal number of classes and
thresholds.

The execution time of proposedmethods is comparedwith
existing methods such as Kapur, Otsu, ACT and goodness
COF (Sridevi et al. 2014) methods using both GA and PSO
techniques. Figure 11 depicts the execution time of the pro-
posed and existing methods. It is inferred from the graph that
the execution time of the proposed methods are less than the
existing methods.

To suit the proposedmethods towork on real-time applica-
tions such as object tracking and recognition in a video, image
classification, image matching, biometric, telemedicine, fea-
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Fig. 8 Resultant thresholded image for the noisy image

ture extraction, image retrieval, etc., and the execution time
of the algorithms is to be reduced. This can be done by using
parallel processors instead of using uniprocessor. The exe-
cution time of the proposed algorithm is compared with GA
technique using uniprocessor and multiprocessor as shown
in the Fig. 12. The proposed OTS using PSO is executed
in a sequential and parallel environment and the results are

shown in Fig. 13. The execution time of the parallel version
of proposed OTS using GA and PSO techniques are com-
pared and the plot is shown Fig. 14 by varying the number
of processors. From the plot, it is inferred that the execution
time is inversely proportional to the number of processors
used in both PGA and PPSO.

The fitness function of the proposed method can be fur-
ther minimized by using a hybrid optimization technique.
The result of GA is given as the input for pattern search
algorithm to get better fitness and threshold values. Simi-
larly the PSO technique can be made hybrid with the pattern
search algorithm. The fitness value and execution time of
the hybrid models (HGA and HPSO) are compared with
the standard GA and PSO. Based on the values obtained,
a graph is plotted and it is shown in Fig. 15. It is inferred
that the fitness value of the hybrid models are less than the
standard techniques which indicate that the fitness value is
well refined and produces optimal threshold values. But the
execution time in hybridmodel ismore, as the objective func-
tion is computed twice. To reduce the computational time
of hybrid methods, they are executed in a parallel environ-
ment using EREW SM SIMD architecture. The fitness and
execution time of proposed hybrid parallel methods (HPGA
and HPPSO) are compared with the parallel GA and PSO
methods by keeping number of processors (K = 8) as con-
stant. From the Fig. 16, it is inferred that the execution time
is drastically reduced in parallel versions of hybrid mod-
els. Also segmentation performed usingHPPSO gives proper
homogeneous sub-regions which can be seen from Figs. 5f,
6f and 7f for the input Lena, X- ray and aeroplane image,
respectively.

The execution time of the proposed methods namely, GA,
PSO, HGA and HPSO are compared among themselves in
both sequential and parallel environments. The graph is plot-
ted for the results and it is shown in Fig. 17. The hybrid
methods take more time than sequential and parallel versions
of GA and PSOmethods. But the parallel versions of the pro-
posed methods take less time than GA, PSO and hybrid GA
and PSOmethods. Hence, the proposed HPGA and _HPPSO
are well suited for real-time applications to get results faster.

Fig. 9 Fitness value vs OTS
methods (using GA)
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Fig. 10 Fitness value vs OTS
methods (using PSO)

1 2 3 4 5
0

0.5
1

1.5

2
2.5

3

3.5
4

4.5
5

Different methods using PSO

Fi
tn

es
s 

va
lu

e

1. Kapur
2. Otsu
3. COF
4. Proposed method with SPSO
5.  Proposed method with PPSO

1 2 3 4 5 6 7 8
0

1

2

3

4

5

6

7

8

9

Different methods

E
xe

cu
tio

n 
tim

e 
in

 s
ec

1. GA - Kapur
2. PSO - Kapur 
3. GA - Otsu 
4. PSO - Otsu 
5. GA with COF
6. PSO with COF
7. Proposed method using GA
8. Proposed method using PSO

Fig. 11 Execution time vs OTS methods

The determined optimal threshold value mainly depends
on the fitness value of the function. The two parameters
namely, number of generations and population size, affect
the fitness value of the function. The experiments were con-
ducted by varying the above two parameters for the proposed
OTS methods to run in sequential and parallel manner. The
graph is plotted from the obtained experimental results and

they are shown in Figs. 18 and 19. In Fig. 18, fitness value
is evaluated by varying number of generations from 10 to
100. The fitness value of proposedmethods is compared with
existing methods (Kapur, Otsu). From the plot, it is inferred
that the fitness value decreases with increase in number of
generations in all methods. The analysis is made based on
the fitness value and various population size (10 to 100).
The graph is plotted for the fitness value with respect to the
population size and it is shown in Fig. 19. It is inferred that
when population size increases, then the fitness value of the
method decreases. The fitness value of hybrid parallel PSO is
the minimal among all the proposed methods and so it gives
best set of optimal thresholds and segments for the given
image.

4.4 Timing analysis

This section analyzes the execution time of the proposed
methods in uniprocessor and multiprocessors. The proposed
OTS methods using GA, PSO and hybrid GA and PSO is
executed in a single processor. The time taken for executing
those algorithms for the input image shown in Fig. 5a is tab-
ulated in Table 1. And the same is executed in the parallel
environment by varying the number of processors (2, 4, 8,
16, 32) to attain parallelism. These results are tabulated in

Fig. 12 Execution time of GA
vs Number of processors
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Fig. 13 Execution time of PSO
vs Number of processors
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Fig. 14 Execution time of GA
and PSO vs Number of
processors

Fig. 15 Fitness value,
execution time vs Soft
Computing techniques
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Table 2. From the results, it is analyzed that the sequential
PSO takes less time than GA. The hybrid GA and PSOmeth-
ods take more time to get optimal threshold values as they
perform the optimization twice.

Table 3 depicts the execution time of proposed OTS
methods in sequential and parallel manner. Eight proces-
sors are used for executing OTS methods in a parallel
environment.

The multilevel threshold value mainly depends on the
number of threshold and their values. In the proposed meth-
ods, the optimal thresholds are determined by minimizing
the objective function. The proposed methods are executed
for various population sizes in sequential and parallel envi-
ronment. The results (fitness value and execution time) are
tabulated in Tables 4 and 5 for GA, PSO and hybrid tech-
niques. From the tables, it is clear that the
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Fig. 16 Fitness values,
execution time vs Soft
Computing techniques (K = 8)
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Fig. 17 Execution time vs Soft
Computing techniques
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Fig. 18 Fitness value vs
Number of Generations
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Fig. 19 Fitness value vs
Population size

10 20 30 40 50 60 70 80 90
2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

Population size

F
itn

es
s 

V
al

ue

Proposed method with GA

Proposed method with PGA

Proposed method with HGA

Proposed method with HPGA

Proposed method with PSO

Proposed method with PPSO

Proposed method with HPSO

Proposed method with HPPSO

Table 1 Execution time of proposed OTS methods in uniprocessor

OTS using Execution time (s)

GA 4.62

PSO 4.11

HGA 7.73

HPSO 6.91

Table 2 Execution time of proposed OTS methods in parallel environ-
ment

Number of processors (K) Execution time of OTS (s)

PGA PPSO HPGA HPPSO

2 2.10 1.98 3.61 3.32

4 1.023 0.982 1.69 1.511

8 0.511 0.391 0.789 0.692

16 0.254 0.204 0.399 0.30

32 0.112 0.80 0.23 0.18

1. Fitness value decreases with increase in population size.
2. Execution time increaseswith increase in population size.

When the population size is increased, then the best opti-
mal thresholds are obtained with minimal fitness value. The
determination of optimal thresholds will take more time in
sequential environment. To enable the algorithms to work
on real-time imaging applications, the proposed methods are
executed in parallel environment. The execution time of pro-
posed parallel methods is found out and tabulated in Tables
4 and 5. It is inferred from the tables that the execution time

Table 3 Execution time of proposed OTS methods in sequential and
parallel environment

Optimization techniques Execution time (s)

GA

GA 4.62

PGA 0.511

HGA 7.73

HPGA 0.789

PSO

PSO 4.11

PPSO 0.391

HPSO 6.91

HPPSO 0.692

of parallel versions of GA, PSO and hybrid methods is less
than their sequential versions.

The objectivemeasures such as fitness value and execution
time of the proposed methods are compared with the existing
methods such as Otsu and Kapur. The results are tabulated in
Table 6. From the analysis, it is observed that the proposed
methods take lesser fitness value and execution time. For
the input image of Fig. 5a, the resultant threshold values for
the proposed methods are shown in Table 7 for 50 runs of
execution.

5 Conclusion

In this paper, the multilevel thresholding problem is solved
using GA, PSO and hybrid optimization techniques to get
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Table 4 Fitness and execution
time of proposed OTS methods
using GA and PSO for different
population size in sequential and
parallel environment

Population size GA PSO

Fitness value Execution time (s) Fitness value Execution time (s)

K = 1 K = 8 K = 1 K = 8 K = 1 K = 8 K = 1 K = 8

10 3.9 3.8 2.17 0.20 3.2 3.14 1.87 0.09

20 3.9 3.75 4.62 0.47 3.1 2.9 4.11 0.38

30 3.8 3.6 7.01 0.65 2.89 2.7 6.34 0.54

40 3.6 3.5 9.57 0.92 2.74 2.6 9.01 0.79

50 3.6 3.4 12.03 1.01 2.7 2.6 11.8 0.93

Table 5 Fitness and execution
time of proposed OTS methods
using hybrid GA and PSO for
different population size in
sequential and parallel
environment

Population size HGA HPSO

Fitness value Execution time (in sec) Fitness value Execution time (s)

K = 1 K = 8 K = 1 K = 8 K = 1 K = 8 K = 1 K = 8

10 3.03 3.14 6.42 0.64 2.5 2.6 5.72 0.53

20 2.89 2.92 7.73 0.789 2.49 2.54 6.91 0.69

30 2.67 2.73 8.03 0.945 2.34 2.41 7.53 0.86

40 2.43 2.52 9.23 1.18 2.25 2.36 8.62 1.01

50 2.41 2.4 10.06 1.30 2.2 2.34 9.67 1.22

Table 6 Comparisonoffitness value and execution timeof the proposed
methods with existing methods

Method Fitness value Time (s)

Kapur using GA 5.2562 8.6403

Kapur using PSO 4.6562 7.123

Otsu using GA 4.6260 6.4585

Otsu using PSO 3.797 5.931

OTS using SGA 3.6389 4.62

OTS using SPSO 2.2580 4.11

OTS using PGA 3.743 0.475 (K = 8)

OTS using PPSO 2.2580 0.381 (K = 8)

OTS using HGA 2.5749 7.73

OTS using HPSO 2.1142 6.91

OTS using HPGA 2.975 0.789 (K = 8)

OTS using HPPSO 2.1662 0.692 (K = 8)

Table 7 Optimal threshold
values for proposed methods

Method Threshold values

SGA 34 91 152

SPSO 32 94 147

PGA 31 92 154

PPSO 36 95 158

HGA 42 94 157

HPSO 42 96 152

HPGA 44 95 156

HPPSO 44 95 156

optimal thresholds which are required for real-time imag-
ing applications. The proposed algorithms are implemented
in sequential and parallel environments. They are efficient
and faster when compared with the existing methods such
as Otsu, Kapur methods. It is evident from the experimental
results that the proposed HPPSO method gives the best set
of optimal threshold values among all other proposed meth-
ods. Hence, it is well suited for all types of image and video
applications.
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