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Abstract This paper presents a novel denoising approach
based on smoothing linear and nonlinear filters combined
with an optimization algorithm. The optimization algorithm
used was cuckoo search algorithm and is employed to deter-
mine the optimal sequence of filters for each kind of noise.
Noises that would be eliminated form images using the pro-
posed approach including Gaussian, speckle, and salt and
pepper noise. The denoising behaviour of nonlinear filters
and wavelet shrinkage threshold methods have also been
analysed and compared with the proposed approach. Results
show the robustness of the proposed filter when compared
with the state-of-the-art methods in terms of peak signal-to-
noise ratio and image quality index. Furthermore, a com-
parative analysis is provided between the said optimization
algorithm and the genetic algorithm.
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1 Introduction

Digital images provide significant information that on one
hand is used in most real-world applications such as
remote sensing, defence and medicine. On the other hand,
users of these applications suffer from quality degrada-
tion issues caused during image transmissions over the
networks. Extracting useful information from degraded
images without having the knowledge about the noise type
from which they are polluted has been an issue in real-
world applications. The noises that may destroy image
textures include Gaussian, speckle, and salt and pepper
noise. Numerous techniques have been developed to sup-
press noise and boost image quality such as linear fil-
ters, nonlinear filters and wavelet threshold-based strate-
gies. Most of the techniques developed so far do not
attempt to diminish the effects of multiple noises. Hence,
several hybrid techniques have been proposed to enhance
visual quality of a received image by removing multiple
noises.

In this paper we investigate the denoising behaviour of lin-
ear filters, nonlinear filters and wavelet shrinkage threshold
methods. To remove noise, spatial domain filters, i.e. linear
and nonlinear, we apply different kinds of arithmetic opera-
tions on neighbourhood pixels and finally replace the origi-
nal pixel value with the resultant value. Whereas frequency
domain filters, i.e. wavelet shrinkagemethods suppress noise
in low-frequency sub-bands of an image while enhancing the
details in high-frequency bands. Nonlinear filters, i.e. bilat-
eral, Lee and Kuan, achieve better edge preservation over
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linear filters, whereas linear filters cause blurs and become
efficient in noise reduction.

Appropriate filter selection for a particular image depends
on the noise type by which it is polluted. Suitable selection
is necessary, as filters are designed for specific noise types.

To get rid ofGaussian noise, filters such as bilateral, mean,
Wiener, circular, cone, pyramid and Gaussian low pass fil-
ter are designed (Lakshmi et al. 2012; Dangeti 2003; Tomasi
andManduchi 1998).Median filter, conversely, is found to be
more effective for removing salt and pepper noise (Mohapa-
tra et al. 2007). Reduction of speckle noise can be done with
the help of Lee and Kuan filters (Velaga and Kovvada 2012;
Benes and Riha 2012). Window size selection in the case of
neighbourhood filters is also the key factor in noise removal.
Smaller sizes do not completely remove noise, while larger
sizes cause edge blurring.

Wavelets, on the other hand, are successfully employed
to remove Gaussian noise. Some wavelet shrinkage meth-
ods used for this purpose include Bayes Shrink (Chang et al.
2000), SURE Shrink (Donoho and Johnstone 1995) and Visu
Shrink (Donoho 1992). Wavelet shrinkage methods destroy
image textaures when they are applied on images to get rid
of the Gaussian noise. Their disadvantages include accu-
rate threshold computation and the way how threshold is
applied. Moreover, complex wavelet coefficient’s statistical
model does not improve image denoising results as expected
(Bai 2008). In addition, more time is required to build and
train the newmodels. In the following sectionwewill explore
the denoising behaviour of wavelets in detail by conducting
experiments.

The advantage of using the aforementioned filters is their
simplicity. However, their limitations motivate us to come up
with innovative ideas that would help remove noise by pre-
serving image textures. We therefore explored the effective-
ness of applying filters in a sequence determined by an opti-
mization algorithm, namely cuckoo search algorithm (CSA).
The proposed idea is verified using linear filters only. Non-
linear filters, frequency domain filters and their combina-
tions remain unexplored. The proposed hybrid filter intends
to reduce Gaussian, speckle, and salt and pepper noise.

The remaining paper is organized as follows. Section 2
discusses the existing non-artificial intelligence (AI) and AI
image denoising techniques. Section 3 presents the proposed
approach for image denoising. Thereafter, results and perfor-
mance analysis of the proposed and existing approaches is
discussed in Sect. 4. Finally, we conclude and highlight the
future directions.

2 Related work

This section presents recent researches that have been con-
ducted to denoise corrupted digital images which play a vital

role in a wide range of applications, i.e. medicine and satel-
lite. A large number of AI and non-AI techniques have been
developed till now for images with different textures, res-
olutions, formats and noises. Some of them are discussed
and analyzed to highlight the significance of the proposed
approach. The research work discussed below is categorized
as satellite images, medical images and general images.

2.1 Satellite images

In Pragada and Sivaswamy (2008), proposed a method that
makes use of matched bi-orthogonal wavelets to denoise
satellite and medical images corrupted with additive white
Gaussian noise. This algorithm decomposes the noisy image
into sub-bands using decomposition filters by applying four
levels ofwavelet decomposition. The decomposed sub-bands
are then thresholded using Bayes and Bi-Shrink algorithms.
Lastly, the final restructured image is obtained by applying
reconstruction filters. The nextmethod proposed byChitroub
(2003) is used for de-correlating, compressing and improv-
ing noisy satellite images. A principal component analysis
approach based on neural networks is employed to achieve
the desired operation with adaptive learning and accept-
able convergence rate. The method presented by Chen et
al. (2013) is focused on removing multiplicative noise from
aerial images. The authors claimed that the proposed model
based on partial differential equations (PDE) outperformed
the Aubert and Aujol (AA model) for multiplicative noise
removal and edge preservation in terms of signal-to-noise
ratio (SNR) and edge preservation index (EPI).

2.2 Medical images

The authors Ilango and Marudhachalam (2011) proposed
a technique to denoise medical images contaminated with
Gaussian noise to make them better in quality for correct
diagnosis. The authors proposed three hybrid techniques:
hybrid cross median filter, hybrid min-filter and hybrid max-
filter for noise reduction. Experiments reveal that the hybrid
max-filter outperforms various existing techniques. The next
method for denoising medical ultrasound and magnetic res-
onance imaging is proposed by Pǐzurica et al. (2003) which
uses the concept of wavelets to remove Rician and speckle
noise. The basic idea behind this method is to empirically
approximate the probabilities and probability density func-
tion. The authors claim that the said method is less complex
and adapts itself to unidentified noise types. The method
presented by Anand and Sahambi (2008) denoises mag-
netic resonance images from white Gaussian noise. This
approach uses bilateral filter in un-decimatedwavelet domain
for reconstructing images. Approximation coefficients are
determined by applying un-decimatedwavelet transformon a
noisy image. Thereafter, a bilateral filter is applied on approx-
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imation coefficients to performdenoising andpreserve edges.
The reconstructed image is then formed using denoised coef-
ficients. The method proposed by Tayel et al. (2011) uses
threshold based neural networks for denoising breast can-
cer tumour images. This method works in two steps: image
denoising is performed to make the image clearer; and image
segmentation is used to extract the area of interest. Wavelets
are combined with neural networks in terms of thresholds to
obtain efficient detection and denoising for medical images.
The approach presented by Roy et al. (2010) discusses a
hybrid filter for Gaussian noise removal from X-ray, ultra-
sound and telescopic images. The developed hybrid filter is a
combination of wavelets and bilateral filter. A bilateral filter
applied before and afterwavelet decomposition produces bet-
ter results than state-of-the-art algorithms. The image quality
metrics, peak signal-to-noise ratio (PSNR) and image qual-
ity index (IQI), were used to assess the performance of the
proposed hybrid filter.

2.3 General images

In Ville et al. (2003), developed a denoising filter based on
fuzzy theory to reduce additive noise from images. The next
approach proposed by Portilla et al. (2003) is a statistical
model of coefficients to reduce Gaussian noise. A three-step
procedure is followed; first, decomposition of the image into
pyramid sub-bands is obtained. Secondly, noisy coefficients
are observed and sub-bands are denoised. Lastly, the third
image is inverted to obtain the denoised image. Dabov et al.
(2007) extended the BM3D filter for colour images to get rid
of Gaussian noise. The algorithm performs regularized inver-
sion usingBM3Dwith hard thresholding and afterwardswith
Wiener filtering. In another novel approach, a non-explicit
way of examining the wavelet coefficients using support vec-
tor regression (SVR) is presented (Laparra et al. 2010). The
estimated wavelet coefficients are encoded using anisotropic
kernels to eliminate both Gaussian and non-Gaussian noises.
Unlike wavelets that use explicit ways to determine coef-
ficients, the denoising performance of this approach has
improved.Amixture ofGaussian/bilateral filterwith its noise
threshold method using wavelets is designed to get rid of the
Gaussian noise (Kumar 2013). Bilateral and Gaussian filters
are appliedfirst on the noisy image, respectively, say x .More-
over, wavelet decomposition as well as threshold criteria is
applied on the noisy image, sayy, and eventually the denoised
image is obtained by combining x and y.The performance of
this method is satisfactory when compared with other meth-
ods in terms of PSNR, IQI and visual fidelity index (VIF).
Moreover, the work has also been carried out using bilat-
eral filter to denoise the multi-resolution images (Zhang and
Gunturk 2008). The filter is applied on sub-bands of a signal
decomposed after wavelet filter bank. Thereafter, the signal
is combined with wavelet thresholds to effectively remove

Gaussian noise. Luisier et al. (2010) proposed a Poisson–
Gaussian unbiased risk estimator (PURE-LET) methodol-
ogy to optimize transform domainmethods and remove Pois-
son/Gaussian noise. Results revealed satisfactory denoising
performance in terms of PSNR values when compared with
state-of-the-art algorithms.

The method proposed by Gupta et al. (2010) devised a
hybrid filter using linear and nonlinear smoothing filters to
remove additive as well as multiplicative noises. The fil-
ters used to develop this hybrid filter are mean, median,
mode, circular, pyramid, cone and Gaussian of size 5 × 5.
Genetic algorithm (GA) is employed to determine the optimal
sequence of filters with SNR or PSNR as its fitness function.
Satisfactory results were obtained in comparison to stand-
alone filters.

The discussed techniques reduce Gaussian and Poisson
noises from general images except the one Gupta et al.
presented. This approach attempted to remove Gaussian,
speckle, and salt and pepper noises by applying smoothing
filters in a sequence generated using GA. The drawbacks
of this hybrid approach include fewer numbers of filters
used, smoothing filters having the same window size and
comparison with the constituents of the hybrid filter. Fur-
thermore, limitations of GA add to the drawbacks that GA
requires tuning of toomany parameters and usually gets stuck
in a local optimum which prevents generation of optimal
solutions.

The focus of this paper is, thus, to explore the effective-
ness of applying some smoothing linear and nonlinear filters
and a sharpening filter in a sequence to eliminate Gaussian,
speckle, and salt and pepper noise at various noise intensities.
The sequence would be determined mainly using CSA with
PSNR as its fitness function. The reason behind the selection
of CSA is its outstanding performance over GA and parti-
cle swarm optimization (PSO) in several domains (Yang and
Deb 2009). To resolve the drawbacks of Gupta’s approach,
we chose 12 filters of different window sizes and compared
the results with wavelet shrinkage methods and nonlinear fil-
ters renowned for noise removal and edge preservation. A
detailed discussion on the proposed method is provided in
Sect. 3.

3 Proposed hybrid filter

The goal of this research is to analyze the denoising behav-
iour of several nonlinear filters and wavelet shrinkage meth-
ods against the proposed filter. Moreover, to overcome the
drawback of less accurate standalone smoothing filters, the
effectiveness of their sequence was examined in this paper.
CSA, a soft computing technique, is employed to determine
the smoothing filter sequence.
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This section is organized as follows: firstly, a brief intro-
duction to CSA, its advantages and applications are pre-
sented; secondly, the proposed filter with its advantages is
discussed in detail.

3.1 Cuckoo search algorithm

The motivation of CSA is taken from the behaviour of a bird
species named cuckoo due to its exceptional way of living
and hostile reproduction strategy. Cuckoos lay their eggs in
the host birds’ nest with an incredible ability of nest selection
and removal of existing eggs to enhance the chances of their
hatching. The host birds either fight with cuckoos by throw-
ing away their eggs or build their own nests somewhere else.
Cuckoos make random walks to search the new location for
hatching. Their random walk follows Levy flight behaviour
of other insects such as fruit flies which explore their site
by flying across straight paths punctuated by a sudden 90◦
turn. The step length of a Levy flight can be drawn from the
Levy distribution which has infinite mean and variance. The
equation of Levy distribution is (Yang 2010):

L′evy ∼ u = t−λ, (1 < λ ≤ 3), (1)

where u is the location and λ is the step size at time t .
Three idealized rules mentioned below best describe the

CSA:

1. Each cuckoo lays eggs but one at a time and dump it in
any nest, selected at random.

2. High-quality eggs (or best solutions) will be kept and
passed to the next steps, while others are discarded.

3. The total number of host nests remains unchanged, and
the host bird finds out the cuckoo’s egg with a probability
pa of [0, 1].

Cuckoo search algorithm (CSA) has been applied in a wide
range of applications for optimizing purposes with great suc-
cess. It is used in spring and welded beam design, steel
frames, semantic web services design and in embedded sys-
tems (Yang and Deb 2014). CSA is used in optimizing the
design of rotor blades (Ernst et al. 2012). It is also employed
to resolve the knapsack problem by combining it with the
quantum inspired principles (Layeb 2011). Chandrasekaran
and Sishaj (2012) used CSA to optimize the multi-objective
unit commitment problem with Lagrangian algorithm and
fuzzy set theory. An extension of CSA is proposed by Syber-
feldt and Lidberg (2012) and used for optimization of the
engine manufacturing line.

The abovediscussion clearly highlights thatCSA iswidely
used in optimization problems and is efficient as well. CSA
outperforms GA, PSO and ant bee colony (ABC) (Yang and

Deb 2009, 2014). CSA is popular among other optimiza-
tion algorithms due to the randomization process. In CSA,
cuckoos make random walks making solutions of this algo-
rithm more random and optimal in nature. Due to this ran-
domization, CSA does not get stuck in the local optimum as
GA does. Another advantage of CSA over other optimization
algorithms is that a less number of parameters are required
in tuning of CSA. Only the initial population of nests and
the probability of finding bad nests are varied to obtain the
optimized results. Due to CSA’s effectiveness in solving opti-
mization problems, we have used it to determine the optimal
sequence of filters in the proposed algorithm.

3.2 Hybrid smoothing filter

The trend towards hybrid approaches has been increasedwith
the advent of AI techniques. A combination of AI and non-
AI approaches is supposed to generate more effective results,
which they doobviously, but at the cost of high computational
complexity. This trade-off is acceptable when accuracy is the
main concern.

Keeping in mind the limitations of standalone filters and
wavelet shrinkage threshold methods, we devised a hybrid
filter based on smoothing linear and nonlinear filters of sev-
eral window sizes and a sharpening filter whose sequence
is determined via CSA to remove Gaussian, speckle, and
salt and pepper noises at various noise intensities. We chose
smoothing and sharpening filters for the reason that we want
to validate whether this approach would be successful or not
and definitely the simple design of filters encourages us to
explore them first. The filters used in the design of the pro-
posed hybrid filter are listed below:

1-Mean 3 × 3 4-Median 5 × 5 7-Wiener 7 × 7 10-Pyramid
2-Mean 5 × 5 5-Wiener 3 × 3 8-Gaussian 11-Circular
3-Median 3 × 3 6-Wiener 5 × 5 9-Cone 12-Unsharp Masking

In the CSA, an egg represents a solution. A nest can con-
tain more than one solution. However, in our case, a nest
has only one solution. At first a population of three nests
was generated, each containing a fixed length permutation of
four filters. Variable length permutations are left for future
investigation. Permutations of filters here represent solutions.
For instance, the permutations 3–4–5–1 and 9–8–12–5 are
two different solutions containing different sequences of fil-
ters. A single sequence would not remove all kinds of noises
from different images. Separate sequences are thus required
to denoise images polluted with different kinds of noises.
CSA will find optimal sequences to eliminate a particular
noise type from an image.

After generation of nests, their fitness will be evaluated
using an objective function which is as follows:

Obj f unc() = PSNR
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Only the best nests with higher PSNR values are carried over
to the next generation. Cuckoos or we can say new solu-
tions are created by performing randomwalks of length 0.05.
Worst nests having bad solutions are abandoned with the
probability pa which is 0.25, while the best nests are kept and
passed over to the next generations. This process is repeated
until the stopping criteria are attained.

Original and noisy images are provided to the CSA for
computation. A population of nests, each containing a solu-
tion or a fixed length permutation is generated. The gener-
ated permutations are used to denoise the noisy image and
its PSNR value is computed, say f 1, or we can say that its
fitness is evaluated. A cuckoo, which is any random permu-
tation of four filters, is selected and also applied on the same
image. The PSNR value after applying the cuckoo’s solu-
tion, say f 2, is calculated as well. Both the PSNR values
f 1 and f 2 are compared. If f 2 is better than f 1, then the
permutation in the nest would be replaced by the cuckoo’s
permutation, otherwise it will be passed to the next genera-
tion. The randomly selected nest would be replaced by the
cuckoo’s solution only if the newly generated cuckoo has
higher fitness values, i.e. higher PSNR values. The iterations
will continue until the highest PSNR values for the noisy
image are obtained. If values start repeating themselves for
over 50 iterations, the algorithmwill stop optimization. Flow
diagram of the proposed approach is given in Fig. 1.

4 Results and discussion

This section presents the experimental results to demonstrate
the performance of the proposed approach on standard 512×
512 images (‘Lena’, ‘Pirate’, ‘Mandrill’) contaminated with
Gaussian, speckle, and salt and pepper noises with differ-
ent degradation levels. The images are listed in Fig. 2. The
results of the proposed filter are evaluated against wavelets
and nonlinear filters using visual quality metrics PSNR and
IQI. The implementation details, parameters for denoising
approaches, and information regarding various noise sources
and their intensities are provided below.

4.1 Implementation details and parameters

The computing languageMATLABwas used to simulate the
results on a Pentium IV PC. Standard test images used are
of similar resolution of 512 × 512. Some implementation
constraints for wavelets are as follows: db4 wavelet family
is used in the wavelet thresholding strategies with decompo-
sition level 3. The methods used for comparison are Bayes
Shrink, Visu Shrink, SURE Shrink, bilateral filter, Lee filter
and Kuan filter. The parameters of the optimization algo-
rithm, CS, are:

Fig. 1 Flow diagram of hybrid smoothing filter

The initial population of nests (n) is three with a permu-
tation of four filters in each nest; the probability of finding
bad nests (pa) is 0.25, and the Levy flight or step size taken
by cuckoos is 0.05.

Two experiments were conducted to assess the perfor-
mance of the existing and proposed denoising approaches
with various noises at different levels.

Experiment 1: White Gaussian noise at 0.01, 0.05 and 0.1
and salt and pepper noise at 0.05, 0.1 and 0.5 on standard
images.

Experiment 2: Speckle noise at 0.01, 0.05 and 0.1 on stan-
dard images.
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Fig. 2 The selected test images. Lena image has an almost clear background, while pirate has a somewhat complicated background. Mandrill
contains a large number of curves and edges

Table 1 PSNR and IQI values
after adding Gaussian noise with
variance 0.1 to test images

Gaussian (0.1) PSNR values IQI values

Lena Pirate Mandrill Lena Pirate Mandrill

Bayes_Shrink 23.5493 21.3623 21.2767 0.2892 0.2741 0.2854

Visu_ Shrink 23.1632 21.0140 20.7236 0.2611 0.2292 0.1964

SURE Shrink 23.4797 21.3024 21.2431 0.2845 0.2736 0.3060

Bilateral filter 23.6141 21.5615 21.8609 0.3067 0.3059 0.3874

Lee filter 20.1684 19.3768 19.9417 0.9866 0.8219 0.9927

Kuan filter 19.8793 19.3342 19.7111 0.9866 0.8222 0.9918

Proposed 24.2791 23.0491 21.5575 0.3294 0.3364 0.3801

Sequence [8,8,4,7] [9,4,7,5] [5,9,3,3]

4.2 Experiment1: Gaussian and salt and pepper noise

The first experiment compares the performance of the pro-
posed hybrid filter with the state of the art algorithms on
standard images contaminated with Gaussian noise having
intensity 0.1 and salt and pepper noise having 0.5. PSNR
and IQI values for the highest noise intensities are shown
in the tables below in which the best values are highlighted,
while graphs for the remaining noise intensities are provided.
Visual comparisons are also attained to deeply investigate the
denoising behaviour of all the approaches.

The results of the proposed approach are more than up
to par, as standalone filters cause blurs and are not so much
effective for noise removal. However, their combination as
per CSAoptimization is found to be proficient. In Table 1, the
resultant PSNR and IQI values of the denoising approaches
after eliminating Gaussian noise are presented. For PSNR of
the proposed approach, an average increase is around 3.5 %,
whereas the best case is observed to be up to 10 %. Though
the attained IQI is not equivalent to the specialized Gaussian
noise only filters, other than those, as compared to other fil-
ters listed, an average of around 0.3 IQI enhancements are

observed. The trend for salt and pepper noise is similar as
shown in Table 2. The average increase in PSNR against all
filters was around 18, but IQI as compared to non-specialized
filters was close to 0.16.

It can be concluded from the Table 1 that the proposed fil-
ter outperforms other approaches on Lena and pirate images,
while the performance of the bilateral filter is slightly better
than the proposed one in terms of both PSNR and IQI values
on the mandrill image. Visual comparisons also reveal that
the bilateral filter, being a nonlinear filter which is specifi-
cally designed for Gaussian noise, better preserves edges and
results at higher PSNR values. Despite this fact, the perfor-
mance of the proposed filter onmandrill image is satisfactory
as can be seen in the visual comparison. Figure 3 shows the
visual comparison between the bilateral and proposed fil-
ter. It can be observed from the visual comparison that the
reason for lower PSNR value of the proposed filter is its inef-
ficiency in edge preservation, and not noise suppression. The
proposed filter obtained higher PSNR values for images of
Lena and pirate. The reason behind this is that PSNR is the
objective function of the CSA and all filter sequences are
evaluated in terms of PSNR.
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Table 2 PSNR and IQI values
after adding salt and pepper
noise with variance 0.5 to test
images

Salt and
pepper (0.5)

PSNR values IQI values

Lena Pirate Mandrill Lena Pirate Mandrill

Bayes Shrink 18.8293 16.2971 18.7681 0.1662 0.1343 0.1174

Visu Shrink 18.7735 16.3153 18.7829 0.1640 0.1358 0.1156

SURE Shrink 18.5591 16.1788 18.7020 0.1672 0.1481 0.1685

Bilateral filter 18.7214 16.3703 18.9323 0.1715 0.1629 0.2181

Lee filter 16.1446 14.5155 16.5945 0.9423 0.7490 0.9704

Kuan filter 16.1060 14.5147 16.4409 0.9428 0.7495 0.9699

Median filter 22.5757 22.9578 20.4942 0.9971 0.9676 0.9963

Proposed 26.0833 26.0048 22.6495 0.5537 0.5240 0.5220

Sequence [3,4,9,8] [3,4,3,10] [4,12,1,5]

Fig. 3 a Original image, b noisy image, c bilateral filter and d the
proposed filter

Like bilateral filter, Lee andKuan filters are not efficient in
Gaussian noise reduction and thus have lower PSNR values.
Their poor performance regarding Gaussian noise removal
can also be observed through visual comparisons. However,
their IQI values are higher than the proposed filter as they do
not destroy image textures.

The hybrid filter outperforms the three-wavelet shrinkage
methods in both PSNR and IQI values. Visual comparisons
further disclose their behaviour that they destroy image tex-
tures and contrast which is the main reason for their lower
PSNR and IQI values. Visual comparisons of all the denois-
ing approaches on Lena image degraded with Gaussian noise

at intensity 0.1 are shown in Fig. 4. The acquired results
demonstrate that the denoised Lena images were obtained
from the denoising techniques after removingGaussian noise
of intensity 0.1. It is observed that the proposed filter is suc-
cessful in suppressing noise.

It is evident from Fig. 4 that wavelets destroy image tex-
tureswhile removing noise. Nonlinear filters are good at edge
preservation, while the denoising performance of the pro-
posed filter is comparatively better.

Table 2 reveals the results of the denoising approaches
after eliminating salt and pepper noise in terms of both PSNR
and IQI values. From observing Table 2, it can be said that
the denoising performance achieved by the proposed filter
is much better than all the denoising techniques in terms of
PSNR and IQI values, though the behaviour of Lee and Kuan
filters retained greater IQI values. Through visual compar-
isons it becomes apparent that both these filters are neither
effective for Gaussian nor for salt and pepper noise removal.

The proposed filter’s denoising results are also compared
with the median filter which is popular due to its effective-
ness in salt and pepper noise elimination. The window size
selected for the median filter is 5 × 5, instead of the widely
used 3 × 3. This is because the median filter with 5 × 5
window size performs better than the median filter with 3 ×
3 window size. A visual comparison between these two is
given below in Fig. 5 after removing salt and pepper noise at
intensity 0.5.

Visual comparisons of all denoising approaches is demon-
strated in Fig. 6 that constitutes denoised Lena images after
removing salt and pepper noise at intensity 0.5. The perfor-
mance of the proposed filter is found to be exceptional in this
case.

Neither wavelets nor nonlinear filters could remove salt
and pepper noise. It is worth mentioning here that the
sequence which eliminates the salt and pepper noise not only
contains the median filter, which is popular for salt and pep-
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Fig. 4 a Original image, b noisy image, c Bayes Shrink, d Visu Shrink, e SURE Shrink, f bilateral filter, g Lee filter, h Kuan filter and i the
proposed filter

Fig. 5 aMedian filter 3 × 3 and b median filter 5 × 5

per noise removal, but it is also a combination of median 3×
3, median 5× 5, cone and Gaussian. Hence without knowing
the noise type, CSA finds an optimal sequence to reduce it.
This is in fact the real benefit of the proposed filter.

A performance comparison of the hybrid filter with the
state of the art approaches applied on Lena image having

Gaussian noise 0.01 and 0.05 and salt and pepper noise 0.05
and 0.1 in terms of PSNR is shown in Figs. 7 and 8, respec-
tively. For Gaussian noise an average increase in PSNR is
witnessed as 6.3 %, whereas for salt and pepper noise it is
noted to be just above 28 %.

4.3 Experiment 2: Speckle noise

The second experiment was conducted to assess the perfor-
mance of the proposed hybrid filter with existing approaches
on standard images corrupted with speckle noise at 0.1. Both
PSNR and IQI values are computed and analysed for this
experiment.

As listed in Table 3, the PSNR values of the proposed
hybrid filter are higher than those of all other denoising tech-
niques except the bilateral filter. However, Lee and Kuan
filters outperform in view of IQI values, the main reason
being that these filters are especially designed for speckle
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Fig. 6 a Original image, b noisy image, c Bayes Shrink, d Visu Shrink, e SURE Shrink, f bilateral filter, g Lee filter, h Kuan filter, i median filter
and j the proposed filter

noise reduction. Although their IQI values are higher, the
visual quality of the denoised image produced by hybrid fil-
ter is as good as theirs. The PSNR value of the bilateral filter
is again a little bit higher than the proposed filter, but the

visual quality of their denoised images is close to each other.
Figure 9 shows the visual comparisons of the state of the
art and the proposed algorithm on Lena image polluted with
speckle noise of intensity 0.1. Lee and Kuan filters remove
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Fig. 7 Gaussian noise on image Lena
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Fig. 8 Salt and pepper noise on image Lena

speckle noise better; however through visual comparisons, it
is obvious that they are only good at preserving edges not
at noise suppression. In wavelets, SURE Shrink performs
better than the other two on Lena and pirate images, while
Bayes Shrink performs better onmandrill image. Overall, the
average increase of the proposed approach is perceived to be
around 1.5 for PSNR and 0.1 for IQI.

Lena image having speckle noise (0.01 and 0.05) in terms
of PSNR is shown in Fig. 10, where the average increase is
found to be around 5 % for varying noises.

4.4 Comparison with genetic algorithms

In this section, we will assess the performance of our pro-
posed hybrid filter against the hybrid smoothing filter which
usedGA for generating the sequence of filters. Five images of
different sizes contaminated with several noises are selected
to conduct this experiment. The proposed hybrid smooth-
ing filter outperforms the hybrid filter presented by Gupta et
al. Table 4 highlights the PSNR and IQI values of denoised
images obtained after applying the hybrid filters generated
throughGAandCSA.Thenoise intensities used in this exper-
iment are as follows:

Gaussian noise with mean 0 and variance 0.25 and salt
and pepper noise with variance 0.05. Poisson noise, on the
other hand, is data-dependent noise and images cannot be
polluted by generating it artificially. We have generated the
Poisson noise using the Poisson distribution on the data of
the input image. For instance, for a unit-8 pixel in the input
image having value 20, a Poisson distribution with mean 20
will be generated for the corresponding output pixel.

Visual comparison between the two hybrid filters is also
given in Figs. 11 and 12 to more critically investigate
their denoising behaviour. Figure 11 unleashes the fact that
denoised image using CSA has sharper edges and is found
to be clearer than the GA denoised image, while in Fig. 12
again the noise suppression property of CSA surpasses the
GA denoising.

Table 4 reveals the fact that the proposed filter’s perfor-
mance is better than the other hybrid filter on all the images
in terms of PSNR. But the hybrid filter generated using GA
has a slightly higher IQI value at only one image, the 4th
one. The proposed hybrid filter only considers the quality
metric PSNR as its objective function and thus produced fil-
ter sequences with greater PSNR values. Although IQI is not

Table 3 PSNR values after
adding speckle noise with
variance 0.1 to test images

Speckle (0.1) PSNR values IQI values

Lena Pirate Mandrill Lena Pirate Mandrill

Bayes shrink 24.6281 20.7376 23.3874 0.3747 0.4055 0.5489

Visu shrink 24.9654 24.9883 21.5035 0.3344 0.3481 0.2433

Sure shrink 26.3469 26.1368 22.6604 0.3931 0.4286 0.3883

Bilateral filter 26.7962 26.4393 23.6168 0.4271 0.5045 0.5073

Lee filter 24.7210 25.8824 23.8374 0.9985 0.9484 0.9986

Kuan filter 23.9532 25.6065 23.3419 0.9984 0.9579 0.9986

Proposed 26.7847 27.0367 24.0909 0.4307 0.5131 0.6046

Sequence [10,12,7,8] [1,12,1,6] [8,10,12,5]
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Fig. 9 a Original image, b noisy image, c Bayes Shrink, d Visu Shrink, e SURE Shrink, f bilateral filter, g Lee filter, h Kuan filter and the i
proposed filter

the objective function of CSA, it performs well in terms of
IQI on all images except the above-mentioned sample. How-
ever, it is worth mentioning that the decrease in IQI value on
this particular image is not very significant. For other sam-
ples, the best readings for IQI increase were measured to be
around 0.78, whereas the average increase was noted as 0.3.
Nevertheless, for PSNR the average rise is evaluated to be
around 18 % which doubled for the best case.

The proposed method effectively removes all kinds of
noises at lower as well as higher intensities. This denois-
ing behaviour of the proposed method makes it more reliable
than other approaches. However, computational cost of the
proposed method is very high in comparison to other meth-
ods. Though the proposed method is computationally ineffi-

cient, CSA seems better than other AI techniques due to less
number of parameters.

The contributions made by this research work are summa-
rized as follows:

• Improved filters’ denoising performance by using them
in a sequence.

• Explored the CSA as an optimization tool.
• Developed a hybrid image denoising technique.
• Devised a more reliable denoising method that performs
better image denoising than other techniques that are
compared.

• Studied the behaviour of different denoising algorithms
on different kinds of noises at different noise intensities.
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Table 4 PSNR and IQI values of GA and CSA at several images contaminated with various noises

Sr. no. Image Noises PSNR values IQI values

GA CSA GA CSA

1 Lena (256 × 256) Gaussian (0.25), Poisson 18.7304 [6,2] 20.4515 0.2836 0.9635

[3,5,7,7]

2 Peppers (256 × 256) Gaussian (0.25), Poisson, 18.0093 [7,2] 21.8064 0.9618 0.9729

Salt and pepper (0.05) [3,2,7,4]

3 Circuit (272 × 280) Salt and pepper (0.05) 20.3433 [2] 32.1540 0.9468 0.9784

[3,3,12,3]

4 Circuit (272 × 280) Salt and pepper (0.05), Gaussian (0.25) 17.3032 [2] 21.7294 0.8381 0.8368

[3,2,4,2]

5 Circuit (272 × 280) Poisson, Gaussian (0.25) 19.7079 [5] 21.8993 0.2070 0.9325

[4,6,2,4]

6 Circuit (272 × 280) Gaussian (0.25), Poisson, 18.5241 18.8532 0.3271 0.3145

Salt and pepper (0.05) [2,5,2] [3,8,7,4]

0

5

10

15

20

25

30

35 0.01
0.05

Fig. 10 Speckle noise on image Lena

5 Conclusion and future directions

We proposed a hybrid filter whose sequence is determined
via an optimization algorithm dubbed as cuckoo search algo-
rithm. Comparisons are made among different denoising
algorithms and evaluated in terms of PSNR and IQI. The
technique proposed in this paper has improved the perfor-
mance of filters by using them in a sequence. This paper
has explored the CSA as an optimization tool and studied
the behaviour of different denoising algorithms on differ-
ent kinds of noises at various noise intensities. The pro-
posed approach outperforms other approaches in removing
Gaussian, salt and pepper and speckle noises. On average,
5–28 % rise in PSNR is measured for different noises hav-
ing varying intensities. Besides, when compared with GA,
there is an average enhancement in PSNR of around 18%
which doubles in certain cases. Hence, we conclude that the

Fig. 11 a Original circuit image, b noisy image with salt and pepper
(0.05), c GA-hybrid filter, d CSA-hybrid filter

proposed method effectively removes all kinds of noises at
various noise intensities.

CSA, being an optimization technique, can result in better
results than other technique(s), as shown in this study. How-
ever, it can be computationally inefficient and nowadays dif-
ferent variants of CSA are the current research focus. This
suggests making a comparison among AI techniques used
in image processing applications to examine which AI tech-
nique is best suited for use in these kinds of applications.

123



Adaptive image denoising 937

Fig. 12 a Original image, b noisy image with salt and pepper (0.05)
and Gaussian (0.25), c GA-hybrid filter and d CSA-hybrid filter

This is left as a future work. The limitation of CSA in our
case is its objective function as we considered only PSNR,
but other image quality metrics or their combinations could
be used to further improve the results. Imagemetrics, i.e. IQI,
VIF, both IQI and PSNR or both IQI and VIF can be used as
an objective function to yield better visual quality. Another
drawback which we want to highlight is that the proposed
filter performs denoising using fixed length permutations of
filters which is not more practical. Therefore in future, vari-
able length permutations should be explored. The proposed
approach can be extended to various resolutions, file formats
and noise intensities as well. This filter was tested on 2-D
images which can be extended to 3-D images by applying
3-D filters. Though PSNR of the denoised images has been
increased with the proposed method, it could be improved
with the help of nonlinear filters, wavelets and transforms.
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