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Abstract In the recent years, the research community has
shown interest in the development of brain–computer inter-
face applications which assist physically challenged peo-
ple to communicate with their brain electroencephalogram
(EEG) signal. Representation of these EEG signals for men-
tal task classification in terms of relevant features is important
to achieve higher performance in terms of accuracy and com-
putation time. For feature extraction from the EEG, empirical
mode decomposition and wavelet transform are more appro-
priate as they are suitable for the analysis of non-linear and
non-stationary time series signals. However, the size of the
feature vector obtained from them is huge and may hinder
the performance of mental task classification. To obtain a
minimal set of relevant and non-redundant features for clas-
sification, six popular multivariate filter methods have been
investigated which are based on different criteria: distance
measure, causal effect andmutual information. Experimental
results demonstrate that the classification accuracy improves
while the computation time reduces considerably with the
use of each of the six multivariate feature selection meth-
ods. Among all the combinations of feature extraction and
selection methods that are investigated, the combination of
wavelet transform and linear regression performs the best.
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Ranking analysis and statistical tests are also performed to
validate the empirical results.
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1 Introduction

Medicine and the computing experts have been working
together since the past few years, in various fields, to assist
patients in many areas of disease diagnosis and treatment.
Physically challenged individuals suffering from locomotor
syndrome, amyotrophic lateral sclerosis, head trauma, severe
cerebral palsy ormultiple disorders, etc., are unable to exhibit
their intent and hence are dependent on others for seemingly
basic tasks.Their physical condition restricts themfromoper-
ating any electronic device smoothly and freely. The brain–
computer interface (BCI) strives to improve the quality of
life of such individuals by assisting, augmenting or repair-
ing human cognitive or motor sensory function (Kauhanen
et al. 2006; Pfurtscheller et al. 1998). The BCI is one of
the thrust areas which has contributed to the development
of techniques for providing solutions for brain-related dis-
ease prediction and communication control (Anderson et al.
1998; Babiloni et al. 2000; Keirn and Aunon 1990; Wol-
paw et al. 2002). This is possible because the neurons in the
brain are an active moderator with the outside world, even
if speech and motor movements are compromised (Freeman
1999; Graimann et al. 2003). Efforts by the researchers have
been directed to explore the possibility of the brain activities
to be successfully taken over by the BCI.
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To monitor the activities of the brain, techniques such
as electroencephalogram (EEG), functional magnetic reso-
nance imaging (fMRI), magneto encephalography (MEG)
and positron emission tomography (PET) are proposed
(Kauhanen et al. 2006; Kronegg et al. 2007). EEG is the
preferred technique due to its low cost and ability to record
brain signals with non-invasive measures (Kauhanen et al.
2006). EEG has a high temporal resolution and the users
can be trained to generate EEG signals that can be translated
into their intent. Wolpaw et al. (2002) grouped BCI systems
into five major categories, i.e. slow cortical potential, visual
evoked potential, P300 evoked potential, sensorimotor activ-
ity and activity of the neural cell. Further, Bashashati et al.
(2007) introduced twomore categories to it, namely multiple
neuro-mechanisms and response to mental tasks. The cate-
gory, response tomental tasks, does not involve anymuscular
movement. The EEG patterns for these mental tasks are dis-
tinguishable fromeach other due to their frequency variations
and are an effective basis to recognize the users’ intent. We
have focused on the response to mental task category, as it is
one of the key areas that can help people with acute physical
disorders to benefit in real time to communicate with their
immediate environment.

The success of such BCI systems depends on the clas-
sification accuracy of the detection of mental tasks, which
in turn requires effective extraction and better representation
of EEG features related to the mental tasks. The features
considered should be highly discriminative which can dis-
tinguish different mental tasks in real time. To obtain such a
feature set, feature extraction and/or feature selection tech-
niques are suggested in literature. The auto-regressive (AR)
technique and the adaptive auto-regressive (AAR) (Penny et
al. 2000; Pfurtscheller et al. 1998) technique are two popu-
lar feature extraction methods used to extract features in the
BCI systems. However, the primary issuewith ARmodelling
is that the accuracy of the spectral estimate is highly depen-
dent on the selectedmodel order. An insufficient model order
tends to blur the spectrum,whereas an overly large ordermay
create artificial peaks in the spectrum. Also, these methods
assume linearity, Gaussian behaviour and minimum-phase
within EEG (Anderson et al. 1998; Basseville andBenveniste
1983; Freeman 1999; Graimann et al. 2003; Pfurtscheller et
al. 1998).

In fact, the frequency spectrum of the EEG signal is
observed to vary over time, indicating that the EEG signal
is a non-stationary signal. As a consequence, such a feature
extraction method should be chosen which can model the
non-stationary effect in the signal for better representation.
Also there is a high variability of the EEG signals across ses-
sions.Hence, there is a need to determine appropriate features
which can adapt to the dynamic nature of the EEG signal (Li
2004). However, we have concentrated on the off-line set-
ting.

The wavelet transform (WT) (Mallat 1989; Daubcheies
1990) is an effective technique that can be used, which
allows analysis of both time and frequency contents of the
signal. However, WT uses some fixed basis independent of
the processed signal, which makes it non-adaptive. Another
successful method for feature extraction, empirical mode
decomposition (EMD) (Huang et al. 1998), represents the
non-linear and non-stationary signal in terms of modes, that
correspond to the underlying signal. EMD is a data-driven
approach that does not use a fixed set of basis functions, but
is self-adaptive according to the processed signal. It decom-
poses a signal into finite, well-defined, low-frequency and
high-frequency components known as intrinsic mode func-
tions (IMFs) or modes.

The WT and the EMD are two methods which help in the
analysis of both time and frequency content of the obtained
EEG signal. The EMD method has been used to extract rep-
resentative data for BCI (Diez et al. 2009; Kaleem et al.
2010) for mental task classification. EEG signals have been
analysed with the WT in the fields of motor imagery and
epileptic seizures (Bostanov 2004; Ocak 2009; Hsu and Sun
2009; Cvetkovic et al. 2008), brain disorders (Hazarika et al.
1997), classification of human emotion (Murugappan et al.
2010), and non-motor imagery (Cabrera et al. 2010).

The feature vector obtained to represent the EEG signal of
amental task using a feature extraction technique is too large,
whereas the number of available training samples is small.
Also for mental task classification, EEG signals are captured
from more than one channel. The features constructed from
multiple channels are concatenated which results in a high-
dimensional feature vector. Hence, it suffers from the curse-
of-dimensionality which arises due to availability of small
sample size and high-dimensional feature vector (Bellman
1961; Hastie et al. 2009). Consequently, it is essential to
further reduce the dimension of the feature vector. In liter-
ature, feature selection methods, namely the filter method
and the wrapper method (Guyon and Elisseeff 2003; Kohavi
and John 1997) are suggested to reduce the dimension of the
data by removing the irrelevant and redundant features. The
reduced feature vector size provides better generalization of
the learning system. In addition, thememory requirement and
the computation time also decreases which allows learning in
real time. The BCI community has employed two categories
of feature selection methods: (i) univariate, a filter approach
(Diez et al. 2009; Koprinska 2009; Mosquera et al. 2010;
Rodríguez-Bermúdez et al. 2013; Cabrera et al. 2010) and
(ii) wrapper approach (Keirn and Aunon 1990; Dias et al.
2010; Lakany and Conway 2007; Bhattacharyya et al. 2014;
Corralejo et al. 2011; Garrett et al. 2003; Rejer and Lorenz
2013).

The univariate filter method evaluates the relevance of
each feature individually based on the statistical characteris-
tics of data and assigns it a score. Features are ranked based
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on their score. It is a simple and fast method as it does not
involve any classifier. However, these univariate methods do
not consider redundancy among selected features,whichmay
degrade the performance of the learning algorithm. Wrapper
methods, on the other hand, are computationallymore expen-
sive since a classifier must be trained for each candidate sub-
set to find features better suited to the predetermined learning
algorithm. In literature, researchers have observed that many
a times, the computationally intensive wrapper methods do
not outperform the simple filter methods (Haury et al. 2011).
Moreover, the wrapper approach is computationally feasible
only for low-dimensional data.

In literature, the multivariate filter methods (Devijver and
Kittler 1982) have been found suitable for high-dimensional
data to determine a subset of relevant and non-redundant fea-
tures. These methods take less computation time in compar-
ison to the wrapper approach. To the best of our knowledge,
multivariate filter methods have not been explored for men-
tal task classification. This motivated us to investigate some
commonly used multivariate filter methods.

In this paper, we have worked on the mental task clas-
sification for six subjects. First, the features from the raw
signal are extracted using the WT (EMD) and compactly
represented in terms of the statistical parameters. Further,
empirical comparison of six popular multivariate filter meth-
ods based on different criterion: distance measure, causal
effect and mutual information, is carried out. The perfor-
mance is evaluated in terms of the classification accuracy
and the computation time. To evaluate and compare the per-
formance of these methods, experiments are performed on a
publicly available EEG data acquired by Keirn and Aunon
(1990).1 Different combinations of the feature extraction and
the feature selection methods are ranked. Statistical tests are
also carried out to strengthen the experimental observations.

The rest of the paper is structured as follows: related work
is included in Sect. 2. Brief discussion on WT and EMD is
included in Sect. 3. A brief overview of different multivari-
ate filter methods used in our study is presented in Sect. 4.
Experimental data and results with statistical analysis are dis-
cussed in Sect. 5. Section 6 includes conclusion and future
work.

2 Related work

The univariate (ranking) method, one of the filter methods,
and the wrapper methods are commonly used to select rele-
vant features in the BCI systems. Diez et al. (2009) suggested
a univariate method based on theWilks’ lambda to determine
a relevant set of features. Koprinska (2009) investigated five
different univariate filter methods: information gain, correla-

1 http://www.cs.colostate.edu/eeg/main/data/1989_Keirn_and_
Aunon.

tion, reliefF, consistency and 1r ranking (1RR) on BCI data.
The mutual information (Mosquera et al. 2010), is used as
a relevance criteria to determine a subset of relevant fea-
tures. Recently, the research work (Rodríguez-Bermúdez et
al. 2013) used feature ranking using the least angle regression
and theWilcoxon rank sum test to select a set of relevant fea-
tures. It is noted that the reduced number of relevant features
obtained, using univariate methods, significantly improves
the accuracy.

Among the wrapper methods, the seminal work by Keirn
and Aunon (1990) used a combination of forward sequential
feature selection and an exhaustive search for a pair of fea-
tures to obtain a subset of relevant andnon-redundant features
for the mental task classification. Dias et al. (2010) used a
sequential forward selection algorithm that includes features
to the subset sequentially for task discrimination in BCI. In
the area of non-invasive BCIs, a wrapper method based on
SVM is used to guide intention of movement (Lakany and
Conway 2007). In recent works in BCI, genetic algorithm
(GA) (Bhattacharyya et al. 2014; Corralejo et al. 2011; Rejer
andLorenz 2013) is used to determine a subset of relevant and
non-redundant features. GA for BCI based on finger move-
ment experiments (Garrett et al. 2003) is also suggested. It
is pointed out that the relevant subset of features selected
might not be the same in different runs of GA as GA is a
stochastic method. Also, the wrapper methods are computa-
tionally expensive as they involve the classifier at each stage
of forming the feature subset, which is not encouraged for
high-dimension data.

On the other hand, the multivariate filter method, which
is not investigated in BCI, overcomes the limitations of both
the univariate filter method and the wrapper method.

3 Feature extraction

The features from an EEG signal are extracted in two steps:
in the first step, EEG signal is decomposed by EMD/WT
and statistical parameters are computed to represent the sig-
nal more compactly in the second step. WT, EMD and the
statistical measures used are discussed briefly below.

3.1 Wavelet transform (WT)

Wavelet is a multi-resolution mathematical tool used to
analyse a signal in both spatial and frequency domain simul-
taneously with the use of variable-sized windows. Discrete
wavelet transform (DWT) decomposes a 1-D signal, f (x),
in terms of a shifted and dilated mother wavelet ϕ(x) and
scaling function φ(x), given by Mallat (1989):

f (x) =
∑

l

s j0,lφ j0,l(x) +
∞∑

j= j0

∑

l

d j,lϕ j,l(x), (1)
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Fig. 1 Decomposition of a signal into approximation and detail com-
ponents

where j0 is an arbitrary starting scale, l = 0, 1, 2, . . ., 2 j −
1, s j0,l and d j,l are scaling and wavelet coefficients, respec-
tively.

The wavelet coefficients d j,l and the scaling coefficients
s j,l are computed, respectively, by

d j,l(x) = 〈 f (x), ϕ j,l(x)〉, l = 0, 1, 2, . . . , 2 j − 1 (2)

s j,l(x) = 〈 f (x), φ j,l(x)〉, l = 0, 1, 2, . . . , 2 j − 1 (3)

The scaling basis functions and wavelet basis functions at
scale j are denoted in terms of scaling basis functions and
wavelet basis functions at scale j + 1, respectively, as given
below:

∅(x) j,k =
∑

n

h(n)∅(x) j+1,n (4)

ϕ(x) j,k =
∑

n

g(n)ϕ(x) j+1,n, (5)

where g(n) is the discrete mother wavelet which is high-pass
in nature; h(n) is mirror version of g(n) and is low-pass in
nature.

Wavelets provide a simple hierarchical framework for the
multiresolution analysis of the signal. The discrete time-
domain signal (Fig. 1) is decomposed using DWT by succes-
sive low-pass and high-pass filtering. In the figure, the signal
is denoted by the sequence f (x). At each level, the high-pass
filter produces detail information; while the low-pass filter
associated with scaling function produces coarse or approx-
imate information. The filtering and decimation process is
continued until the desired level is reached. The maximum
number of levels depend upon the length of the signal. The
DWT of the original signal is then obtained by concatenating
all the coefficients starting from the last level of decomposi-
tion.

3.2 Empirical mode decomposition (EMD)

Under the assumption that any signal is composed of a series
of different intrinsic oscillation modes, the EMD can be used
to decompose an incoming signal into its different intrin-
sic mode functions (IMF). An IMF is a continuous func-

tion that satisfies the following conditions (Huang et al.
1998):

1. The number of maxima and the number of minima are
either equal, or differ at most by one.

2. Themean value of the envelope defined by the local max-
ima and the local minima is zero.

Given the incoming signal f (x), the algorithm of EMD is
based on a sifting process that can be summarized as Huang
et al. (1998):

1. For a signal, f (x), identify all local maxima andminima.
2. Calculate the upper envelope by connecting all the local

maxima points of the signal using a cubic spline.
3. Repeat the same for the local minima points of the signal

to produce the lower envelope.
4. Compute the mean of both envelopes, say m1.
5. Update the signal, f (x) = f (x) − m1

6. Repeat the steps 1 to 5, and consider f (x) as the input
signal, until f (x) can be considered an IMF as per the
definition stated above.

7. The residue r1 is obtained by subtracting the first IMF
(IMF1) from f (x), i.e. r1 = f (x) − IMF1. The residual
of this step becomes the signal f (x) for the next itera-
tion.

8. Iterate steps 1 to 7 on the residual r j ; j = 1, 2, 3, . . . , n
in order to obtain all the IMFs of the signal.

The procedure terminates when the residual r j is either a
constant value or a function with a single maxima (minima).
The result of the EMDprocess produces n IMFs and a residue
signal rn . The original signal f (x) can be reconstructed in
terms of the n extracted IMFs and the residue as:

f (x) =
n∑

j=1

IMF j + rn (6)

In order to obtain the IMFs of the signal, publicly avail-
able EMD toolbox for Matlab�2 is utilized. The lower-
order IMFs capture the faster oscillation modes of the signal,
whereas the higher-order IMFs capture the slower oscillation
modes. During the process of decomposing the signal using
EMD, it has been found that most of the segments decom-
pose into 4 or more IMFs. Hence, to maintain consistency,
we have used four levels of IMF decomposition to form the
feature vector of the same size from a given sample. Since
in this work, comparison between WT and EMD is done,
three levels of decomposition are performed for WT also,
to have the same size of the feature vector throughout the
experiments.

2 http://perso.enslyon.fr/patrick.flandrin/emd.html.
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3.3 Formation of the feature vector

The following statistical measures or parameters are used
to represent the EMD and the wavelet coefficients to form
a reduced feature vector. Some of these parameters repre-
sent linear characteristics of EEG signal and others represent
non-linear properties of EEG (Diez et al. 2009; Gupta and
Agrawal 2012): (i) root mean square (RMS); (ii) variance;
(iii) Shannon entropy; (iv) Lempel–Ziv complexity measure
(LZ); (v) central frequency (50 % of spectrum energy); (vi)
maximum frequency (95 % of spectrum energy); (vii) skew-
ness and (viii) Kurtosis.

Rootmean square (RMS) andvariance represent statistical
measure of numerical values of varying quantity and disper-
sion of the signal, respectively. Entropy measures the aver-
age amount of information from a signal (Shannon 1948).
Lempel and Ziv (1976) quantifies the complexity of a sig-
nal by analysing its spatial–temporal patterns. The central
and the maximum frequencies are used as descriptors of the
band-width of each component of the EEG signal. Skewness
measures the degree of signal asymmetry around the mean
and Kurtosis measures the sharpness of the signal.

4 Feature selection

The feature vector from each channel obtained encloses all
the features constructed with the above statistical parame-
ters. The final feature vector obtained after concatenation of
features from six channels is large, i.e. each feature vector
contains 192 parameters (4 IMFs or 4 wavelet filters × 8
parameters × 6 channels). Hence, feature selection is car-
ried out to exclude noisy, irrelevant, and redundant features.
The feature selection methods can be divided into two broad
categories: filter and wrapper category (Guyon and Elisseeff
2003; Kohavi and John 1997). The statistical characteris-
tics of data are employed for feature selection in filter meth-
ods. This approach involves less computation overhead. The
filter methods independently measure the relevance of fea-
tures without encompassing any classifier. The selected fea-
tures obtained with the help of filter approach may not be
the most relevant set of features for a learning algorithm.
This is because the learning algorithm is not involved during
the feature selection phase. Alternatively, the wrapper meth-
ods select features that are better suited to a given learning
algorithm, resulting in better performance. However, wrap-
per methods are computationally more costly since the clas-
sifier needs to be trained for each candidate subset.

Filter methodologies are further classified into two cat-
egories (Guyon and Elisseeff 2003): (i) univariate (rank-
ing) and (ii) multivariate (feature subset). Feature ranking
uses scoring function for measuring the relevance of each
feature individually for classification. These methods are

quite simple and efficient. But the limitation associated with
feature ranking methods is that the correlation among the
selected features is not considered. Hence the subset of fea-
tures may be highly redundant, which may degrade the per-
formance of the learning algorithm. On the other hand, mul-
tivariate methods consider that subset of features which are
relevant to the class and non-redundant among themselves.
Among research community (Bhattacharyya 1943; Kullback
and Liebler 1951; Devijver andKittler 1982; Park et al. 2007;
Peng et al. 2005; Groissboeck et al. 2004; Sakar et al. 2012),
the most widely used multivariate filter methods are Euclid-
ean distance, Bhattacharyya distance measures Kullback–
Leibler distance, ratio of scatter matrices, linear regression
and mRMR. These multivariate filter methods overcome the
limitations of both the ranking and the wrapper methods.
These six multivariate methods consider different criterions
such as the distance measure, the cluster criterion, regression
andmutual information. Brief discussion of these techniques
is given below. The given five mental tasks classification
problem is formulated as a set of ten different two-class clas-
sification problem (Keirn and Aunon 1990). The following
discussion is based on two classes, C1 and C2.

4.1 Euclidean distance (ED)

Euclidean distance is a simple distancemeasure, based on the
PythagoreanTheorem,which computes the distance between
the data points of two classes. Euclidean distance between
two classes C1 and C2 corresponding to the inclusion of K
features is given by:

JK ,E =
√

(μ1
K − μ2

K )(μ1
K − μ2

K )T (7)

where μ1
k andμ2

k are the mean vectors of class C1 and C2,
respectively.

It is simple, fast and considers information related to
the compactness and overlap between classes. However, it
assumes that the data are distributed about the sample mean
in a spherical manner. It is not suitable for datasets that have
low signal-to-noise ratio and negative spikes. Also, it works
only for continuous and quantitative data. Moreover, it does
not consider the data spread/variation.

4.2 Bhattacharyya distance (BD)

The class conditional p.d.f., p(Xk |Ci ) of k dimensional sam-
ple Xk = [ x1, x2, . . ., xk] for a given class Ci where i =1, 2
is given by:

p(Xk |Ci ) = 1

(2π)d/2

∣∣∣�i
k

∣∣∣
1/2

× exp

[
−1

2
(Xk− μi

k)
T (�i

k)
−1(Xk− μi

k)

]
, (8)
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where μi
k is the mean vector and �i

k is the covariance matrix
for the class Ci . For multivariate normal distribution for two
classes, Bhattacharyya distance (BD) measure is given by
Bhattacharyya (1943):

JB = 1

8
(μ2

k − μ1
k)

T
[
(�1

k + �2
k)/2

]−1

(μ2
k − μ1

k)

+1

2
log

∣∣(�1
k + �2

k)/2
∣∣

(
∣∣�1

k

∣∣ 12 ∣∣�2
k

∣∣ 12 )
(9)

However, it suffers from the problem of singularity when
covariance becomes very small.

4.3 Kullback divergence (KD)

Kullback divergence is a statistical measure that has a direct
relation with the Bayes error. It gives the minimum achiev-
able error for adopting a particular feature. The KD measure
for class C1and C2is given by:

Jk = 1

2
((μ2

k − μ1
k)

T ((�2
k)

−1 − (�1
k)

−1)(μ2
k − μ1

k))

+1

2
tr((�2

k)
−1(�1

k) + (�1
k)

−1(�2
k) − 2I), (10)

where μ1
k , μ

2
k , �

1
k and �2

k are the mean vectors and covari-
ance matrices of class C1 and C2, respectively.

Both the KD and BD measures assume that the data
follows the Gaussian distribution. Any deviation from this
assumption may not provide better results. They also suffer
from the problemof singularitywhen the covariance between
classes becomes very small.

4.4 Ratio of scatter matrices (SR)

In literature, a simple criterion based on the dissemination of
features in high-dimensional space is recommended, which
is the trace of ratio of scatter matrices. The criterion selects
those features that are well clustered around their class mean
and the features of the different classes are well separated.
To this end, the following scatter matrices are defined.

Within-class scatter, Sw, and between-class scatter matri-
ces, Sb, are, respectively, given by

SW = 1

N

c∑

i=1

∑

x∈i
(x − μi)(x − μi)

T (11)

Sb =
c∑

i=1

(x − μi )(x − μi )
T , (12)

where μi , Pi and N are the mean vector, prior probability
of the i th class data and the total number of data samples,
respectively.

From these definitions of the scattermatrices, it is straight-
forward to observe that the criterion

JSR = trace(Sb)
trace(SW )

(13)

takes large values when samples of the selected feature space
are well clustered around their mean, within each class, and
the clusters of the different classes are well separated. Also,
the criteria JSR has the advantage of being invariant under
linear transformation. The main advantage of this criterion is
that it is independent of external parameters and assumptions
of any probability density function. Also it selects features
simultaneously taking care ofwithin-class and between-class
spread of data values for features. In a similar approach,
leave-one-feature-out (Lughofer 2011), difference between-
class and within-class variances are updated in an incremen-
tal mode by discarding features stepwise.

4.5 Linear regression (LR)

Regression analysis is another well-established statistical
method in literature, which investigates the causal effect of
the independent variables upon the dependent variable. The
class label is used as the dependent variable (target) and the
features that affect this target are sought. The linear regres-
sion method attempts to model the relationship between two
or more explanatory variables and a response variable, by
fitting a linear equation to the observed data. Since many fea-
tures can affect the class, therefore the multiple regression
model is more appropriate. Amultiple regressionmodel with
a target variable, y and multiple variables, X is given by:

y=β0+β1x1i + β2x2i + · · ·βk xki + ζi , i = 1, 2, . . . n,

(14)

whereβ0, β1 . . . , βk are constants estimated by observed val-
ues of X and the class label y and is estimated by normal
distribution having mean zero and a variance σ 2.

The sum of squares error (SSE) which is sum of the
squared residuals is given by

SSE =
n∑

i=1

(yi − y pi )2, (15)

where y and y p are observed and predicted values, respec-
tively. A large value of SSE means that the regression is
predicted poorly. The total sum of squares is given by

SSTO =
n∑

i=1

(yi − ȳ)2, (16)

where ȳ is the average of yi . In a regressionmodel, the choice
of features which best explains the class label depends on the
value of R2, given by

JLR = R2 = 1 − SSE

SST O
(17)
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The value of R2 lies between 0 and 1. A feature with
a large value of R2 (approaching 1) is considered good for
distinguishing the classes. However, it considers a linear rela-
tionship between data and class labels, which may not be the
case every time. Also, it considers that the data are indepen-
dent, i.e. there is no correlation in the data.

4.6 Minimum redundancy–maximum relevance (mRMR)

Minimum redundancy–maximum relevance (mRMR), pro-
posed by Peng et al. (2005) is a filter selection approach,
based on mutual information, to find a subset of features
that have minimum redundancy among themselves and max-
imum relevance with the class labels. The mRMR method
uses mutual information I (xi , x j ) as a measure of similarity
between two discrete variables xi and x j , given by:

I (xi , x j ) =
∑

k,l

p(xik, x jl) log

(
p(xik, x jl)

p(xik)p(x jl)

)
, (18)

where p(xik), p(x jl) are themarginal probabilities of the kth
and the lth samples of discrete variables xi and x j , respec-
tively, and p(xik, x jl) is their joint probability density.

The relevance, REL, between the feature xi and the set of
class labels can be expressed as:

REL = 1

|S|
∑

xi εS
I (xi , c), (19)

where c denotes the set of target class labels.
The average redundancy among features in the set S, RED,

can be expressed as:

RED = 1

|S|2
∑

xi ,x j εS

I (xi , x j ), (20)

where S denotes the subset of features being considered for
selection and |S| denotes the number of features in set S.

Minimum redundancy and maximum relevance can be
measured as follows:

JMID = max
S

[REL − RED]

= max
S

⎡

⎣ 1

|S|
∑

xi εS

I (xi , c) − 1

|S|2
∑

xi ,x j εS

I (xi , x j )

⎤

⎦

(21)

Clearly, the maximum values of JMID can be achieved
with minimum redundancy and maximum relevance values.

4.7 Sequential forward feature selection

To determine a subset of relevant and non-redundant features
using a given multivariate criterion, there are many subopti-
mal search methods. We have used sequential forward fea-

ture selection search method which is based on the greedy
approach. It is simple and fast (the time complexity isO(d2)).
The outline of the algorithm to determine a subset of rele-
vant and non-redundant features using a given multivariate
criterion is given below:

Step 1. Initialization: R = {} // Initial empty set of rele-
vant and non-redundant features

S = The set of given d input features, {x1, x2, . . ., xd}

Step 2. The single best feature is selectedwhich optimizes
a criterion function, J (.)

xk = optimum
i

J (xi );
R = R ∪ {xk}; S = S − {xk};

Step 3. Sets of features are formed using one of the
remaining features from the set S and the already selected
set of features, R. Then the best set is selected.

Compute x j = optimum
i

J (R ∪ {xi });
R = R ∪ {x j }; S = S − {x j };

Step4.Repeat step 3until a predefinednumber of features
is selected.

5 Experimental setup and results

The EEGdata used in our experiment were acquired byKeirn
and Aunon (1990). An Electro-cap elastic electrode cap was
used to record the data from positions C3, C4, P3, P4, O1,
and O2, defined by the 10–20 system of electrode placement.
Data were recorded at a sampling rate of 250 Hz. Originally,
seven subjects were used for the purpose of collecting data.
For our experiment, the data from six subjects leaving out
subject 4 (due of unavailability of proper data) performing
five different mental tasks were analysed. The mental tasks
observed under this category are: visual counting (referred to
as C in the paper), imagined geometrical rotation (R), letter
composition (L), mathematics involving non-trivial multi-
plication (M) and a complete relaxed observation (B). Data
were recorded for 10 s during each task and each task was
repeated five times per session. Most subjects attended two
such sessions recorded on separate weeks, resulting in a total
of 10 trials for each task. With a 250-Hz sampling rate, each
10-s trial produced 2,500 samples per channel. These are
divided into half-second segments, producing at most 20 seg-
ments per trial. Features are extracted from the signal using
both EMD and WT. We have used the more commonly used
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Table 1 Comparison of average classification accuracy among various combinations of feature extraction and selection methods

Task Classifier WFS ED BD KD SR LR mrMR

Emd Wavelet Emd Wavelet Emd Wavelet Emd Wavelet Emd Wavelet Emd Wavelet Emd Wavelet

BaseLine count LDC 0.69 0.72 0.76 0.73 0.85 0.87 0.65 0.66 0.88 0.89 0.86 0.89 0.79 0.78

QDC 0.55 0.59 0.71 0.69 0.82 0.85 0.6 0.64 0.85 0.86 0.84 0.86 0.76 0.78

KNN 0.53 0.54 0.71 0.58 0.85 0.85 0.61 0.66 0.83 0.85 0.81 0.85 0.59 0.55

SVM 0.55 0.54 0.63 0.62 0.92 0.92 0.7 0.73 0.64 0.6 0.82 0.9 0.62 0.6
BaseLine letter LDC 0.66 0.69 0.73 0.64 0.79 0.84 0.6 0.61 0.84 0.87 0.8 0.87 0.66 0.66

QDC 0.54 0.59 0.69 0.65 0.75 0.78 0.59 0.61 0.8 0.84 0.78 0.84 0.67 0.67

KNN 0.52 0.54 0.74 0.57 0.79 0.81 0.64 0.64 0.77 0.82 0.74 0.82 0.58 0.55

SVM 0.56 0.56 0.64 0.6 0.87 0.89 0.71 0.71 0.65 0.6 0.84 0.91 0.62 0.6

BaseLine math LDC 0.79 0.78 0.84 0.75 0.87 0.9 0.65 0.67 0.91 0.92 0.91 0.92 0.78 0.78

QDC 0.58 0.59 0.8 0.76 0.84 0.87 0.65 0.66 0.88 0.89 0.89 0.89 0.77 0.78

KNN 0.57 0.61 0.8 0.63 0.85 0.85 0.69 0.68 0.86 0.86 0.87 0.86 0.72 0.66

SVM 0.59 0.62 0.69 0.68 0.9 0.92 0.77 0.8 0.69 0.72 0.85 0.93 0.69 0.72

BaseLine rot LDC 0.72 0.76 0.87 0.85 0.9 0.91 0.73 0.71 0.92 0.93 0.92 0.93 0.83 0.86

QDC 0.57 0.67 0.86 0.85 0.87 0.89 0.7 0.71 0.9 0.9 0.9 0.9 0.82 0.85

KNN 0.53 0.6 0.84 0.63 0.9 0.89 0.72 0.71 0.89 0.89 0.88 0.89 0.77 0.67

SVM 0.62 0.58 0.69 0.67 0.91 0.92 0.77 0.76 0.69 0.67 0.92 0.94 0.7 0.67

Count letter LDC 0.69 0.76 0.76 0.65 0.85 0.88 0.68 0.69 0.89 0.9 0.87 0.9 0.71 0.74

QDC 0.58 0.62 0.71 0.64 0.8 0.83 0.63 0.65 0.85 0.86 0.84 0.86 0.71 0.77

KNN 0.5 0.53 0.72 0.56 0.83 0.87 0.67 0.69 0.81 0.82 0.81 0.82 0.55 0.54

SVM 0.53 0.54 0.57 0.56 0.88 0.91 0.76 0.73 0.56 0.58 0.86 0.9 0.59 0.58

Count math LDC 0.78 0.79 0.83 0.77 0.88 0.9 0.62 0.65 0.91 0.91 0.91 0.91 0.78 0.81

QDC 0.58 0.6 0.8 0.77 0.85 0.89 0.61 0.65 0.9 0.91 0.9 0.91 0.79 0.81

KNN 0.54 0.57 0.74 0.63 0.86 0.92 0.65 0.68 0.88 0.89 0.88 0.89 0.73 0.66

SVM 0.62 0.61 0.69 0.72 0.92 0.96 0.75 0.76 0.71 0.72 0.93 0.92 0.68 0.72

Count rot LDC 0.7 0.8 0.81 0.79 0.86 0.88 0.66 0.66 0.88 0.91 0.85 0.91 0.76 0.78

QDC 0.57 0.64 0.81 0.79 0.83 0.88 0.63 0.66 0.87 0.9 0.84 0.9 0.76 0.78

KNN 0.5 0.56 0.74 0.61 0.85 0.87 0.66 0.66 0.85 0.84 0.84 0.84 0.65 0.6

SVM 0.57 0.54 0.64 0.63 0.92 0.89 0.75 0.73 0.62 0.63 0.86 0.88 0.64 0.63

Letter math LDC 0.78 0.8 0.85 0.78 0.91 0.93 0.66 0.7 0.92 0.93 0.88 0.93 0.75 0.79

QDC 0.59 0.6 0.83 0.76 0.88 0.9 0.67 0.7 0.91 0.93 0.87 0.93 0.76 0.8

KNN 0.54 0.57 0.78 0.61 0.85 0.9 0.68 0.71 0.88 0.91 0.87 0.91 0.69 0.65

SVM 0.6 0.6 0.74 0.71 0.92 0.95 0.76 0.79 0.73 0.71 0.92 0.95 0.67 0.71

Letter ro LDC 0.76 0.81 0.88 0.84 0.91 0.91 0.73 0.72 0.93 0.92 0.9 0.92 0.74 0.83

QDC 0.6 0.66 0.86 0.82 0.89 0.89 0.71 0.71 0.91 0.91 0.89 0.91 0.74 0.83

KNN 0.52 0.59 0.79 0.61 0.88 0.89 0.72 0.73 0.88 0.88 0.87 0.88 0.7 0.74

SVM 0.58 0.58 0.66 0.62 0.94 0.93 0.77 0.8 0.65 0.63 0.89 0.91 0.68 0.63

Math rot LDC 0.75 0.74 0.8 0.74 0.86 0.87 0.67 0.68 0.9 0.9 0.9 0.9 0.72 0.75

QDC 0.6 0.62 0.79 0.75 0.87 0.88 0.66 0.68 0.88 0.88 0.88 0.88 0.73 0.75

KNN 0.54 0.6 0.79 0.65 0.85 0.87 0.68 0.68 0.83 0.84 0.83 0.84 0.69 0.63

SVM 0.61 0.6 0.71 0.73 0.88 0.93 0.79 0.79 0.71 0.73 0.92 0.88 0.69 0.73

Daubechiesmotherwavelet (db1) in our experiments. During
the process of decomposing the signal usingEMD, it has been
found that most of the segments decompose into 4 or more
IMFs.Hence,we have used four levels of IMFdecomposition
for the sake of uniformity to form the feature vector. In order

to evaluate EMD andWT, both with the same size of the fea-
ture vector, we have used three-level wavelet decomposition,
to obtain four wavelet transform coefficient vectors to main-
tain consistency. Each segment of signal is represented in
terms of 192 statistics (4 IMFs or 4 WT coefficient vector ×
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8 parameters × 6 channels). Experiments were initially per-
formed without using any feature selection method (WFS)
and have been recorded for both EMD and WT. To remove
redundancy from the selected pool of features, following six
multivariate feature selection techniques were investigated:
Euclidean distance (ED), Bhattacharyya distance measure
(BD), Kullback–Leibler distance (KD), ratio of scatter matri-
ces (SR), linear regression (LR) and maximum relevance
minimum redundancy (mRMR). For all the multivariate fil-
ter methods, the top 25 features were incrementally included
one by one to develop the decision model, as described
by the sequential forward feature selection search method
outlined in the Sect. 4.7. The maximum average classifica-
tion accuracy of 10 runs of 10 cross-validations is quoted.
The 12 combinations of the feature extraction and selection
methods (referred to as EXT_SEL methods) are compared
amongst each other in terms of the average classification
accuracies obtained with four well-known classifiers: linear
discriminant classifier (LDC), quadratic discriminant classi-
fier (QDC), K nearest neighbour (kNN) and support vector
machine (SVM). Table 1 shows the average classification
accuracy obtained for the six subjects for the ten distinct
combination of binary classes with four different classifiers
(N = 40). Maximum classification accuracy for each pair
of mental tasks is emphasized in bold in Table 1. We can
observe the following from Table 1:

• For the combination of Baseline-Count task, the maxi-
mum classification accuracy, 92 %, is obtained using BD
and SVM with both feature extraction methods.

• For the combinations of (i) Baseline task with letter, (ii)
baseline taskwithmath and (iii) baseline taskwith geom-
etry rotation, maximum accuracy of 91, 93 and 94 %,
respectively, is achieved with the combination of WT,
LR and SVM.

• For the combinations of (i) counting task with letter, (ii)
counting task with math and (iii) math with rotation,
maximum accuracy of 91, 96 and 93 %, respectively,
is achieved with the combination of WT, BD and SVM.

• For the combinations of letterwithmath,maximumaccu-
racy of 95 % is achieved with two combinations (a) WT,
BD and SVM and (b) WT, LR and SVM.

• For the combination of counting with rotation, maximum
accuracy of 91% is achievedwith the combination of SR,
LR and LDC.

• For the combination of letter with rotation, maximum
accuracy of 94 %, is achieved with the combination of
EMD, BD and SVM.

Table 2 and Fig. 2 show average classification accuracy
over all subjects, tasks and classifiers for both feature extrac-
tion methods: EMD and WT. We can observe the following:

Table 2 Comparison between EMD and WT for all feature selection
methods in terms of average accuracy (over all subjects, tasks and clas-
sifiers)

Feature selection WFS ED BD KD SR LR mRMR

EMD 0.60 0.76 0.87 0.68 0.82 0.87 0.71
WT 0.63 0.69 0.89 0.70 0.83 0.89 0.71

0

0.2

0.4

0.6

0.8

1 EMD
WT

WFS ED BD KD SR LR mRMR

Fig. 2 Variation in average classification accuracy with the choice of
feature selection method for EMD and wavelet

• The average classification accuracy of WT is better in
comparison to EMDwithout involving any feature selec-
tion.

• For both feature extraction techniques, the classification
accuracy improves with the use of feature selection.

• The average classification accuracy of WT is same or
better in comparison to EMD for all feature selection
techniques except for ED.

• The performance of LR and BD is better compared to
other feature selection techniques for both EMD andWT.

Figures 3 and 4 show the average training time and the aver-
age testing time over all subjects and tasks for WT-based
extraction for without feature selection (WFS) and all six
multivariate filter methods. We can observe the following:

• In the comparison of the average training times, all six
multivariate methods show improvement in computation
times as compared to the time when no filter selection
(WFS) is used.

• During training, all the multivariate methods perform
equally well when used with LDC and QDC.

• During training, allmultivariatemethods show the largest
improvement with QDC.

• Similarly, it can be seen that while comparing the average
testing time, all six multivariate methods show improve-
ment in computation times as compared to WFS.

• The computation time while testing with SVC is the min-
imal for all the multivariate filter methods.

• ThemRMRmultivariate method takes lesser time among
all multivariate filter methods.
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Fig. 3 Comparison of average training time of WFS and multivariate
methods on feature vector formed using WT
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Fig. 4 Comparison of average testing time of WFS and multivariate
methods on feature vector formed using WT

5.1 Ranking of various combinations of feature extraction
and selection methods

In order to study the relative performances of the feature
selection techniques in combination with a feature extrac-
tion method, a robust ranking mechanism is employed as
suggested by Adhikari and Agrawal (2012). It ranks combi-
nation of a feature extraction method and a feature selection
method according to the percentage gain (p) in classification
accuracy with reference to the maximum classification accu-
racy achieved among two feature extractionmethods without
any feature selection (WFS). A mathematical description of
this ranking procedure is as follows:

Let ns , nc and nt denote the number of combinations of
feature extraction and feature selection techniques, number
of classifiers and number of different combination of tasks,
respectively. Let asct (c = 1, 2, . . ., nc; t = 1, 2, . . ., nt ) be
the average classification accuracy of the sth combination

of feature extraction and feature selection technique with
the cth classifier for the t th task combination and amct be the
maximum average accuracy among two feature extraction
methods without feature selection with the cth classifier for
the t th tasks combination. The percentage gain in accuracy
is computed as follows:

psct =
(
asct − amct

amct

)
× 100 (22)

Then the average (over all the classifiers and task combi-
nation) percentage gain in accuracy for the sth technique is
given by:

ps = 1

ncnt

nc∑

c=1

nt∑

t=1

psct , ∀s = 1, 2, . . . , ns (23)

Finally the rank, rs , of each of the sth combination is
assigned in such a way that:

ra ≤ rb i f pa ≥ pb (24)

Table 3 presents the percentage gain in the accuracy of the
different combinations of the feature extraction and the fea-
ture selection methods. Figure 5 shows the percentage gain
in accuracy of different combinations of the feature extrac-
tion and the feature selection methods and their correspond-
ing ranks. From Table 3 and Fig. 5, we can observe that the
combination ofWT and LR performs the best in terms of per-
centage gain in accuracy; whereas, the combination of EMD
with KD performs the worst.

1
2 3 4

5
6 7

8 9 10 11 12

0
10
20
30
40
50 Accuracy Gain

Accuracy Gain

Fig. 5 Ranking of different combinations of feature extraction and
selection methods

Table 3 Percentage gain in accuracy along with ranks for all combination of feature extraction and feature selection methods

Method WT
+LR

EMD
+BD

EMD
+LR

WT
+SR

WT
+BD

EMD
+ ED

EMD
+SR

EMD
+mRMR

WT
+mRMR

WT
+KD

WT
+ED

EMD
+KD

Accuracy
gain

43.97 37.73 36.2 32.92 25.31 18.94 16.66 11.78 9.75 8.62 7.63 5.58

Rank 1 2 3 4 5 6 7 8 9 10 11 12
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Table 4 Wilcoxon pair-wise table

Comparison R+ R− Z value p value Comparison R+ R− Z value p value

WT+KD vs. WT+LR 0 820 −7.7043 1.32E−14 EMD+SR vs.WT+mRMR 799 21 −4.7292 2.25E−06

EMD+KD vs. WT+LR 0 820 −7.7011 1.35E−14 EMD+ED vs.EMD+KD 699 121 −4.392 1.12E−05

WT+BD vs. EMD+KD 820 0 −7.6914 1.46E−14 EMD+ED vs.WT+KD 654.5 165.5 −3.9736 7.08E−05

WT+LR vs. EMD+mRMR 820 0 −7.6719 1.69E−14 WT+SR vs.EMD+ED 783 37 −3.9586 7.54E−05

WT+BD vs. WT+KD 820 0 −7.6657 1.78E−14 EMD+SR vs.EMD+ED 789.5 30.5 −3.6281 2.85E−04

WT+BD vs. EMD+mRMR 820 0 −7.6286 2.37E−14 EMD+SR vs. WT+LR 49 771 −3.5599 3.71E−04

EMD+BD vs. EMD+KD 820 0 −7.6245 2.45E−14 EMD+ED vs.WT+ED 798 22 −3.4288 6.06E−04

EMD+KD vs. EMD+LR 0 820 −7.612 2.70E−14 EMD+SR vs. WT+BD 241.5 578.5 −2.9983 0.0027

WT+KD vs. EMD+LR 0 820 −7.596 3.05E−14 EMD+ED vs.EMD+mRMR 754.5 65.5 −2.997 0.0027

EMD+BD vs. WT+KD 820 0 −7.5797 3.46E−14 EMD+SR vs. WT+LR 62 758 −2.8691 0.0041

WT+ED vs.WT+LR 0 820 −7.5517 4.30E−14 EMD+BD vs. WT+LR 97.5 722.5 −2.8646 0.0042

WT+LR vs. WT+mRMR 820 0 −7.5384 4.76E−14 WT+SR vs. WT+LR 232.5 587.5 −2.5803 0.0099

WT+ED vs.WT+BD 0 820 −7.5182 5.55E−14 EMD+BD vs. WT+BD 53.5 766.5 −2.407 0.0161

EMD+BD vs. EMD+mRMR 820 0 −7.4799 7.44E−14 WT+BDvs. EMD+LR 692.5 127.5 −2.3 0.0214

WT+BD vs. WT+mRMR 820 0 −7.4576 8.81E−14 EMD+ED vs.WT+mRMR 703.5 116.5 −2.2834 0.0224

EMD+LR vs. EMD+mRMR 820 0 −7.4387 1.02E−13 WT+BD vs. WT+SR 349 471 −2.0228 0.0431

WT+ED vs. EMD+BD 0 820 −7.2615 3.83E−13 EMD+KD vs.EMD+mRMR 295 525 −1.8595 0.063

EMD+ED vs. WT+LR 0 820 −7.1927 6.35E−13 EMD+KD vs.WT+mRMR 281.5 538.5 −1.6863 0.0917

WT+ED vs. EMD+LR 0 820 −7.1888 6.53E−13 EMD+SR vs. EMD+LR 408.5 411.5 −1.2545 0.2097

EMD+BD vs. WT+mRMR 820 0 −7.0975 1.27E−12 EMD+SR vs.EMD+BD 415 405 −1.1883 0.2347

EMD+ED vs. WT+BD 0 820 −7.058 1.69E−12 WT+KD vs. EMD+mRMR 359 461 −1.1667 0.2433

EMD+LR vs. WT+mRMR 820 0 −7.0561 1.71E−12 WT+ED vs.WT+mRMR 183.5 636.5 −1.1367 0.2556

EMD+ED vs. EMD+LR 0.5 819.5 −6.2683 3.65E−10 EMD+KD vs.WT+KD 145.5 674.5 −1.1049 0.2692

EMD+ED vs. EMD+BD 0 820 −6.2464 4.20E−10 WT+ED vs.EMD+mRMR 277.5 542.5 −1.0402 0.2983

EMD+SR vs. EMD+KD 754.5 65.5 −5.442 5.27E−08 WT+KD vs.WT+mRMR 331 489 −0.9881 0.3231

WT+SR vs. EMD+KD 759 61 −5.3158 1.06E−07 WT+ED vs. WT+KD 397 423 −0.7566 0.4493

EMD+SR vs. WT+ED 807 13 −5.2492 1.53E−07 WT+BD vs. WT+LR 297 523 −0.7397 0.4595

EMD+SR vs. WT+KD 757 63 −5.1516 2.58E−07 EMD+SR vs.WT+SR 212 608 −0.7378 0.4606

WT+SR vs. WT+ED 801 19 −5.1472 2.64E−07 EMD+mRMR vs.WT+mRMR 357 463 −0.4142 0.6787

WT+SR vs. WT+KD 760 60 −5.1446 2.68E−07 WT+SR vs. EMD+BD 439.5 380.5 −0.357 0.7211

WT+SR vs. EMD+mRMR 794.5 25.5 −4.9684 6.75E−07 WT+SR vs.EMD+LR 443.5 376.5 −0.3521 0.7247

EMD+SR vs. EMD+mRMR 798.5 21.5 −4.9025 9.46E−07 EMD+BD vs.EMD+LR 385.5 434.5 −0.0483 0.9615

WT+SR vs. WT+mRMR 792.5 27.5 −4.869 1.12E−06 WT+ED vs.EMD+KD 462.5 357.5 −0.0482 0.9616

5.2 Comparison among different feature
extraction-selection (Ext_Sel) combinations

To compare the performance of the various feature selection
methods in conjunction with the two feature extractionmeth-
ods, Wilcoxon test and Friedman statistical tests are used,
which are based on the research work of Demsar (2006) and
Derrac et al. (2011).

5.2.1 Statistical test based on pair-wise comparisons

To compare the results pair-wise, the signed rank test pro-
posed byWilcoxon (1945) is used, that aims to detect signif-

icant differences between each pair of Ext_Sel combination
under consideration. For each of the i th case of the total N
cases, let di denote the difference in the classification accu-
racies of the two Ext_Sel combinations. The differences are
ranked according to the absolute values, and average ranks
are assigned in case of ties. R+ is the sum of the ranks of
those cases where the first Ext_Sel combination outperforms
the second combination and R− is the sum of the ranks of
those cases where the second Ext_Sel combination performs
better. T = min(R+, R−). The Wilcoxon statistic, is given
by

z = T − 1
4N (N + 1)

√
1
24N (N + 1)(2N + 1)

(25)
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Table 5 Average ranking of the combination algorithms using Fried-
man statistic

Algorithm Rank Algorithm Rank

WT+LR 2.23 EMD+ED 7.61

WT+BD 3.08 WT+KD 9.08

WT+SR 4.08 WT+mRMR 9.24

EMD+LR 4.26 EMD+mRMR 9.27

EMD+BD 4.41 EMD+KD 9.64

EMD+SR 4.93 WT+ED 10.16

The statistic is distributed normally. A level of significance
α is chosen to determine the level at which the hypothesis
may be rejected. The significance of a result may also be
represented by the p value: smaller the p value, stronger
is the evidence against the null hypotheses. Choosing the
significance level, α = 0.05, the null hypothesis is rejected
if |z| > 1.96 (equivalently if p < 0.05).

Table 4 shows the result obtained for all possible compar-
isons among the 12 Ext_Sel combinations. R+, R−, z value
and p value are tabulated for comparison. The statistically
better performing Ext_Sel combination is shown in bold.

5.2.2 Statistical test based on comparisons with the control
method

The null hypothesis assumes that each of the k Ext_Sel com-
binations are equivalent in terms of their performance. A
comparison ofmultiple algorithms can be accomplished after
ranking them according to their classification accuracy.

For each case, rank ranging from 1 to k is associated with
every Ext_Sel combination. Rank value 1 and k denotes the
best andworst result, respectively. Let this rank be denoted by
r j
i (1 ≤ i ≤ N , 1 ≤ j ≤ k). For each Ext_Sel combination,
j , let R j denote the average of ranks over the N experimental
observations. The ranks computed are given in Table 5 for the
12 Ext_Sel combinations. In this case, the best performing
Ext_Sel combination has the least rank value of 2.23 for WT
(extraction) combined with LR (selection).

The statistical hypothesis test used is the one proposed by
Iman and Davenport (1980), which is based on the following
statistic:

FID = (N − 1)χ2
F

N (k − 1) − χ2
F

(26)

which is distributed according to an F distribution with k−1
and (k−1)(N−1) degrees of freedom,whereχ2

F is the Fried-

man statistics (1937) given by 12N
k(k+1)

[∑
j R

2
j − k(k+1)2

4

]
.

The p value computed by Iman and Davenport statistic is
2.22 E-16 which suggests the significant difference among

Table 6 Adjusted p values of comparison with the control method
(WT+LR) obtained using Friedman statistic

Algorithm Unadjusted p pHolm pHoch pHomm

WT+ED 8.38E−23 9.22E−22 9.22E−22 9.22E−22

EMD+KD 4.37E−20 4.37E−19 4.37E−19 4.37E−19

EMD+mRMR 2.95E−18 2.65E−17 2.65E−17 2.36E−17

WT+mRMR 3.87E−18 3.10E−17 3.10E−17 3.10E−17

WT+KD 1.96E−17 1.37E−16 1.37E−16 1.37E−16

EMD+ED 2.61E−11 1.57E−10 1.57E−10 1.57E−10

EMD+SR 8.58E−04 0.004289 0.004289 0.004289

EMD+BD 0.006981 0.027923 0.027923 0.02403

EMD+LR 0.012015 0.036045 0.036045 0.033988

WT+SR 0.022659 0.045318 0.045318 0.045318

WT+BD 0.291748 0.291748 0.291748 0.291748

the Ext_Sel combinations considered in our study, hence
rejecting the null hypothesis.

The performance of an Ext_Sel combination is studied
with respect to a control method, i.e. the one that emerges
with the lowest rank (best performer). The test statistic for
comparing the mth combination with nth combination, z is
given as:

z = (Rm − Rn)/

√
k(k + 1)

6N
(27)

where Rm and Rn are the average ranks of the combina-
tions being compared. However, these p values so obtained
are not suitable for comparison with the control method.
Instead, adjusted p values (Derrac et al. 2011) are computed
that take into account the error accumulated and provide the
correct correlation. For this, a set of post hoc procedures is
defined and adjusted p values are computed to be used in the
analysis. For pair-wise comparisons, the widely used post
hoc methods to obtain adjusted p values are (Derrac et al.
2011):Bonferroni–Dunn,Holm,Hochberg andHommel pro-
cedures. Table 6 shows adjusted p values for the aforemen-
tioned procedures. The values inTable 6 represent the p value
when pair-wise comparison with control method (WT+LR)
is conducted. The bold values suggest significant difference
of WT+LR with all combinations except with WT+BD, at
the significance level of 0.05. This emphasizes that WT+LR
combination performs better than all other combinations.

6 Conclusion

Brain–computer interface assists physically challenged peo-
ple to communicate with the help of their brain electroen-
cephalogram (EEG) signal. Wavelet transform and empirical
mode decomposition are better choices to handle non-linear
and non-stationary brain signal to extract relevant features.
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Statistical parameters are used to compactly represent the
extracted features. However, features frommultiple channels
generate a large size of feature vector, but the available num-
ber of samples is small. Under such a situation, the perfor-
mance of the learning model may degrade, hence dimension-
ality reduction is required. In this paper, we have investigated
and compared six well-known multivariate filter methods to
determine a minimal subset of relevant and non-redundant
features. Experimental results demonstrate improvement in
the classification accuracy and reduction in the computation
time of the learning model with the use of feature selection.
It is also noted that the performance of linear regression is
better compared to the other multivariate filter methods. We
have defined a performance measure to rank various combi-
nations of feature extraction and feature selection methods.
It is found that wavelet in combination with linear regres-
sion performs the best. Further, Wilcoxon pair-wise test and
Friedman test are also carried out to observe significant dif-
ference among various combinations. Both statistical tests
reaffirm that the performance of wavelet transform in com-
bination with linear regression is significantly different from
majority of the combinations.

Experiments in this studywere carriedoutwithDaubechies
mother wavelet which is fixed and independent of signal.
In future, we would like to develop some adaptive hybrid
approach of EMD and wavelet transform to further improve
the performance of mental task classification. The EEG sig-
nal is non-stationary and there is a high variability of the
EEG signals across sessions. There is a need to determine an
appropriate subset of featureswhich can adapt to the dynamic
nature of theEEGsignal.Hence, it will be interesting to apply
on-line feature selection methods to the EEG signals, chang-
ing the feature ranking lists over time.
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