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Abstract The internal structure of a complex system can

manifest itself with correlations among its components. In

global business, the interactions between different markets

cause collective lead–lag behavior having special statistical

properties which reflect the underlying dynamics. In this

work, a cybernetic system of combining the vector auto-

regression (VAR) and genetic algorithm (GA) with neural

network (NN) is proposed to take advantage of the lead–lag

dynamics, to make the NN forecasting process more

transparent and to improve the NN’s prediction capability.

Two business case studies are carried out to demonstrate

the advantages of our proposed system. The first one is the

tourism demand forecasting for the Hong Kong market.

Another business case study is the modeling and fore-

casting of Asian Pacific stock markets. The multivariable

time series data is investigated with the VAR analysis, and

then the NN is fed with the relevant variables determined

by the VAR analysis for forecasting. Lastly, GA is used to

cope with the time-dependent nature of the co-relationships

among the variables. Experimental results show that our

system is more robust and makes more accurate prediction

than the benchmark NN. The contribution of this paper lies

in the novel application of the forecasting modules and the

high degree of transparency of the forecasting process.
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1 Introduction

In business organizations, forecasting is one of the most

important activities that form the basis for strategic and

operational decision (Zhang 2004). Traditionally, business

forecasting has been dominated by linear methods, which

are easy to implement and to understand. However, busi-

ness forecasting is a very difficult task. With the progress

of the globalization, the effects from other markets may

affect markets in other regions. The linear models have

serious limitation with problems of nonlinear relationships.

It may be unsatisfactory to approximate the linear models

for these nonlinear relationships. The complexity of the

business forecasting problem paves way for the importance

of machine learning and cybernetic paradigms. A main

focus of machine learning algorithms is to automatically

learn to recognize complex patterns, and the algorithms are

able to change behavior based on data. A common type of

machine learning algorithms is supervised learning, which

can generally generate a global model that maps input

objects to desired outputs. Neural network is a common

tool employed to determine the structure of the learned

function and corresponding learning algorithm. In our

work, the vector autoregression (VAR) and genetic algo-

rithm are proposed to assist in the learning and decision

making of the neural network, and then the forecasting

process can become more transparent and accurate.

The interdisciplinary cybernetic reasoning can be

applied to understand, model and design systems for

business forecasting. Cybernetics is interested in processes

where an effect feeds back into its very cause. Such cir-

cularity has always been difficult to handle in science. In

essence, cybernetics is concerned with component relations

of the systems, like how the components differ from each

other or connect to each other. A focus of cybernetics is to
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develop methods for modeling the relationships among

measurable variables. In our work, the mechanism of

learning and modeling is achieved with the tools from the

econometrics and the machine learning. In this way, our

cybernetic system can discover and model the various

forms of interaction between systems, like the financial

markets and the tourist markets in our two experiments.

The forecasting of tourism demand is important for

various reasons. Hotel booking, preparing for the food and

transportation, and the airline seat-reservation are a few

examples that require accurate prediction. Relatively

recently, neural network has been introduced into the

tourist forecasting and it is found to be superior to other

methods (Law and Au 1999). In their studies, the most

recent historical value of the arrival number is used for the

prediction, serving as the feeding data for the neural

network.

Econometric tests have been employed by the financial

experts for the analysis of the interdependence between

stock markets. The econometric analysis includes methods

like linear regression, nonlinear regression, generalized

regression, VAR, panel data study, systems of regression

equations and regressions with lagged variables, etc.

Econometric analysis begins with a set of propositions

about some parts of the economy. It is to specify a set of

precise, deterministic relationships among variables.

Soydemir (2002) determined the relationship between US

stock market and macroeconomic factors like the interest

rate and the stock markets in US and Latin America. The

weekly data before the Mexico financial crisis in 1994 was

used. Positive relationship was found for the stock markets

while negative relationship of various degrees has been

found between the US interest rate and Latin American

stock market was observed. The relationship between the

US and the Asian markets has also been studied. Briefly, in

(He 2001), the monthly data between US stock and interest

rate and the HK and SK stock markets were studied using

ordinary least squares (OLS). In (Dekker et al. 2001), the

US stock market and Asian markets were investigated with

daily data using VAR. Our VAR models also confirm that

the correlation between different stock markets is statisti-

cally significant.

Besides the applications of the econometric models in

financial forecasting, there are also nonlinear systems for

the forecasting tasks. The neural network is well known for

its capability of pattern recognition and has been playing an

increasingly active role in the forecasting field. The

adoption of neural networks for time series analysis began

in the mid-1980s, and then neural networks emerged as an

important tool for business forecasting, especially for

modeling complex nonlinear relationships. In financial

applications, neural networks have been used for predicting

exchange rate, interest rate, futures prices, capital market

index, property value, and many others. Lapedes and

Farber (1987) were among the first to explicitly use the

neural networks in this field. They demonstrated that feed-

forward neural networks could be useful in modeling

deterministic chaos. Since then, there have been more and

more researches on the predictability of the neural net-

works for asset pricing movement. Among these resear-

ches, there are the comparisons of the neural networks with

the classical regression models. The results show that in

most cases the neural networks are better, or at least are

equivalent to classical techniques.

Nevertheless, neural networks are also well known for

its adduced incapacity to identify the relevance of inde-

pendent variables in business forecasting. There are criti-

cisms that, as the relationship among the variables is not

known in advance, the neural network acts just like a black

box. Studies like Jo et al. (1997) have stressed the lack of

formal techniques for NNs to assess the relative relevance

among the independent variables. This is a motivation for

the proposed hybrid system of neural network, economet-

rics and genetic algorithm. In this paper, our automated

system is exemplified to overcome this difficulty. With the

VAR module, it can be assured that all of our feeding

variables for the neural network have significant influences

on the target variables. The GA module can enable the

system to select the fittest models among the different

models. Business markets are dynamics and their proper-

ties may be time-varying during different sub-periods. It is

desirable to employ the most suitable model for each sub-

period. This task may be achieved by the evolutionary

computation. The evolutionary computation, including the

genetic algorithm, can cope with the market dynamics.

Combing these three procedures together, the hybrid VAR–

NN–GA system is designed to automate the process of the

selection of input variables, the numerical predictions and

the evaluations of various prediction models. The aim is to

supplement the previous studies, with additional informa-

tion from other leading markets’ movements.

Generally speaking, our cybernetic framework can work

with multivariable time series data like indices of the

regional countries and other business indicators. Input data,

such as the trading volume, economic growth rate and

currency exchange rate, etc., can also be tested by the VAR

analysis. The input variables with the lowest significance

level are used as the input variables for the neural network.

In many cases, the performance of the neural network is

time-dependent and unstable. In some sub-periods, some

input variables may be more suitable for the prediction,

while, in other sub-periods, they may be poorer. Neural

networks with different inputs can be regarded as experts

with different opinions of the relevant input factors. Their

prediction performance may vary with time, as said. The

selection and evaluation of these predictors can be made in
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the evolutionary cycle. Experts with higher forecasting

accuracy in each cycle are going to weigh more heavily in

the coming round. The outline of our hybrid system’s

modules is as follows:

1. VAR analysis, which is to search for the correlated and

leading indicators automatically;

2. Neural network prediction, which is to make forecast-

ing from the relevant inputs determined by the VAR

analysis;

3. Genetic algorithm, which is to cope with the time-

dependent nature of the co-relationships among the

variables and to adjust the weightings of each NN

model (Fig. 1).

The outline of this paper is as follows. In Sect. 2, it is

about the methodology of our hybrid modules. In Sect. 3,

we will talk about the details of the application of our

proposed system for tourism demand forecasting. In Sect.

4, we will describe about the application of our system

for cross-market financial forecasting. Section 5 is the

summary.

2 Methodology

There is a well-established tradition in forecasting research

of comparing techniques on the basis of empirical results

(Adya and Collopy 1998). Comparison of the business

forecasts should be based on out-of-sample performance,

with the testing sample different from the training sample.

This practice matches with the conditions in real-world

business forecasting. In a survey of 22 studies that effec-

tively implemented the NN models for business forecast-

ing, the NN models outperformed alternative approaches in

19 (86%) of these studies. Kamel et al. (2009) conducted a

large-scale comparison study for the major machine

learning models for time series forecasting. The compari-

son included multilayer perception, Bayesian neural net-

works, radial basis functions, generalized regression neural

networks, K-nearest neighbor regression, CART regression

trees, support vector regression, and Gaussian processes.

The best method was found to be the multilayer perception.

In this paper, out-of-sample performance of a standard NN

model is used as a benchmark to gauge the performance of

the proposed cybernetic system.

2.1 Vector autoregression

The VAR model is a useful modeling method for business

forecasting (Masih and Masih 2001), and is widely used for

forecasting macroeconomic time series. VAR techniques

(Enders 1995; Greene 2000) are used to understand their

interactions among different variables. Masih and Masih

(2001) considered the dynamic causal linkages amongst

nine major international stock price indexes over the period

1982 to 1994. The results showed significant interdepen-

dencies between Asian markets and the leadership of the

US markets. At the global level, the results showed the

leadership of the US over both the short- and long-term. It

also showed the existence of a significant short- and long-

term relationship between the established OECD and the

emerging Asian markets. At the regional level in Southeast

Asia, the results showed the leading role of Hong Kong.

The basic idea of VAR is to treat all variables sym-

metrically. VAR is a multivariate system of equations that

we do not need to take the dependence versus indepen-

dence into account. Mathematically, a VAR model is

expressed as follows (Sims 1980):

yt
!¼ C

!þ AðLÞyt
!þ et

! ð1Þ

where y! is a (n 9 1) vector of variables, A(L) is a (n 9 n)

polynomial matrix in the backshift operator L with lag

Fig. 1 System diagram of the proposed cybernetic mechanism. The

multivariable time series data is firstly fed into the VAR analysis, and

then the neural network prediction is to make forecasting from the

relevant inputs determined by the VAR analysis. Lastly, genetic

algorithm is used to cope with the time-dependent nature of the co-

relationships among the variables and to adjust the weightings of each

neural network model
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length p, such that A1L ? A2L2 ? ��� ? ApLp. C
!

is a

(n 9 1) vector of constant terms e! is a (n 9 1) vector of

white-noise error terms. For a model of n variables and n

separate equations, the coefficients can be estimated by

OLS. Using the same lag length for all variables produce

an equation of the model which have (n 9 p) ? 1 coeffi-

cients. Statistically insignificant variables and lags can then

be excluded in the model. In our experiments, the VAR

models are implemented with the RATS, a fast and effi-

cient econometrics and time series analysis software

package.

Refenes et al. (1994) indicated that the conventional

statistical techniques for forecasting have reached their

limitation in applications with nonlinearities in the data set

such as stock indices. Studies like Zhang (2003) proposed a

hybrid methodology that combines both ARIMA and ANN

models to take advantage of the unique strength of ARIMA

and ANN models in linear and nonlinear modeling. The

experimental results show that the combined model can be

an effective way to improve forecasting accuracy achieved

by either of the models separately. Yu et al. (2005) proposed

a novel nonlinear ensemble forecasting model integrating

generalized linear autoregression with artificial neural net-

works. Empirical results with the exchange rate data reveal

that the prediction with the proposed hybrid nonlinear

ensemble model can be improved. Guajardo et al. (2010)

described a strategy to update support vector regression

based forecasting models for time series with seasonal

patterns. The most recent data was added to the training set

every time a predefined number of observations take place.

It is suggested that the relationship between neural

networks and the traditional statistical approaches for time

series forecasting is complementary by White (1989). An

advantage of VAR is that multiple variables can be

investigated at the same time. Results from the VAR

analysis provide the direction of interaction and the quan-

titative amount of interdependence among specific markets.

This characteristic is suitable for our hybrid system to

study the interactions among the Asian Pacific markets and

the tourist markets without predefined assumption.

2.2 Neural network

The advantages of neural network include the capability to

implicitly detect complex nonlinear relationships and

interactions between dependent and independent variables,

the requirement of less formal statistical training, and the

availability of multiple training algorithms (Smith and

Gupta 2000). The users may not necessarily need to pre-

determine the relationship between inputs and outputs with

the exact functional form. Instead, it is decided by the data.

Neural networks are being applied to a wide variety of

tasks in many different business fields. Theoretically, it can

approximate any functional forms of the input–output pair

and can be used in the regression analysis.

There is a rapid acceptance of the neural networks in the

traditional domain of the operations researchers, like

forecasting, modeling, clustering, and classification. The

neural network is a backbone of many data mining prod-

ucts available. Neural networks have been successfully

applied to business forecasting, a main area of the banking

and finance industry, while neural networks have also been

applied in various operation planning and control activities

(Garetti and Taisch 1999). This nonlinear method can

provide more accurate numerical forecasting. In business

forecasting, the neural networks provide an attractive

alternative tool for both forecasting researchers and prac-

titioners. The traditional approaches to time series predic-

tion, such as the Box–Jenkins or ARIMA method (Box and

Jenkins 1976), need to assume that the time series under

study are generated from linear process. Linear models

have advantages like the ease of explaining the results.

However, they may be inappropriate if the underlying

mechanism is nonlinear. The formulation of a nonlinear

statistical model to a particular data set is difficult as there

can be too many possible nonlinear patterns.

Werbos (1974) compared the performance of the neural

network trained with back-propagation with the traditional

statistical methods such as regression and Box–Jenkins

approaches. The neural networks outperformed the other

traditional methods. Since then, there were different studies

of how to implement neural networks for forecasting. Neural

and neurofuzzy techniques are widely accepted to studying

and evaluating stock market behavior (Atsalakis and Va-

lavanis 2009). Most studies use the straightforward MLP

networks (Kang 1991). Yao and Tan (2000) applied the

neural networks in foreign exchange rates for forecasting

between American Dollar and five other major currencies,

Japanese Yen, Deutsch Mark, British Pound, Swiss Franc

and Australian Dollar. Technical indicators and time series

data were fed to neural networks to capture the underlying

rules of the movement in currency exchange rates. The

experiment showed that useful prediction can be made.

Swanson and White (1997) applied NN for predicting future

values of nine macroeconomic variables. Abraham et al.

(2003) applied an artificial neural network trained using

Levenberg–Marquardt algorithm, support vector machine

(SVM), Takagi–Sugeno neurofuzzy model and a difference

boosting neural network (DBNN) for the prediction of the

Nasdaq-100 index and S&P CNX NIFTY stock index.

Experimental results reveal that all the connectionist para-

digms considered could represent the stock indices behavior

very accurately. The results indicate that the neural network

often outperforms the non-adaptive models, linear models

like the VAR models, and even professional forecasters as

well. Faria et al. (2009) showed that the neural networks
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outperformed the adaptive exponential smoothing method in

forecasting of the market movement.

The inspiring idea for the neural network is to mimic the

working of our brain. It consists of axons for inputs, syn-

apses, soma, and axons for outputs. In the typical neural

network, there are three layers: the input layer, the hidden

layer and the output layer. All these layers are connected

and the architecture of the neural network design is itself a

worthy field. The typical three-layer neural network archi-

tecture is employed in our study. The above layers corre-

spond to the axons for inputs, synapses, soma, and axons for

outputs. The mathematical structure for the neural network

structure can be expressed as follows (Principe et al. 2000):

y ¼ g
XJ

j¼1

w
ð2Þ
j f

XI

i¼1

w
ð1Þ
ji xi

 ! !
ð2Þ

where I denotes the number of inputs, J the number of

hidden neurons, xi the ith input, w(1) the weights between

the input and hidden layers, w(2) the weights between the

hidden and output layers.

The training of neural network by back-propagation

algorithm has become a standard of operation in business

applications, sometimes even a byword for supervised

neural networks. To make comparison easier with other

studies, the training of neural network in the study also uses

the back-propagation algorithm:

Algorithm 1 Back-propagation algorithm of NN

1. Present the input vector patterns to the network;

2. Propagate the signals forwards, and calculate

uj ¼ a0j þ
XI

i¼1

aijxi; vk ¼ b0k þ
XJ

j¼1

bjkyj;

yj ¼ g uj

� �
; j ¼ 1; . . .; J; zk ¼ g vkð Þ; k ¼ 1; . . .;K ð3Þ

3. Calculate the mean square error

E ¼
1
2

PN
n¼1

PK
k¼1 zkn � tknð Þ2

NK
ð4Þ

4. Update the weights according to the delta rule:

wmþ1 ¼ wm� kdm; dm ¼
XN

n¼1

dy

dx
jm

� �

n

: ð5Þ

5. Repeat the above steps 2, 3, 4 until the error is less

than the predefined value or for a predefined number of

iterations.

The business applications show that neural networks

are a powerful tool on their own. Despite the success of

these business applications, the neural network has been

criticized for its ‘‘black box’’ nature, proneness to over-

fitting, and the empirical nature of model development

(Tu 1996). In the neural network which variables are the

most important contributors to a particular output cannot

easily be determined. A NN model may also contain a

number of insignificant predictor variables that the

developer fails to figure out. There are no well-estab-

lished criteria for interpreting the weights in a connection

weight matrix. It is an actively developing field to

investigate techniques to increase the understanding of

the internal logic of neural networks. One proposed

technique (Baxt 1992) is to train the neural network with

each input variable node removed one at a time and then

to observe the effect on network performance. Others

(Gnfhth et al. 1992) started to develop regression-like

technique to examine the connection weights of various

input variables and then determine which variables can be

removed from a model without affecting its performance.

Nevertheless, none of these techniques has achieved

widespread use, as they do not offer the ease of inter-

pretation of the odds ratios associated with the coeffi-

cients of a regression model. It will likely hasten their

acceptance with the reducing of the black box nature of

neural networks.

The performance of the neural network is expected to

benefit from the assistance of other techniques in complex

models (Vellido et al. 1999). In other words, they can be

integrated into a more general schema of a hybrid system

composed of a mixture of models. Synergy can be gained

from the integration of neural networks within more gen-

eral systems. The mixture of the predictions of different

neural networks can improve their individual performance

(Markham and Ragsdale 1995). It is these potential benefits

of the synergy that motivated our works of the hybrid

neural network system.

2.3 Genetic algorithm

The idea of genetic algorithm (GA) is inspired by the

concept of natural evolution, which was formulated by

Charles Darwin in the nineteenth century. Genetic algo-

rithms were first developed by John Holland in the 1970s

(Holland 1975). GAs are parallel, adaptive search algo-

rithms inspired by the mechanisms of biological evolution.

GA can be regarded as a broad collection of stochastic

optimization algorithms that let the fittest to survive and

the weak to die. The algorithms have been applied to solve

a variety of optimization problems (Goldberg 1989).

Genetic algorithms were used to find an analytical function
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that best approximated the time variability of the studied

exchange rates (Alvarez-Diaz and Alvarez 2003). In all

cases, the mathematical models found by the GA pre-

dicted slightly better than the random walk model. Jeong

et al. (2002) built a generic forecasting model applicable

to supply chain management. A linear causal forecasting

model was proposed and its coefficients were efficiently

determined using the genetic algorithms. The results

showed that it greatly outperformed the regression

analysis.

GAs start with a population of solutions to a problem

and then attempt to produce new generations of solutions

that are better than the previous ones. Dual representation

of individuals is needed, one for the ‘genotype’ (repre-

sentation space), and another for the ‘phenotype’ (problem

space). A mapping function is also needed between these

two representations. In biological systems, a genotype is

made up of chromosomes, and the phenotype is the actual

organism formed by the interaction of the genotype with its

environment. Based on evolutionary theory of natural

selection, the chance of producing optimal structures is

greatly enhanced by GAs. In GA, the whole solution sets

are called the population while an individual solution is

referred to as a chromosome. In a chromosome, there are

different characteristics represented as the gene. They

correspond to the different properties of an individual.

There are many generations in GA. The individuals try to

reproduce in each generation. The procedure codes of GA

are as follows (Tettamanzi and Tomassini 2001):

Algorithm 2 The procedure codes of the genetic algorithm

1. Initialize P(t);

2. Evaluate P(t);

3. Recombine P(t) to yield C(t);

4. Evaluate C(t);

5. Select P(t ? 1) from P(t) and C(t);

6. Repeat the above three steps (3, 4, 5) in the next

generation t ? 1 until the termination condition is met,

where t is the order of generation, P(t) is the

population set at the generation t, C(t) is the population

set after reproduction in the generation t.

Genetic algorithms have been employed to improve the

performance of neural networks. Williamson (1995)

applied the GA to select the optimum topology of a neural

network. GA, as a type of unstructured search, can be used

to assist neural networks in the task of variable selection

(Back et al. 1996). In Hansen et al. (1999), genetic algo-

rithms were used to evolve connection topologies for NNs

having a fixed number of hidden layers and a fixed number

of computational units in each layer. The performance of

the proposed model and autoregressive integrated moving

average forecasting models is evaluated within six different

time series examples. Refinements to the autoregressive

integrated moving average model improve forecasting

performance over standard OLS estimation by 8–13%. In

contrast, neural networks achieve dramatic improvements

of 10–40%. Goh (2000) combined NNs and GAs to allow

for the search of optimum NN structures for construction

demand forecasting in Singapore. The combined model

outperformed the basis NN model remarkably. Leigh et al.

(2002) used a genetic algorithm to determine the subset of

input variables to improve the R2 correlation between the

neural network estimated price increase and the actual,

experienced price increase.

2.4 A cybernetic framework of hybrid VAR, neural

network and genetic algorithm

Cybernetics is a science that studies the abstract principles

of organization in complex systems (Heylighen and Joslyn

2001). The focus is on how systems use information,

models, and control actions to steer towards and maintain

their goals amongst various disturbances. This goal-direc-

ted behavior can be done with negative feedback control

loops which try to achieve and maintain goal states.

Cybernetics had a crucial influence on the birth of various

modern sciences like artificial neural networks, computer

modeling and simulation science, and dynamical systems.

A simple example can be a domestic central heating sys-

tem, composed of an appliance and a regulator. The reg-

ulator can adjust the heating level in accordance with the

detections of changes in temperature inside the room. This

negative feedback can achieve its predetermined goal.

A cybernetic system can dynamically match acquired

information to selected actions relative to a computa-

tional issue that defines the essential purpose of the sys-

tem or machine (Fry 2002). It is necessary that the

information and control need to be quantified. In terms of

automation, a simple cybernetic model can be regarded as

consisting of automata, a system that transforms one set

of signals into another one. Each automation receives one

or more input signals which it transforms into one or

more output signals. An automation represents a simple

function operating on input signal or signals, while the

number of input signals received and output signals sent

may vary among automata. In business domain, Morgan

and Hunt (2002) discussed with a conceptual and theo-

retical view about cybernetic systems of scenario plan-

ning in marketing strategy.

Modular hybrid systems refer to those systems that are

modular in nature, i.e. they comprise several modules

which can have different degrees of coupling and integra-

tion. An important feature is that they do not involve any

changes regarding the conceptual operation of the indi-

vidual modules (McGarry et al. 1999). A vast majority of

hybrid systems fall into this category. The main reason is
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that these systems are powerful processors of information

and are relatively easy to implement. The hybrid VAR,

neural network and genetic algorithm (VAR–NN–GA)

framework can supplement its separate stand-alone com-

ponents. The framework of the VAR–NN–GA is as

follows:

Algorithm 3 Framework of the proposed VAR–NN–GA

system

Input: multivariable time series data (MTS) like index,

visitor number, GNP, etc.

Implementation procedure:

1. Pass the MTS data through VAR module;

2. Test the variables against each other to see their

respective significance levels;

3. Select the variables and lag terms that are within the

confidence interval;

4. Formulate the input vectors for the neural network

from the above selected MTS;

5. Make one-step ahead forecasting with the NN models

for the first out-of-sample time point;

6. Apply the GA module to assign dynamic weights to

the NN models based on the prediction performance of

the time point in step 5.

Steps 5 and 6 will then repeat with the forecasting for

next out-of-sample time point, and so on, until finishing all

out-of-sample time points.

The objective here is to develop a system that can take

over the task of the model selection process. The system

has the capability to learn which model should be

employed for different sub-periods. Previous studies have

recognized the close relationships between the economic

learning models and models of evolutionary computation.

The goal of the GA is to let the strategy with higher payoff

to remain while the ones with lower payoff more likely to

disappear. This methodology is suitable for our evolu-

tionary purpose. We can image that there exist many pre-

diction models. The evolutionary process comes into play

to let the model with better prediction to survive more

likely than the ones with poor records. The objective

function is defined to minimize the sum of absolute errors

of the predictions.

The methodology can work with input data like indices

of the regional countries. Input data, like the trade volume,

economic growth rate and currency exchange rate, etc., can

also be tested by the VAR analysis. For the input variables

with the lowest significance level, they will be used as the

input variables for the neural network. The performance of

the predictions made by the neural network with these

input variables is time-dependent and unstable. These

neural network prediction models with different inputs can

be regarded as experts of different opinions of the relevant

input factors. Their predictions may vary with time, as said.

The selection of these predictors can be made in the evo-

lutionary cycle. Experts with higher forecasting accuracy in

each cycle are going to weigh more heavily in the coming

round.

In the following two business applications, we will show

the details of how to implement this cybernetic approach to

quantify the cross-market dynamics and to make accurate

forecasting.

3 Business intelligence case study I: tourism demand

forecasting

It is important to make accurate forecasting of tourist

numbers for various reasons. Hotels, restaurants, ground

transportation companies, and the airline corporations are a

few examples. Because of the perishable nature of the

tourism industry, the need for accurate forecasts is crucial.

It is not possible to stock the unfilled airline seats, unoc-

cupied hotel rooms, or unused facilities. Forecasting of

tourism demand provides a guide to the efficient allocation

of resources for the tourism industry. Tourism demand is

usually measured by the number of tourist arrivals. The

analysis is an integral part of sound decision making

regarding investments in both the public and private sec-

tors. It is also important for the short-term marketing

decisions to promote tourism products and services. Nev-

ertheless, there is no standard supplier of tourism forecasts

(Witt and Witt 1995).

Uysal and Roubi (1999) applied the NN in tourism

demand studies. The study used Canadian tourism expen-

ditures in the US as a measure of demand to demonstrate its

application. The results revealed that the use of NNs in

tourism demand studies may result in better estimates in

terms of prediction bias and accuracy than the multiple

regression. Multiple regression using OLS has been the

most widely used approach in international tourism

demand analysis. Palmer et al. (2006) designed a neural

network for tourism time series forecasting. The time series

corresponding to tourism expenditure in the Balearic

Islands (Spain), one of the world’s major tourist destina-

tion, has been used. The experimental results support that

the NN model can be applied successfully to tourism data

forecasting. Law and Au (1999) proposed the application

of a supervised feed-forward NN model to forecast Japa-

nese tourist arrivals in Hong Kong. The experimental

results showed that the NN model outperforms multiple

regression, naive, moving average, and exponent

smoothing.

The hybrid model of support vector machines and

genetic algorithms was employed for accurately forecast-

ing arrivals in Barbados (Pai and Hong 2005). The exper-

imental results showed that the proposed models
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outperformed the ARIMA approaches. Chen and Wang

(2007) proposed a novel neural network technique, support

vector regression (SVR), to tourism demand forecasting.

To build an effective SVR model, SVR parameters must be

set carefully. The genetic algorithm is used to search for

SVR’s optimal parameters. The tourist arrivals to China

during 1985–2001 were employed as the data set, and the

experimental results are promising.

In this work, the relationships between the current

visitor number and its previous numbers were studied.

The multivariate regression techniques are suitable to assist

the understanding of their interactions with each other. The

time series of the visitor number data is auto-regressed

against its own lagged terms as well as against the time

series of population and GDP. The VAR analysis assists us

to identify lead–lag dynamics among the variables. Our

works are the first attempt to combine the linear autore-

gression models with the nonlinear hybrid NN and GA

modules for the tourism demand forecasting.

3.1 Quantifying cross-market dynamics

In our works, the VAR models were employed to test the

interdependence of tourist numbers from different coun-

tries to Hong Kong. The monthly and quarterly tourist data

of the number of visitors to Hong Kong were used. The

data is from January 1978 to December 2002, available

from the DataStream. Separate origins of the visitors are

available for those from Japan, Southeast Asia, West

Europe, USA, Australia and New Zealand, Canada, and

others, denoted by HKVISJAF, HKVISASIF, HKVISWEF,

HKVISUSA, HKVISANZF and HKVISCANF, respec-

tively. The total arrival number is denoted by HKARRIVL.

The GDP and population data are from the International

Financial Statistics.

The tourism demand time series data of various source

countries are tested with its own lagged terms as well as

against the time series of population and GDP. Our results

show that the patterns of these time series data are not

clear. Even though some lead–lag relationship is statisti-

cally significant, its importance on the forecasting of future

visitor number is not as useful as the time series data of that

country itself. This is mainly in agreement with the study

(Law and Au 1999). The hypothesis is that the variables

between markets are independent. The significance level

tells us the probability that the hypothesis is found invalid.

For example, with significance level at 0.022 for the second

lag term of HKVISJAPF, denoted by HKVISJAPF{2}, on

HKVISJAPF, it means that there is only statistically 2.8%

of the independence of these two variables. In the order

words, they are likely to be correlated.

Figures 2 and 3 show us two examples of the variables:

the US visitors to Hong Kong and the US population.

During our modeling period, we can see that relationships

among the significant variables are still far from static and

it can be observed that the correlation is time-dependent.

Figure 4 shows the correlation of the US population against

the US visitors to Hong Kong. We can observe that, at the

time of low correlation, their correlation value can be less

than 0.2 and the visitor number is mainly independent of

the US population, while, during other periods, with their

correlation value can be larger than 0.8 and the two factors

are highly correlated. Correlation value close to 1 means

Fig. 2 Number of US Visitors to HK (per quarter, vertical axis), with

the quarter data from January 1978 to December 2002 (horizontal
axis)

Fig. 3 US population (in thousand, per quarter, vertical axis), with

the quarter data from January 1978 to December 2002 (horizontal
axis)

Fig. 4 Correlation of US visitor number to Hong Kong with US

population (quarter data from 1978 to 2002), with the correlation

formulas based on 40 nearby sample data. To compute the correlation

value at a certain time, the correlation analysis is applied to the data

point with its 40 nearby quarter data. The magnitude of the Pearson’s

correlation is represented in the vertical axis, with the values 0–1 for

positive correlation while -1 to 0 for negative correlation. A

correlation of 1 or -1 shows that the two variables studied are

equivalent modulo scaling
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two variables are highly positively correlated, while 0

means not correlated.

3.2 Experimental results

From the VAR tests performed, it is found out that the first

lag term is the most appropriate feeding variable for the

NN module, while the first lag term of the population size

of the source market is also statistically significant. This is

different from the trial-and-error approach of training and

predicting with the NN and can improve the transparency

of the NN module. Then, these selected lags of the vari-

ables are fed to the neural networks for the predictions. It

consists of two periods 1 and 2 of different cross-market

dynamics. In the period 1, the first 19th to 49th data are

used for training the neural network and the next 10 are for

testing. In the period 2, the first 59th to 89th data are used

for training the neural network and the next 10 are for

testing. It can be observed that no unique model can out-

perform the others over all the sub-periods. At the time of

low correlation among visitor number and population

(period 1), predictions with inputs of both US visitor and

population (US_POP) under-perform. While at the period

2, the situation is reverse.

As seen above, the suitability of feeding variables for

network may change over time, because the cross-market

relationships are dynamic. A problem for the business

forecasting is that we cannot know the coming correlations

among the markets in advance, to automate the process to

decide which model will be employed with the VAR and NN

modules alone. Human expert’s opinion is needed to make

the decision. Here instead, the genetic algorithm is

employed to simulate this process of human decision mak-

ing. We are going to represent the corresponding weightings

of the input variables by GA. Their respective weightings at

each sub-period are decided by the number of its genes in the

chromosome. For example, we have an expert of inputs of its

own lag 1 term, and, another one of inputs lag 1 term plus the

population lag 1 term. They are represented as gene type 1

and gene type 2, respectively. In parent chromosome 1, the

ratio is as 1:1. In parent 2, the ratio of the opinion of

importance is 3:5. The child 1 is reproduced from the

crossover of parent 1 and parent 2, by inheriting the first half

of genes from parent 1 and the second half from parent 2.

The child 2 is formed from the mutation process, by sto-

chastically selecting the third and forth genes of parent 1 to

change to other values. This mutation is to ensure that the

population will be able to cover all possible opinions and has

a globally suitable solution. After the cycles of reproduction

and selection, we can obtain modules that fit better with the

cross-market situations.

From the following table of the tourism forecasting, our

hybrid NN–GA is better than the benchmark stand-alone

NN models. The overall percentage error of the proposed

model is 13.47%, while the prediction errors of the two

benchmark NN models are 14.49 and 13.74%, respectively.

The data covers both periods 1 and 2. Results of labels 1

and 2 are the sub-period results, respectively. When the

domains concerned become more complicated, for exam-

ple, the stock markets, the advantage of the system will

become clearer as shown in the following section.

While the cross-market relationships are highly nonlin-

ear and dynamic, with our cybernetic model, significant

cross-market input variables are identified in our VAR

component, and fed into our NN model. The above results

in Table 1 support that our cybernetic model is more robust

and makes more accurate prediction than the stand-alone

neural network. In this example, it is exemplified how an

additional leading variable can be identified and employed

in the neural network module, and then how the GA

module can make the hybrid system robust to the changes

of the cross-market dynamics.

4 Business intelligence case study II: cross-market

financial forecasting

With the flow of new information into asset markets, the

market prices for the assets concerned readjust to such

news flows. If two markets do not react at the same time,

one market will then lead the other (Bose 2007). The

leading market can be viewed as contributing a price dis-

covery function for the lagging market, and this motivates

the studies of the cross-market financial forecasting studies.

The stock prediction analysis derives the future stock

movement from its historical movement, based on the

assumption that there exists strong enough correlation for

prediction. The historical data can be used directly to form

the support level and the resistance or they can be plugged

into many technical indicators for further investigation.

There have been reports of the network’s superiority on

predictions. Most of these studies use the historical data of

one market only, and the neural network uses the time

series data for training the network to make prediction.

Liao and Wang (2010) studied the statistical properties of

Table 1 Prediction performance of the US visitor number by the

benchmark NN models

Prediction US (%) US_POP (%) VAR–NN–GA (%)

Error (period I) 15.45 18.64 15.59

Error (period II) 13.85 10.45 12.04

Overall percentage error 14.49 13.74 13.47

One fed with US visitor time series alone, another fed with US visitor

number and population), and by the proposed hybrid system, for the

combined time periods
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the fluctuations of the stock index and proposed the sto-

chastic time effective neural model. In the model, the

historical data are given weights depending on their time,

i.e. the nearer the time of the historical data is to the

present, the stronger impact the data have on the predictive

model.

In the stock markets, there exist many different predic-

tion models basing on various opinions and assumptions.

For example, one may say that the market in Hong Kong is

influenced heavily by its own previous movements, while

others may argue that US may also have a strong influence.

The studies like (He 2001; Ao 2003a) supports the latter

one. There is strong correlation between the US market and

the Asian markets in the long run. The VAR analysis shows

that the US indices lead the Asian indices. But, in our

works (Ao 2003b), such correlation is found to be time-

dependent/unstable, which affects the performance of using

the historical US data to predict the Asian markets by

neural network.

In this case study, other Asian Pacific markets’ historical

data are incorporated into the neural network prediction

models. In our VAR analysis, it is shown that the lead–lag

relationship does exist between the markets. The neural

network is employed to incorporate other leading markets’

information into the prediction of the lagging markets. The

result has been found to be positive in general. But, it is

also found that such correlation is unstable and time-

dependent. A problem that has not yet received proper

attention is how to update the forecasting models when

new data arrives, that is, when new events occur (Guajardo

et al. 2010). Additional information of the current corre-

lation magnitude is needed to determine which model is to

be adopted. Here, a system with the neural network

working together with the genetic algorithm is built to see

if such a process can be automated. It is found that our

inclusion of highly correlated market movements can assist

the forecasting process. This is a first attempt to apply

nonlinear hybrid system for the forecasting of Asian Pacific

stock markets as a whole.

4.1 Quantifying the cybernetic lead–lag dynamics

across different markets

The stock data cover the stock markets in US and East Asia

region, namely Hong Kong (HK), Japan (JP), Australia

(AU), Singapore (SG), Nasdaq (NASA100), S&P

(PSCOMP) and Dow Jones DJINDUS (DJ) (He 2001; Baek

et al. 2002; Oscar et al. 2002). The data is in daily format

from 3rd May 1990 to 3rd May 2002, available from the

DataStream and Reuters. The multivariable time series data

are quantitatively analyzed with the VAR analysis. The

econometric software RATS is used to compute the VAR

results. The right-hand sides of the VAR equations contain

the lag terms of the dependent variables while the right-

hand sides of the VAR equations are the independent

variables of the different market indices. Each equation in

the system can be estimated using OLS with the RATS.

OLS estimates are consistent and asymptotically efficient.

The results of the VAR include the significance test of the

hypothesis of the dependence relationship between the

variables. A popular threshold for the significance level is

5%, and this threshold value is used in our experiments.

Our VAR results of the correlations among the Asian

Pacific markets are summarized as follows:

(1) HK depends on its past price, JP, Nasdaq, S&P and

DJ;

(2) AU depends on its past price, S&P and DJ;

(3) SG depends on its past price, HK, Nasdaq, S&P and

DJ;

(4) JP depends on its past price, Nasdaq, S&P and DJ;

(5) Nasdaq depends on its past price only;

(6) DJ depends on its past price and Nasdaq;

(7) S&P depends on its past price and Nasdaq.

With the above VAR results, we can know which

variables are most suitable inputs for the neural network.

For the Asian markets, the relevant information is its own

historical value as well as the stock movements from the

US markets. But, such relationship is far from static and it

can be observed that the correlation is time-dependent.

Various correlation tests have been employed by the eco-

nomics experts.

In global terms, the correlations of the financial time

series can be classified as correlation in space and corre-

lations in time. It is important to study the explicit corre-

lations in time, as they directly reflect a nature of the

financial dynamics. Drozdz et al. (2001b) applied the cor-

relation matrix formalism to study dynamics of the finan-

cial evolution. In the study, the memory effects as well as

some potential repeatable intra-daily structures in the

financial time series were quantified. Drozdz et al. (2001a)

applied the correlation matrix to study the 60 companies of

the Deutsche Aktien Index (DAX) and the Dow Jones (DJ)

industrial average. It is found that both these markets lar-

gely merge into a single one, with the DJ taking a leading

role in this emerging global market. Copikrishnan et al.

(2001) analyzed the US stocks with two different cross-

correlation matrices. It is found that they can partition the

set of all stocks into distinct subsets. These subsets are

similar to business sectors, and are stable for extended

periods of time.

The following figure shows the changes of Hong Kong’s

correlation with S&P over the recent 10 years. Further

investigation tells us that, at the time of low correlation like

the late 1990s of the Asian Financial crisis, the Hong Kong

market (and similarly other Asian markets) is dominated by
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the local events like the currency problems. At other

periods, the local markets are greatly correlated with the

US markets. Numerically, at the time when highly positive

correlated, the correlation value can rise close to 1, while at

period with low correlation, the value can decrease to less

than -0.5 (Fig. 5).

4.2 Experimental results with the benchmark

stand-alone neural network

The interrelationship of the opening price of Hong Kong

(HK) and Japan (JP) was analyzed with the VAR model. It

can be seen that their opening price depends on its previous

opening price and closing price with statistical significance.

It is found that the opening price of Hong Kong’s market

depends on its own previous opening and closing price

over a long period (about 2,000 trading days). Similar

result is identified for the Japan market too. From the VAR

tests, we have found that there is a significant relation

between the t - 1 value and the current t value of the

opening price. The t - 1 value of closing price is also

significant. NN model is set up and the results are shown

below. HK_1 is the opening price (OP) prediction by its

t - 1 price only, while HK_2 by its t - 1 opening and

closing price. Similarly, JP_1 is by its t - 1 opening price

while JP_2 by both its t - 1 opening and closing price.

From the following table, it is observed that the percentage

errors are reduced by about one-third by introducing one

more variable identified with the VAR method (Table 2).

The forecasting results by the neural network for the

Hong Kong and US S&P markets are shown in the fol-

lowing table. It was tested in two different sub-periods 1

and 2, respectively. Period 1 is the time with high corre-

lation between these two markets, while period 2 is the

time of low correlation. It is observed that at different

periods, the prediction performances of the neural networks

can vary. The NN model feeding with both the HK and

S&P data can outperform the other model that was fed with

HK data at the period 1, while the situation is reverse for

the period 2.

These results reflect the fact that we have chosen two

periods of different cross-market dynamics. But, as said

in previous case study, the problem is that we cannot

know the coming correlation patterns in advance. It is not

possible to automate the process to decide which model

will be employed. Human expert’s opinion is needed to

make the decision. In our proposed system, the genetic

algorithm is employed to play the role of the human

expert (Table 3).

4.3 Experimental results with the VAR–NN–GA

system and results comparison

From the following results of the real-world financial

forecasting, it is observed that the model with our hybrid

system is better than the benchmark stand-alone NN model.

The data here covers both periods 1 and 2. Results with

labels 1 and 2 refer to the sub-period results, respectively.

The overall average error of the proposed model in this

case study is 1.54%, while the prediction errors of the two

benchmark NN models are 3.11 and 2.37%, respectively.

The results show that the performance of the proposed

system is 35% better than that of the benchmark NN

model, the one feeding with HK data (Table 4).

Fig. 5 Correlation of Hong Kong index with US S&P (daily data

from 1990 to 2002, horizontal axis). To compute the correlation value

at a certain time, the correlation analysis is applied to the data point

with its 300 nearby trading days. The magnitude of the Pearson’s

correlation is represented in the vertical axis, with the values 0–1 for

positive correlation while -1 to 0 for negative correlation. A

correlation of 1 or -1 shows that the two variables studied are

equivalent modulo scaling

Table 2 Prediction performance of the opening price by NN models

1 and 2 for Hong Kong and Japan markets

Prediction HK_1 HK_2 JP_1 JP_2

Percentage error 1.34 0.96 1.27 0.83

Table 3 Prediction performance of the Hong Kong index price by

NN models, one feeding with HK data, another one feeding with HK

and SP data, for the two periods 1 and 2

Prediction HK_SP_1 HK_1 HK_SP_2 HK_2

Percentage error 1.26 2.63 4.95 2.11

Table 4 Prediction performance of the Hong Kong index price by

NN models, one feeding with HK and SP data, another one with HK

data, versus the hybrid system for the periods 1 and 2

Prediction HK_SP HK VAR–NN–GA

Period I error (%) 1.26 2.63 1.15

Period II error (%) 4.95 2.11 1.92

Overall average error (%) 3.11 2.37 1.54
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5 Summary

Our proposed hybrid system is designed to automate the

process of selecting input variables, to make the neural

network module more transparent and to improve the

prediction performance with dynamical cross-market lead–

lag interactions. For the tourist demand forecasting, dif-

ferent models have been developed separately for making

prediction. There are the nonlinear systems like neural

network, which has been known for its capability of pattern

recognition and has played a more and more active role in

the forecasting field. Our works are the first attempt to

combine the linear autoregression models with the non-

linear hybrid NN and GA modules for the tourism demand

forecasting. Results show that the hybrid system is robust

to the changes of the cross-market dynamics.

In the financial forecasting, previous studies have

focused more or less on the historical prices and the trading

volume of one market only, with either the linear statistical

or the nonlinear machine learning approach. Our cybernetic

system combines the advantages of both the econometrics,

which can offer clear explanation and significant testing for

the correlations among the variables, and the machine

learning modules NN and GA, which can make our system

adaptive to the changing dynamics of cross-market

dependences. This is a first attempt of applying this hybrid

cybernetic system for the forecasting of Asian Pacific stock

markets as a whole. The results show that the performance

of the proposed system is 35% better than that of the

benchmark NN model.
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