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Abstract This paper presents a comprehensive review of

hybrid and ensemble-based soft computing techniques

applied to bankruptcy prediction. A variety of soft com-

puting techniques are being applied to bankruptcy predic-

tion. Our focus is on techniques, namely how different

techniques are combined, but not on obtained results.

Almost all authors demonstrate that the technique they

propose outperforms some other methods chosen for the

comparison. However, due to different data sets used by

different authors and bearing in mind the fact that confi-

dence intervals for the prediction accuracies are seldom

provided, fair comparison of results obtained by different

authors is hardly possible. Simulations covering a large

variety of techniques and data sets are needed for a fair

comparison. We call a technique hybrid if several soft

computing approaches are applied in the analysis and only

one predictor is used to make the final prediction. In con-

trast, outputs of several predictors are combined, to obtain

an ensemble-based prediction.

Keywords Bankruptcy prediction � Ensemble �
Committee � SVM � Neural network � Fuzzy sets �
Decision trees � Case-based reasoning � Genetic

algorithms � Rough sets � Hybrid techniques

1 Introduction

There is a large number of application areas of soft com-

puting techniques in finances. Portfolio management, credit

scoring, bankruptcy prediction, prediction of currency

exchange rate, decision support systems for stock trading,

and currency crises prediction are example application

areas. Mochon et al. (2008) discuss a rationale of using soft

computing techniques in finance and present a short

introduction into several application areas.

A large body of soft computing applications in finances

concern bankruptcy prediction and a large variety of soft

computing techniques have been applied to bankruptcy

prediction. Multilayer perceptron (MLP), radial basis func-

tion (RBF) networks, self-organizing maps (SOM), learning

vector quantization (LVQ), support vector machines (SVM),

relevance vector machines (RVM) (Ribeiro et al. 2006),

probabilistic neural networks (PNN), decision trees (DT),

Bayesian networks (BN), fuzzy decision trees (FDT), case-

based reasoning (CBR), fuzzy logic (FL), rough sets (RS),

genetic algorithms (GA), hybrid systems, and ensembles of

predictors comprise a list of the most popular techniques

applied.

We make a distinction between a hybrid system and an

ensemble of predictors. We say a system is hybrid if sev-

eral soft computing approaches are exploited for data

analysis, but only one single predictor is applied to make a

final decision. To obtain a final decision in an ensemble,

outputs of several predictors are aggregated in one way or
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another. Supervised learning is used to train a predictor (to

estimate parameters of a predictor). It is worth mentioning,

however, that in some cases there is no clear distinction

between hybrid and ensemble-based systems. Suppose that

we create a bankruptcy prediction system by combining a

logistic regression (LR) model and an MLP. Let us assume

that the LR output is used as an additional input to the MLP

and the final prediction is made by the MLP. We call such a

system hybrid. We can also create a system by training

both LR and MLP first and then combining them, via

weighted averaging for example. We call such a system

ensemble-based. Tough, according to the definition given

above, distinction between these two systems is not very

evident, the distinction can be easily made for the vast

majority of the reviewed papers.

There is a huge number of examples demonstrating that

hybrid and ensemble-based systems, when properly

designed, outperform a one predictor based system

designed for solving a classification task. Therefore, our

focus is on such type of techniques. We do not present any

description of widely used techniques. However, a short

description of some not so widely known aspects is given

for the article to be self-explaining.

2 Previous reviews on soft computing techniques

in finance

Reviews of past literature concerning soft computing

techniques in business, financial engineering, and specifi-

cally bankruptcy prediction are available.

Artificial neural networks is one of the most popular

soft computing tools used in financial engineering. A rather

comprehensive review of past literature on neural net-

work applications in business can be found in Wong et al.

(1997, 2000) and Vellido et al. (1999). A review by Wong

et al. (1997) covers journal articles published during 1988–

1995. The following application areas were distinguished:

accounting/auditing, finance, human resources, information

systems, marketing/distribution, production/operations, and

others. The area of finance is represented by 54 articles,

several of them in the field of bankruptcy prediction. The

authors emphasize that neural networks are often integrated

with expert systems. Wong et al. (2000) review 302 journal

articles published during 1994–1998. A significant decrease

of publications in 1998 was observed when compared to

three previous years. The articles are grouped into the same

application areas as in Wong et al. (1997). There are 67

articles in the finance area covering more than 50 topics.

The authors foresee that production/operations and finance

will remain the most common research areas, concerning

neural network applications in business, in the future.

A survey by Vellido et al. (1999) covers the period 1992–

1998. The main areas covered by the survey are: account-

ing/auditing, finance, management, marketing, production,

and others. The area of finance is mainly represented by

bankruptcy prediction and credit evaluation. An MLP is the

most frequently used network in all the areas. The authors

emphasize that only a few studies concern integration of

several models for predicting bankruptcy. Integration of

neural networks within more general systems, like decision

support systems or expert systems, is mentioned. It is

emphasized that the disparity of sample sizes is very big in

different studies, there are studies carried out with as few as

36 cases.

Zhang and Zhou (2004) discuss the main, financial

applications specific, data mining issues and compare

several data mining techniques from the financial appli-

cations prospective. The authors group existing applica-

tions of data mining in finance into the following six

categories: prediction of stock market, portfolio manage-

ment, bankruptcy prediction, foreign exchange market,

fraud detection, and others. Five data mining techniques,

namely, neural networks, genetic algorithms, statistical

inference, rule induction, and data visualization are dis-

cussed. The study demonstrates that each technique is used

in all the six categories of applications. Choice of data

mining methods and suitable values of parameters gov-

erning the behaviour of the methods, scalability and per-

formance, unbalanced frequencies of financial data, text

mining, mobile finance, integration of multiple data mining

techniques, heterogeneous and distributed data sources are

identified as challenges and emerging trends for future

research.

Refenes et al. (1997) present a review and guidelines for

using neural networks in financial engineering. The paper

describes a set of typical applications in financial engi-

neering as well as a number of alternative ways to select

features. Issues of dealing with non-stationary data, han-

dling leverages in data sets, testing for misspecified models

are also discussed in the paper.

Zhang et al. (1999) reviewed neural network applica-

tions in bankruptcy prediction. The authors point out that

there are empirical studies showing that the performance of

neural networks is not always superior to conventional

statistical techniques. Herewith, the authors stress that in

most studies, commercial neural network tools are used

without clear understanding of the sensitivity of solutions

to initial conditions. By applying a k-fold cross-validation

and using a sample of 220 firms, the authors studied the

robustness of neural networks in predicting bankruptcy in

terms of sampling variability. The significantly better

performance of neural networks than LR models was

reported. Atiya (2001) also reviewed the applications of

neural networks to predict bankruptcy. The author thor-

oughly discusses the financial ratios used by Altman (1968)
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and stresses that these ratios are widely used as input

features even for neural networks and other non-linear

models. It is emphasized that though a prediction of a

binary bankruptcy event is very useful, an estimate of the

bankruptcy probability is very desirable. One more

important issue, according to Atiya, is to consider macro-

economic indicators as input features to the neural network.

Though not related directly to financial applications, two

useful reviews, regarding the use of neural networks for

solving various prediction and classification problems, can

be found in Zhang (2007) and Zhang et al. (1998). In a

recent paper, Zhang (2007) discusses the most common

pitfalls in using neural networks and suggests guidelines

for practitioners. The non-linear non-parametric nature of

neural networks and the lack of a uniform standard for

designing neural network models are identified as two

major factors contributing to pitfalls in neural network

applications. The most common pitfalls occur in model

building, model selection and comparison, due to overfit-

ting and underfitting, small sample size, due to treating

neural networks as totally unexplainable ‘‘black boxes’’. A

comprehensive review on forecasting with neural networks

can be found in Zhang et al. (1998). The authors focus on

common modeling issues such as neural network archi-

tecture, training algorithm, data, performance measures.

A review of past works on the use of knowledge-based

decision support systems (KBDSS) in financial manage-

ment can be found in Zopounidis et al. (1997). A KBDSS

is obtained by combining a decision support system (DSS)

and an expert system (ES). The implementation of DSS and

ES in different fields of financial engineering, such as

financial planning, portfolio management, accounting,

financial analysis, assessment of bankruptcy risk, is dis-

cussed first and limitations of these two approaches are

identified. Then, the authors describe several examples of

KBDSSs proposed for: stock portfolio selection and man-

agement, lending analysis, analysis of credit granting

problems, and financial analysis. The authors argue that

KBDSSs improve the decision-making process qualita-

tively by facilitating the understanding of the operation and

the results of the system, ensuring the objectiveness and the

completeness of the results, achieving the proper structur-

ing of the decision analysis.

Rada (2008) has recently reviewed papers related to

applications of expert systems and evolutionary computing

in finance published in the ‘‘Expert Systems with Applica-

tions’’ journal. The review has shown that in the early

1990s authors were more apt to use expert systems tools,

while in the mid-2000s evolutionary computation tools

prevail. Regarding the financial application area, unex-

pectedly, in both periods financial accounting was more

common than investing in stocks. The integration of the

earlier knowledge-based techniques with the more recent

developments in evolutionary computing is foreseen as a

promising research direction.

A chapter, written by Chalup and Mitschele (2008), of a

handbook on information technology in finance presents a

brief overview of kernel methods in finance. Dimension-

ality reduction, introduction to classification and regres-

sion, selection of kernel parameters, and survey of

applications in finance are the issues considered in the

chapter. Concerning dimensionality reduction, PCA, mul-

tidimensional scaling (MDS), kernel PCA, and Isomap are

briefly described. The surveyed applications of kernel

methods in finance are categorized into credit risk man-

agement and market risk management. The authors

emphasize the potential of non-linear dimensionality

reduction techniques in the analysis of financial data.

The list of business failure-related literature presented in

Dimitras et al. (1996) contains 158 journal articles pub-

lished in the period 1932–1994. The review, however, is

limited to 47 articles presenting models and related to

industrial and retail applications. The articles are classified

according to industrial sector, financial ratios, and models

or methods applied. The methods applied are categorized

into eight groups: discriminant analysis, linear probability

model, probit analysis, logit analysis, recursive partitioning

algorithm, survival analysis, univariate analysis, and expert

systems. There are 79 financial ratios identified and

grouped into three categories: (1) profitability ratios, (2)

managerial performance ratios, and (3) solvency ratios.

The authors make a conclusion that the discriminant

analysis is the most frequently used method and the most

important financial ratios belong to the solvency category.

A trend on using non-financial and qualitative variables, in

addition to financial ratios, is also mentioned.

Dimitras et al. (1999) discussed the merits of rough sets

and proposed an approach to bankruptcy prediction based

on rough sets. The technique provides a set of decision

rules used to discriminate between healthy and failing

companies. The authors argue that the decision rules take

into account the preferences of the decision maker and the

technique discovers a relevant subset of features (financial

characteristics) revealing all important relationships

between ‘‘the image of a firm and its risk of failure’’. The

rough sets-based approach outperformed the classical dis-

criminant analysis and the logit analysis. The authors argue

that transparency of decisions expressed in the form of

decision rules and the possibility of using both quantitative

and qualitative features make the rough sets approach

superior over other existing methods.

As it has already been mentioned, we do not discuss

stand-alone soft computing techniques, in this paper.

A recent comprehensive review of intelligent and some

statistical techniques applied to bankruptcy prediction can

be found in Kumar and Ravi (2007). The intelligent
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techniques are categorized into the following groups: fuzzy

set theory, neural networks, support vector machines,

decision trees, rough sets, case-based reasoning, data

envelopment analysis, and hybrid. The general observation

is that a majority of papers use many financial ratios as

input features and only a few of the reviewed papers use

the Altman’s features. One more observation is that in

majority of the studies, MLP outperformed other tech-

niques, while SVM outperformed other techniques and

MLP too. The sensitivity of the rough sets-based tech-

niques to changes in data was pointed out. In general,

ensembles outperformed individual models and a trend is

towards using hybrid intelligent systems. Tough in a sep-

arate section of that paper, the authors discuss hybrid

techniques, however, only 14 papers proposing such tech-

niques were covered in the review. Moreover, much work

has been done in this area since 2005.

3 Data preprocessing

Apart from data normalization, feature extraction, feature

selection, and clustering are the main data preprocessing

issues considered in the literature related to bankruptcy

prediction.

A large number of features can be usually measured in

various applications. Not all of the features, however, are

equally important for a specific task. Some of the features

may be redundant or even irrelevant. Usually better per-

formance may be achieved by discarding such features

(Fukunaga 1972). Moreover, as the number of features

used grows, the number of training samples required grows

exponentially (Duda et al. 2001). Therefore, in many

practical applications we need to reduce the dimensionality

of the data.

3.1 Feature extraction

Feature extraction aims at finding a mapping that reduces

the dimensionality of the data being classified. The map-

ping found projects the N-dimensional data onto the

M-dimensional space, where M \ N. Mapping techniques

can be categorized as being linear or non-linear. There are

many methods of both types. Principal component analysis

(PCA) (Bishop 2006), linear discriminant analysis (LDA)

(Fukunaga 1972), classical MDS (Borg and Groenen

1997), and non-negative matrix factorization (NMF) (Lee

and Seung 1999) are prominent linear techniques of feature

extraction. These techniques attempt to reduce the dimen-

sionality of the data by creating new features that are linear

combinations of the original ones.

While PCA and LDA still remains the most popular

linear dimensionality reduction techniques applied to

bankruptcy prediction data (Shin and Kilic 2006; Ravi

et al. 2008; Ravi and Pramodh 2008), NMF is used in

analysis of financial data with increasing frequency. Unlike

PCA, NMF learns parts-based data representations. This

occurs due to the non-negativity constrains allowing only

additive, but not subtractive, combinations of the original

data. Drakakis et al. (2008) have recently applied NMF to

the problem of revealing underlying trends in the Dow

Jones stock market data. The study demonstrated the ability

of the method to cluster stocks in performance-based

clusters. Szupiluk et al. (2007) applied NMF to integrate

information from several models predicting the customer’s

behaviour.

Kernel principal component analysis (Shawe-Taylor and

Cristianini 2004), Isomap (Tenenbaum et al. 2000), data-

driven high-dimensional scaling (Lespinats et al. 2007),

Sammon mapping (Sammon 1969), generative topographic

mapping (Bishop et al. 1998), self-organizing maps

(Kohonen 1990), curvilinear component analysis (CCA)

(Demartines and Herault 1997; Lee et al. 2004), stochastic

neighbor embedding (Hinton and Roweis 2003), locally

linear embedding (Roweis and Saul 2000), kernel dis-

criminant analysis (Shawe-Taylor and Cristianini 2004),

and ‘‘autoencoder’’ (Hinton and Salakhutdinov 2006;

Cottrell 2006) are prominent non-linear mapping tech-

niques. Apart from SOM and kernel PCA, Isomap is also

used in the analysis of bankruptcy data. Isomap builds on

the classical MDS but seeks to preserve the so-called

geodesic distances, instead of Euclidean distances pre-

served by the classical MDS. Ribeiro et al. (2008) have

recently proposed using the supervised Isomap to distin-

guish between the distressed and healthy companies.

Despite much fewer dimensions used by the Isomap, the

achieved classification accuracy was comparable with the

accuracy obtained from SVM and RVM. Lawrence has

recently proposed a very promising, Gaussian process-

based, non-linear mapping technique called Gaussian pro-

cess latent variable models (GP-LVM) (Lawrence 2004,

2005). An extension of GP-LVM for classification was also

developed recently (Urtasun and Darrell 2007). Like SOM

and CCA, GP-LVM can be trained to exhibit the property

of local distance preservation when mapping high-dimen-

sional data onto a low-dimensional space (Lawrence and

Quinonero-Candela 2006). Local data ordering in a low-

dimensional space is a very useful property for exploring

high-dimensional data.

3.2 Feature selection

Feature selection is a special case of feature extraction.

Employing feature extraction all N measurements are used

for obtaining the M-dimensional data. Therefore, all N

features need to be obtained. Feature selection, in contrast,
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enables us to discard (N - M) irrelevant features. Hence,

by collecting only relevant features, the cost of future data

collecting may by reduced. Feature selection in general is a

difficult problem. In a general case, only an exhaustive

search can guarantee an optimal solution. The branch and

bound algorithm (Narendra and Fukunaga 1977) can also

guarantee an optimal solution, if the monotonicity con-

straint imposed on a criterion function used to assess the

quality of a feature subset is fulfilled. A large variety of

feature selection techniques that result in a suboptimal

feature subset have been proposed (Kudo and Sklansky

2000; Verikas and Bacauskiene 2002). Genetic algorithms

(Abdelwahed and Amir 2005; Ignizio and Soltys 1996;

Wallrafen et al. 1996; Min et al. 2006; Ahn et al. 2006;

Yeung et al. 2007) and rough sets (Zhou and Tian 2007;

Ahn et al. 2000; McKee and Lensberg 2002) are the two

most popular approaches to feature selection in hybrid and

ensemble-based techniques for bankruptcy prediction.

Classification accuracy is the most often used criterion to

assess the quality of a subset of features in the selection

process. However, criteria not related directly to the clas-

sification accuracy, like mutual information (Chan et al.

2006), are also used to assess the quality of a feature

subset.

3.3 Clustering

Yao (2007) aiming to increase the bankruptcy prediction

accuracy and to facilitate the SVM design, preprocesses data

by Fuzzy C-Means (FCM) clustering and principal compo-

nent analysis (PCA). A cascade FCM-PCA-SVM is trained

and used to predict financial crises in Chinese companies.

Ravi and Pramodh (2008) suggested using the so-called

principal component neural network (PCNN). The network

resembles the radial basis function network, with the dif-

ference that PCA is used instead of clustering in the first

layer designed in an unsupervised way and the sigmoidal

activation functions are used in the output nodes, instead of

linear. The network is trained by stochastic optimization.

4 Hybrid techniques

4.1 Genetic algorithms in hybrid techniques

In bankruptcy prediction, GA are usually used to select a

subset of input features, to find appropriate hyper-param-

eter values of a predictor (for example, the kernel width

and the regularization constant in the case of SVM), or to

determine predictor parameters (MLP weights, for exam-

ple). In some applications, selection of both hyper-param-

eters and a subset of input features is integrated into one

learning process.

Pendharkar and Rodger (2004) as well as Sai et al. (2007)

used GA to train an MLP and then tested the neural network

on bankruptcy prediction data. Abdelwahed and Amir (2005)

developed a two stage technique for designing a bankruptcy

prediction tool based on GA and an MLP. In the first stage,

GA is used to select a subset of input features. Then, in the

second stage, GA is applied to optimize the topology of the

network. The final tuning of network weights is done by the

gradient decent. Ignizio and Soltys (1996), and Wallrafen

et al. (1996) combined MLP design, training and feature

selection into one learning process based on genetic search.

Min et al. (2006) as well as Ahn et al. (2006) used GA to

design an SVM-based technique for bankruptcy prediction.

The selection of both SVM hyper-parameters and input

features is integrated into one learning process based on

genetic search. Chen and Hsiao (2008) as well as Wu et al.

(2007) used GA to find SVM hyper-parameters. Van Gestel

(2006), in contrast, find hyper-parameters for the least

squares support vector machine (LS-SVM) by applying the

Bayesian evidence framework (MacKay 1992; Gestel et al.

2002). Comparison of the efficiency of the GA- and the

Bayesian evidence framework-based approaches to deter-

mination of the SVM hyper-parameters would be interesting.

Quintana et al. (2008) applied evolutionary program-

ming to evolve the so-called evolutionary nearest neigh-

bour classifier for bankruptcy prediction. The relevant

number of the nearest neighbours to be used is determined

through evolutionary programming. When testing on one

data set, the authors have found that the classifier was more

accurate than SVM or MLP.

Tsakonas et al. (2006) used GA to evolve a bankruptcy

prediction system based on the so-called neural logic net-

works. An elementary neural logic network consists of a set

of input nodes and an output node. Elementary networks

can be combined to form larger networks. A three-valued

logic is used. An output value [an ordered pair (x, y)] for a

node of the neural logic network is given by:

ðx; yÞ ¼

ð1; 0Þ if
XN

j¼1

wjxj �
XN

j¼1

vjyj� 1

ð0; 1Þ if
XN

j¼1

wjxj �
XN

j¼1

vjyj� � 1

ð0; 0Þ otherwise

8
>>>>>>>><

>>>>>>>>:

ð1Þ

where N is the number of inputs and ðwj; vjÞ is an ordered

pair of weights. Both topology and parameters are deter-

mined by genetic search.

An interesting GA-based hybrid technique has recently

been proposed by Hu (2008), and Hu and Tseng (2007). An

MLP is the classifier used to predict bankruptcy. Nodes of

an usual MLP aggregate input signals via a weighted sum.

Nodes of the MLP suggested by Hu aggregate information
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via the discrete Choquet integral. A non-additive fuzzy

measure is used in the Choquet integral, instead of sum.

If we assume that Z is a non-empty finite set and g is a

fuzzy measure on Z, the discrete Choquet integral of a

function h : Z ! R
þ with respect to g is defined as

Cgðhðz1Þ; . . .; hðzLÞÞ ¼
XL

i¼1

½hðziÞ � hðzi�1Þ�gðAiÞ ð2Þ

where indices i have been permuted so that 0� hðz1Þ
� � � � � hðzLÞ� 1;Ai ¼ fzi; . . .; zLg; hðz0Þ ¼ 0, and L is

the number of elements in the set Z (Grabisch 1996).

A set function g : 2Z ! ½0; 1� is a fuzzy measure if

1. gð;Þ ¼ 0; gðZÞ ¼ 1;

2. if A;B � 2Z and A � B then gðAÞ� gðBÞ;
3. if An � 2Z for 1� n\1 and fAng is monotonic in the

sense of inclusion, then limn!1 gðAnÞ ¼ g

ðlimn!1 AnÞ:

In general, the ordinary fuzzy measure of a union of two

disjoint subsets cannot be directly computed from the

ordinary fuzzy measures of the subsets. Sugeno (1977)

introduced the so-called k-fuzzy measure, which allows

such computation. Hu (2008) uses the k-fuzzy measure and

applies GA to train an MLP. A considerable improvement

in bankruptcy prediction accuracy was obtained if com-

pared to the accuracy obtained from an ordinary MLP.

4.2 Rough sets in hybrid techniques

In hybrid bankruptcy prediction techniques, rough sets are

usually used to select input features. Zhou and Tian (2007)

suggest combining the theory of rough sets and SVM. The

SVM applied uses the wavelet kernel function. Therefore,

the authors call the classifier the wavelet SVM. The

Mexican hat wavelet is used to construct the SVM kernel.

Rough sets are used to select input features. Cheng et al.

(2007) have demonstrated that the bankruptcy prediction

accuracy of the rough sets-based tool can be increased

substantially by including a non-financial variable, auditor

switching in this case, into the modeling process.

Aiming to increase bankruptcy prediction accuracy, Ahn

et al. (2000) combined an MLP and the rough sets theory

based technique. The rough sets theory based analysis is

used for both feature selection and generation of rules.

McKee and Lensberg developed a hybrid technique for

bankruptcy prediction by combining the rough sets theory

based model and genetic programming (McKee and

Lensberg 2002). The rough sets theory is used to select the

input features, while genetic programming evolve the

model in the form of non-linear real-valued algebraic

expressions of the features selected by the rough sets

technique.

Bian and Mazlack (2003) proposed combining the fuzzy

k-nearest neighbour algorithm (Keller et al. 1985) and the

rough sets theory, to improve the accuracy of bankruptcy

prediction. The authors demonstrated the increased pre-

diction accuracy if compared to either the crisp or fuzzy

nearest neighbour approach.

4.3 Hybrid systems of increased transparency

In general, an SVM (Vapnik 1998) or RVM (Tipping 2001)

can provide near optimal performance. However, classifiers

based on these techniques are not transparent enough and

are often considered as ‘‘black boxes’’. Transparency is a

very important issue sometimes. Aiming to increase the

transparency, some researchers design fuzzy set theory-

based techniques or incorporate SOM for data exploration

and visualization purposes.

4.3.1 Fuzzy set theory-based techniques

Lu et al. (2006) aiming to obtain a transparent explanatory

system for bankruptcy prediction, adopt the rule-based

approach. Rules can be generated directly by a GA. How-

ever, to facilitate the designing process, the authors extract

rules from a trained neural network. To obtain simple but

substantial statements in classification rules, neural network

weight pruning is carried out first. Then, the GA is applied,

to obtain ultimate classification rules. Kumar and Ravi

(2006) have also proposed a fuzzy rule-based bankruptcy

prediction technique. The task of classifier design is for-

mulated as a multi objective combinatorial optimization

problem aiming to maximize the classification accuracy and

to minimize the number of rules. The so-called modified

threshold accepting technique (Ravi et al. 2001) is adopted

to solve the optimization problem. In Jeng et al. (1997),

bankruptcy predictions are obtained from a fuzzy decision

tree, designed by combining the fuzzy set theory and

decision tree construction based on inductive learning.

Neuro-fuzzy is a popular approach in various control

and classification applications. By combining the fuzzy

sets theory and the MLP, Gorzalczany and Piasta de-

signed a neuro-fuzzy classifier for bankruptcy prediction

(Gorzalczany and Piasta 1999). The fuzzy sets-based input

module allows inputting both purely numerical data as well

as qualitative, linguistic data that may be used to charac-

terize the decision-making process. The authors demon-

strated superiority of the neuro-fuzzy classifier over the

rough sets-based technique, C4.5 decision tree, and the rule

induction system CN2 (Clark and Niblett 1989). Lee et al.

(2006) studied the efficiency of several training techniques

applied to the POPFNN-CRI(S) fuzzy-neural network

(Ang et al. 2003), which was then used to predict bank-

ruptcy. As it is often the case in neuro-fuzzy approaches,

1000 A. Verikas et al.

123



the network consists of five layers: input, antecedent, rule-

base, consequence, and output.

Tung et al. (2004), aiming to predict bankruptcy and to

identify the characteristics of financial distress, proposed

the so-called Generic Self-organizing Fuzzy Neural Net-

work (GenSoFNN). As many other fuzzy-neural systems,

the proposed network also consists of five layers: input

(fuzzifier) layer, antecedent matching layer, rule-based

layer, consequent derivation layer, and output (defuzzifi-

cation) layer. Parameters of the network are learned

through the gradient decent. The base of IF-THEN rules

designed during training provides insight into the contri-

bution of the selected features (financial covariates) to the

bankruptcy. Thus, it is possible to analyze reasons behind

the bankruptcy and identify the symptoms of financial

distress. Nonetheless, the slightly lower prediction accu-

racy obtained from the GenSoFNN if compared to MLP,

the authors advocate using the GenSoFNN network due its

transparency.

4.3.2 SOM in hybrid systems

Aiming to get a deeper insight into results obtained from a

prediction tool, Serrano-Cinca (1996) created a SOM using

the financial data (financial ratios) and superimposed the

prediction results obtained from an MLP on the SOM. The

obtained map, served as a convenient tool for visual

inspection of the analysis results. Huysmans et al. (2006)

have also combined MLP and SOM, aiming to exploit good

data exploration properties of SOM. MLP is trained first

using financial input data. The input data used to train

SOM consist, however, of the financial input data aug-

mented with the output of the MLP. When training SOM,

the weighted Euclidean distance, given by Eq. 3, is used

instead of the Euclidean one

jjx�mjj2 ¼
XN

j¼1

wjðxj � mjÞ2 ð3Þ

where N is the number of variables and wj stands for the j

th variable weight. A higher weight is assigned to the MLP

output.

4.4 Combining traditional and soft computing

techniques

Markham and Ragsdale design a hybrid system by aug-

menting the set of neural network input features with

additional Mahalanobis distance measures (Markham and

Ragsdale 1995). The authors demonstrate an improvement

in the prediction accuracy if compared to a common neural

network case. Piramuthu et al. (1998) apply constructive

operators (multiplication and division, for example) to

original features and construct new features. A subset of

the original and new features are then selected and used to

train an MLP. Experimental tests performed using bank-

ruptcy data demonstrated that the constructed features help

improving the classification accuracy of the MLP. Lee

et al. (1996) selected input features based on the multi-

variate discriminant analysis or ID3 tree and then used in a

feedforward neural network to predict bankruptcy. A sim-

ilar approach was also taken by Lee et al. (2002). The

authors used the LDA for feature selection and also to

generate an additional input to the MLP. The LDA output

served as the additional input. Back et al. also experi-

mented with various feature selection techniques followed

by prediction based on the LDA, LR, or MLP (Back et al.

1996). To select features either LDA, LR, or genetic search

was applied. According to the tests, MLP trained using

features selected by the genetic search was the best

approach.

Tseng and Lin (2005) have suggested combining LR and

fuzzy regression called quadratic interval regression. The

combined model called quadratic interval logit is charac-

terized by a fuzzy parameter. The task of finding the fuzzy

regression parameters is formulated as a linear program-

ming problem. Case-based reasoning and information

retrieval techniques were combined in the bankruptcy

support system developed by Elhadi (2000).

5 Ensembles

Numerous previous works on prediction ensembles have

shown that an efficient ensemble should consist of pre-

dictors that are not only very accurate, but also diverse in

the sense that the predictor errors occur in different regions

of the input space. Krogh and Vedelsby (1995) have shown

that

E ¼ E � A ð4Þ

where E is the committee generalization error, E is the

weighted average of the generalization errors of the com-

mittee networks, and A is the committee ambiguity.

Diversity of ensemble members can be achieved in the

expense of ensemble accuracy. Thus, tradeoff between the

accuracy and the diversity is desired (Kuncheva and Whi-

taker 2003). Achieving the tradeoff is a rather difficult task.

For example, one always attempts to avoid over-fitting

when designing a single predictor. However, Sollich and

Krogh have shown that some over-fitting can be useful

when designing an ensemble (Sollich and Krogh 1996). The

authors found that in large ensembles of linear members one

should use under-regularized members. An ensemble of

such members benefits from ‘‘the variance-reducing effects
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of ensemble learning’’ (Sollich and Krogh 1996). The

authors expect the finding to carry over to an ensemble of

non-linear members. To achieve the tradeoff when

designing an ensemble of MLPs, negative correlation

learning has been proposed (Liu and Yao 1999; Liu et al.

2000; Islam et al. 2003). The mean squared error function

minimized during negative correlation learning is aug-

mented with an additional term penalizing correlation

between ensemble networks.

Splitting or splitting and weighting a data set by clus-

tering (Verikas and Lipnickas 2002), bootstrapping (Brei-

man 1996), AdaBoosting (Freund and Schapire 1997),

pasting votes (Breiman 1999), employing different subsets

of features and different architectures are the most popular

approaches used to achieve the diversity of ensemble

members. A recent review on diversity creation techniques

can be found in Brown et al. (2005). Since employing

different subsets of features in different ensemble members

affects both diversity of ensemble members and ensemble

accuracy, integration of feature selection, selection of

hyper-parameters, and training of ensemble members into

one learning process is desired. An example of such

approach to ensemble design can be found in Bacauskiene

and Verikas (2004) and Bacauskiene et al. (2009).

The strategy used to aggregate predictors into an

ensemble is one more issue greatly affecting the ensemble

accuracy (Verikas and Lipnickas 2002; Kuncheva et al.

2001; Verikas et al. 1999; Liu 2005; Kuncheva 2002).

Majority voting, averaging, and weighted averaging are the

most popular aggregation techniques used in bankruptcy

prediction. The rest of the survey is structured according to

the aforementioned issues, most notably affecting the

ensemble accuracy.

5.1 Creating diverse ensemble members

5.1.1 Using different feature subsets

Shin et al. (2006) promote the diversity of ensemble

members using different techniques to select features for

ensemble members. Two types of ensembles are investi-

gated: a bagged ensemble consisting of 30 MLPs and a

stacked one (Wolpert 1993) made of k-NN, C4.5 decision

tree, and MLP. To promote diversity of ensemble members

(RBF networks in this case), Chan et al. (2006) perform

bagging and select features separately for each network

trained on a separate bagged data set. Features being

selected are those maximizing the mutual information

between features and the class labels. When tested exper-

imentally, ensembles built using averaging, weighted

averaging, and majority voting provided approximately the

same performance.

Yeung et al. (2007a, b) also design an ensemble of RBF

networks to predict bankruptcy. Aiming to evolve diverse

ensemble members (experts in different local regions of the

input space), diversity is promoted during the GA-based

feature selection process by including a diversity term in

the fitness function. Features for all ensemble members are

selected simultaneously by designing a chromosome of

L 9 N genes, where L is the number of ensemble members

and N is the dimensionality of the input space. The feature

selection task is solved as the following optimization

problem (Yeung et al. 2007):

arg max
fxjgl�fxjg;8l¼1;...;L

XL

l¼1

wl ð5Þ

where fxjg and fxjgl stand for the set of all features and the

feature set used by the lth member, respectively, and wl is

the fitness function for the lth ensemble member. The

fitness function is given by:

wl ¼
1

R�SMðlÞ
þ kdðlÞ ð6Þ

where R�SMðlÞ is the estimate of the local generalization

error for the lth ensemble member, dðlÞ stands for the

diversity of the lth member, and k is the regularization

parameter. The diversity measure for the lth member is

defined as:

dðlÞ ¼ EDfflðxÞ � ED½f ðxÞ�g2 ð7Þ

where f ðxÞ and flðxÞ denote the ensemble output and the lth

ensemble member output, respectively and ED stands for

expectation over the data set. The ensemble decision is

obtained by aggregating the member decisions via the

weighted sum rule.

5.1.2 Manipulating training data set

Alfaro et al. (2008) as well as Cortes et al. (2007) applied

an ensemble of decision trees (Breiman et al. 1993) created

using the AdaBoost algorithm (Freund and Schapire 1996;

Freund and Schapire 1997). AdaBoost gradually increases

the number of ensemble members. Training of subsequent

members is gradually more and more focused on misclas-

sified training data points. An output of an AdaBoost

ensemble is given by a linear combination of outputs of

single classifiers. When applying the AdaBoost ensemble

of decision trees to the bankruptcy data, Alfaro et al.

demonstrated a reduction of 30% of the test set error rate,

when compared to the error rate obtained from a single

MLP.

West et al. (2005) investigated the accuracy of ensem-

bles made of 100 MLPs created using three different data

manipulation strategies, namely, cross validation, bagging
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(Breiman 1996), and AdaBoosting. When applied to

bankruptcy data, no significant difference was found

between the accuracy of the ensembles. However, tests

performed by other authors using a large number of dif-

ferent data sets, have shown that ensembles created using

the AdaBoost algorithm outperform the ones built using the

other data sampling approaches (Bauer and Kohavi 1999).

AdaBoost, however, is a rather complex algorithm. Brei-

man proposed a very simple algorithm, the so called Half

& Half bagging technique (Breiman 1998). The Half &

Half algorithm builds a committee incrementally. It uses

random sampling to collect a new training data set that is

half filled of data points correctly classified up to the

present and half filled of misclassified data.

Yu et al. (2007) apply the bagging sampling technique

to create different training data sets for training members of

an SVM ensemble. A series of SVM with different hyper-

parameters are created using the training data sets and then

aggregated into a committee by applying evolutionary

programming. West and Dellana (2005) have also studied

the influence of the diversity of members on the accuracy

of a bagged ensemble.

Tsai and Wu (2008) obtained unexpected bankruptcy

prediction results from an ensemble of MLPs diversified

through training data set manipulation. Majority voting was

the rule used to aggregate the ensemble members. On

average, single classifiers showed a higher accuracy than

the ensemble. This is probably due to the very small data

sets used to train the ensemble members as well as due to

the procedure applied to design the ensemble. Aiming to

increase the prediction accuracy of an ensemble of MLPs,

Shin and Kilic (2006) linearly transform the input features

by applying the principal component analysis and use a

fewer number of new features to train the networks. Horta

et al. (2008) studied the problem of designing a classifi-

cation ensemble for bankruptcy prediction in the context of

class-imbalanced training data sets.

5.1.3 Using different architectures

Olmeda and Fernandez (1997), and Jo and Han (1996)

were amongst the first to use an ensemble for bankruptcy

prediction. In Olmeda and Fernandez (1997), an MLP,

LDA, LR, Multivariate Adaptive Regression Splines

(MARS), and C4.5 decision tree were combined into an

ensemble. Two combination schemes were explored, vot-

ing and weighted sum. Genetic search was used to find the

combination weights. Jo and Han (1996) and Jo et al.

(1997) created an ensemble consisting of an MLP, LDA,

and a case-based forecasting module. Weighted averaging

was used to aggregate the members into an ensemble. The

appropriate weight values were found experimentally by

trial and error. In both works, improvement in prediction

accuracy was reported, when compared with the best single

model. An MLP, LR, LDA, and C5.0 decision tree were

combined into the weighted voting ensemble developed by

Lin and McClean (2001). The weights were proportional to

the prediction accuracy of the ensemble members esti-

mated on the training data set. Only a slight improvement

in the prediction accuracy was obtained from the ensemble

if compared to the best single member, which was the

decision tree in this application. Kim and Yoo (2006) used

a linear combination of LR and MLP in their bankruptcy

prediction application.

Hua et al. (2007) suggest combining SVM and LR. The

SVM output range is divided into several intervals. If a

decision made by the SVM is supported by LR with a large

enough probability, the SVM decision is accepted. Other-

wise, the decision may be modified depending on the

interval the SVM output depends to.

Ravi et al. (2008) aggregated nine classifiers of different

architecture, to build an ensemble for bankruptcy predic-

tion. MLP, RBF, PNN, SVM, classification and regression

trees (CART), fuzzy rule-based classifier, PCA-MLP, PCA-

RBF, and PCA-PNN are the classifiers used to build the

ensemble, where PCA means that data were preprocessed

by PCA first. Majority voting and weighted averaging rules

were used for the aggregation. Both ensembles outper-

formed the best single member, which was PCA-PNN.

Aiming to create diverse ensemble members, Sun and Li

(2008) have also used different architectures, namely LDA,

LR, MLP, SVM, and CBR. The members were aggregated

into an ensemble by the weighted majority voting rule.

5.2 Determining the number of ensemble members

Depending on the aggregation rule applied and the accu-

racy of ensemble members, the ensemble accuracy may

greatly depend on the number of ensemble members. It was

demonstrated that sequential forward selection of ensemble

members may significantly improve the accuracy of aver-

aging ensemble, when compared to the accuracy of

ensemble obtained by averaging all the available ensemble

members (Verikas et al. 2008). It was also demonstrated

that the average ensemble accuracy may be increased

substantially by designing data dependent ensembles,

meaning that members included into such ensemble depend

on the input data point being analyzed (Verikas et al. 2002;

Santosa et al. 2008; Englund and Verikas 2005). Thus,

dynamic selection of ensemble members is utilized.

However, these issues have almost never been addressed in

the bankruptcy prediction literature.

Ravikumar and Ravi (2006) experimented with ensem-

bles created using a varying number of members. A set of

seven classifiers was available: adaptive neuro fuzzy infer-

ence system (ANFIS) (Jang 1993), SVM, four types of RBF
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networks, and MLP. The majority voting rule has been used

to aggregate ensemble members. As expected, the optimal

size and structure of the ensemble were data dependent.

5.3 Aggregating ensemble members

A variety of schemes have been proposed for combining

multiple classifiers. The approaches used most often

include the majority vote, averaging, weighted averaging,

the Bayesian approach, the fuzzy integral, the Dempster-

Shafer theory, the Borda count, aggregation through order

statistics, probabilistic aggregation, the fuzzy templates,

and stacked generalization (Kuncheva et al. 2001; Verikas

et al. 1999; Liu 2005; Verikas and Lipnickas 2002; Kun-

cheva 2002; Wolpert 1993; Kittler et al. 1998; Xu et al.

1992). However, aggregation approaches used in bank-

ruptcy prediction are most often limited to majority voting,

averaging and weighted averaging.

Doumpos and Zopounidis (2007) applied the stacked

generalization approach proposed by Wolpert (1993) to

build an ensemble consisting of LDA, LR, PNN, SVM, the

nearest neighbour classifier, the classification and regres-

sion trees (CART), and the quadratic discriminant analysis

technique (QDA). The choice of the techniques is moti-

vated by different learning capacity. Shin et al. (2006) used

MLP as a meta-classifier to stack k-NN, C4.5, and MLP

classifiers.

To aggregate MLPs into an ensemble, Shin and Lee

assess the confidence ai of the ith ensemble member in its

prediction as Shin and Lee (2004)

ai ¼ maxfj0� yij; j1� yijg ð8Þ

where yi stands for the ith member output. In the case of

conflicting predictions delivered by members of the

ensemble, the ensemble output is given by the output of the

member of the highest confidence.

6 Model assessment and selection

Usually, bankruptcy prediction is considered as a two-class

(binary) classification problem. Assuming that the classes

are labeled as negative and positive, and denoting the true

and predicted class labels by y ¼ 	1 and by ¼ 	1; respec-

tively, a confusion matrix characterizing the performance of

a classifier can be constructed as that shown in Table 1.

In Table 1, TN, FN, TP, and FP stand for true negatives,

false negatives, true positives, and false positives, respec-

tively. Several common metrics, characterizing the per-

formance of a classifier, can be calculated from the

confusion matrix: sensitivity (SE) (or true positive rate

(TPR), also known as recall), specificity (SP) [or true

negative rate (TNR)], false positive rate (FPR) (also known

as 1-SP), and accuracy (AC) (Fawcett 2006; Waegeman

et al. 2008):

SE ¼ TPR ¼ TP

TPþ FN
ð9Þ

SP ¼ TNR ¼ 1� FPR ¼ TN

TNþ FP
ð10Þ

AC ¼ TPþ TN

N� þ Nþ
ð11Þ

where N� and Nþ stand for the number of data points in the

negative and the positive class, respectively.

Accuracy (AC), FPR, and FNR (type-I error and type-II

error) are the most widely used measures to asses the

performance of bankruptcy prediction systems. To test the

statistical significance of the difference obtained between

two models, a p-value of the paired t-test applied to the

cross-validation error rates (Doumpos and Zopounidis

2007; West et al. 2005; Tsai and Wu 2008) or McNemar’s

test (Ripley 1996; Gestel et al. 2006) is sometimes

calculated.

Nowadays, a receiver operating characteristic (ROC)

curve as well as area under the ROC curve (AUC) are

increasingly used to characterize the performance of a

binary classifier. A ROC curve is obtained by plotting the

TPR versus the FPR. The curve depicts relative tradeoffs

between benefits (TP) and costs (FP) (Fawcett 2006).

However, this is not the case in the bankruptcy prediction

techniques. ROC curves as well as AUC are used rather

seldom in the analysis (Ribeiro et al. 2006; Gestel et al.

2006; Ravi and Pramodh 2008).

To compare AUC, Van Gestel et al. (2006) use the test

of De Long et al. (1988) based on the theory of generalized

U-statistics. Fawcett (2006) presents two algorithms for

obtaining confidence intervals for ROC curves by averag-

ing individual ROC curves created for a number of test data

sets generated by cross-validation or the bootstrap tech-

nique (Efron and Tibshirani 1993, 1997). Yousef et al.

(2005) suggest using the bootstrap-based estimator to

estimate the AUC. The uncertainty of that estimate is also

obtained from the same bootstrap samples.

The problem of selecting a model of appropriate com-

plexity, the number of hidden nodes in an MLP for

example, is often forgotten when developing soft com-

puting techniques for bankruptcy prediction. Bootstrap

sampling can be used to determine an appropriate model

Table 1 A confusion matrix for a two-class classification problem

True\predicted by ¼ �1 by ¼ 1

y ¼ �1 TN FP

y ¼ 1 FN TP
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complexity (Hastie et al. 2001; Verikas and Bacauskiene

2003; Kallel et al. 2002).

7 Discussion

A large variety of hybrid and ensemble-based soft com-

puting techniques for bankruptcy prediction have been

developed so far. Table 2 presents a selective survey of

hybrid and ensemble-based soft computing techniques

applied to bankruptcy prediction. The main model design-

ing issues considered in different studies are provided in

Table 2. The techniques developed are usually tested using

one or very few data sets. Moreover, the disparity of sample

sizes is very big in different studies and confidence intervals

for the obtained prediction accuracies are seldom provided.

Thus, fair comparison of results obtained in the different

studies is hardly possible. Comparisons of various tech-

niques on multiple data sets are required. Demsar suggests

using the non-parametric Wilcoxon signed-ranks test to

compare two classifiers and the Friedman test to compare

several classifiers over multiple data sets (Demsar 2006).

Nonetheless the difficulty in comparing the reviewed

techniques, one can make a general observation that

ensembles, when properly designed, are more accurate than

the other techniques. This is expected, since an ensemble

integrates several predictors. In a successful ensemble

design, a tradeoff between the ensemble accuracy and the

diversity of ensemble members is achieved. Achieving the

tradeoff is a rather difficult task and requires integration of

feature selection, selection of hyper-parameters, and

training of ensemble members into one learning process.

GA suits well to accomplish such integration. Aiming to

evolve diverse ensemble members, diversity can be pro-

moted during the search process by including a diversity

term in the GA fitness function. In bankruptcy prediction,

GA are usually used to select a subset of input features, to

find appropriate hyper-parameter values of a predictor, or

to determine predictor parameters. Very few studies con-

cern such integrated designing of ensembles. The ensemble

accuracy may greatly depend on the number of ensemble

members being aggregated and the aggregation rule

applied. Data dependent dynamic selection of ensemble

members is under-exploited issue in the bankruptcy pre-

diction literature.

However, transparency of ensemble-based techniques is

rather limited, when compared to RS or IF-THEN rules-

based approaches. Transparency of decisions expressed in

the form of decision rules, the possibility of using both

quantitative and qualitative data that may be used to

characterize the decision-making process are the advanta-

ges of RS and IF-THEN rules-based approaches. The base

of rules designed during training provides insight into the

contribution of the selected features to the bankruptcy.

Thus, it is possible to analyze reasons behind the bank-

ruptcy and identify the main symptoms of financial dis-

tress. RS and IF-THEN rules-based techniques lend

themselves well to creating KBDSSs. A KBDSS can

facilitate the understanding of the operation and the results

of the decision system, can help ensuring the objectiveness

of the results, and structuring the decision analysis prop-

erly. Evolutionary computing based designing of KBDSSs

can be a promising research direction.

Different studies indicate that the bankruptcy prediction

accuracy can be increased substantially by including non-

financial features into the modeling process and a trend is

on using non-financial features, for example macroeco-

nomic indicators and qualitative variables, in addition to

financial ratios. A large number of features can be usually

collected in various applications. Not all of the features,

however, are equally important for a specific task. Some of

the features may be redundant or even irrelevant. There-

fore, in many applications we need to reduce the dimen-

sionality of the data via feature selection or feature

extraction. Genetic algorithms and RS are the two most

popular approaches to feature selection in hybrid and

ensemble-based techniques for bankruptcy prediction. For

large feature sets, however, the GA-based feature selection

can be very time consuming, especially if classification

accuracy the estimation of which involves classifier train-

ing, is used to assess the saliency of a subset of features in

the selection process. It is worth mentioning that classifi-

cation accuracy is the most often used criterion to assess

the quality of a subset of features. As to RS, the sensitivity

of the approach to changes in data is an important issue.

Non-linear dimensionality reduction techniques offer a

great potential for applications in the analysis of financial

data. GP-LVM is a very promising non-linear mapping

technique. An extension of GP-LVM for classification was

also developed recently. GP-LVM can be trained to exhibit

the property of local data ordering in a low-dimensional

space when mapping high-dimensional data onto the low-

dimensional space. Local data ordering is a very useful

property, also characteristic to SOM and CCA, for

exploring high-dimensional data. By providing ordered

data maps, GP-LVM, SOM and CCA can facilitate the

exploration and understanding of the results obtained from

non-linear prediction techniques.

The non-linear nature of hybrid and ensemble-based

models and the lack of a widely accepted procedures for

designing such models are major factors contributing to

pitfalls in applications of these technologies. Model

building, model selection and comparison are the designing

steps where the most common pitfalls occur due to small

sample sizes, model over-fitting or under-fitting, the sen-

sitivity of solutions to initial conditions. The problem of
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Table 2 A survey of hybrid and ensemble-based soft computing techniques applied to predict bankruptcy

Techniques Model designing issues

Hybrid techniques

GA ? MLP GA used for: finding MLP weights (Pendharkar and Rodger 2004; Sai et al. 2007); selecting

features (Back et al. 1996); selecting features and MLP topology (Ignizio and Soltys 1996;

Wallrafen et al. 1996); selecting features then MLP topology (Abdelwahed and Amir

2005); finding weights of the fuzzy integral-based MLP (Hu 2008; Hu and Tseng 2007).

GA ? SVM GA used for: selecting SVM hyper-parameters (Chen and Hsiao 2008; Wu et al. 2007);

selecting features and SVM hyper-parameters (Min et al.2006; Ahn et al.2006).

GA ? k-NN GA used for finding the appropriate k value (Quintana et al. 2008).

GA ? NLN GA used for finding the network topology and parameters (Tsakonas et al. 2006).

RS ? SVM RS used for selecting features (Zhou and Tian 2007).

RS ? MLP RS used for selecting features for MLP and generating decision rules (Ahn et al. 2000).

RS ? GA RS used to select features for algebraic expressions obtained by GA (McKee and Lensberg

2002).

RS ? k-NN RS used for estimating the class membership in a fuzzy k-NN classifier (Bian and

Mazlack2003).

FS ? MLP ? GA FS used to extract rules from MLP, which are then optimized by GA (Lu et al. 2006).

FS ? MOCO FS used to extract rules, which are then optimized by MOCO (Kumar and Ravi 2006).

FS ? IL FS and IL are combined to obtain a fuzzy decision tree (Jeng et al. 1997).

FS ? MLP FS and MLP are combined to obtain a neuro-fuzzy classifier (Gorzalczany and Piasta1999).

FS ? BP FS used to design a fuzzy-neural network trained by BP. The initial structure of the network is

obtained by self-organization (Lee et al. 2006; Ang et al. 2003; Tung et al. 2004).

SOM ? MLP Prediction results obtained from MLP are superimposed on SOM visualizing the financial

data (Serrano-Cinca 1996); SOM is trained using the financial data augmented with the

prediction obtained from the MLP (Huysmans et al. 2006).

NT ? MLP Feature set for MLP is augmented with Mahalanobis distance measures (Markham and

Ragsdale1995]; features are transformed by applying NT (Piramuthu et al. 1998).

LDA ? MLP Features are selected by LDA ands then used in MLP (Lee et al. 1996; Back et al. 1996);

LDA is used to select features and also to generate an additional input to MLP (Lee et al.

2002).

LR ? MLP Features are selected by LR and then used in MLP (Back et al. 1996).

LR ? FR LR and FR are combined. Fuzzy regression parameters are found by solving a linear

programming problem (Tseng and Lin 2005).

CBR ? IR CBR and IR techniques are combined (Elhadi 2000).

Ensemble techniques

MLP ? k-NN ? C4.5 MLP, k-NN, and C4.5 are aggregated by stacking via a new MLP. To promote diversity,

different techniques are used to select features for ensemble members (Shin et al. 2006).

MLP Ensemble of 30 bagged MLPs (Shin et al. 2006).

MLP Three different types of ensembles of 100 MLPs created using bagging, cross validation, or

AdaBoosting (West et al. 2005).

MLP To reduce dimensionality input features are transformed by applying PCA (Shin and Kilic

2006).

RBF A bagged ensemble. Features are selected separately for each network trained on a separate

bagged data set (Chan et al. 2006).

RBF Diversity is promoted during the GA-based feature selection by including a diversity term in

the fitness function. Features are selected simultaneously for all members (Yeung et al.

2007a, b).

DT An ensemble of DT created using the AdaBoost algorithm (Alfaro et al. 2008; Cortes et al.

2007).

SVM Bagged ensemble of SVMs, where different ensemble members use different hyper-

parameters (Yu et al. 2007).

MLP?LDA?LR? MARS?C4.5 Aggregation by voting and weighted sum are explored. GA is used to find the aggregation

weights (Olmeda and Fernandez 1997).
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selecting a model of appropriate complexity is often for-

gotten when developing soft computing techniques for

bankruptcy prediction.

We hope that the comprehensive review of available

techniques will help researchers to focus their attention on

under-explored research fields. Large scale comparisons of

various techniques, integration of multiple data mining

methods and choice of suitable values of parameters gov-

erning the behaviour of the methods, scalability, feature

selection for prediction ensembles, ensemble designing and

adaptation in dynamic environments, integration of various

ensemble designing steps into one learning process,

unbalanced data sets, heterogeneous and distributed data

sources, text mining, and estimation of the uncertainty of a

binary bankruptcy prediction event are several important

issues to consider.
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