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Abstract The Dominance-based Rough Set Approach

(DRSA), which is an extension of the Rough Set Approach

(RSA), analyzes a sorting problem for a given data set.

Attribute reduction is one of major topics in RSA as well as

DRSA. By attribute reduction, we can find an important

attribute set, which is called a reduct. In this paper, we

propose a new approach to reducts in DRSA. A few kinds

of reducts have been already proposed in DRSA, therefore,

we clarify relations among the proposed and previous ones.

We prove that they are consolidated into four kinds.

Moreover, we show that all kinds of reducts can be enu-

merated based on two discernibility matrices.

Keywords Rough sets � Dominance-based

rough set approach � Attribute reduction �
Discernibility matrix

1 Introduction

Rough sets (Pawlak 1982) have been applied to the analysis

of decision tables, data tables composed of condition

attributes describing objects (or items) and decision attri-

bute showing classification results. Because of its useful-

ness, rough set approaches have been used in pattern

recognition, machine learning, knowledge discovery,

medical informatics, decision analysis, kansei engineering

and so on (Słowiński 1992; Pawlak and Słowiński 1994;

Polkowski and Skowron 1998; Greco et al. 2006). If

objects take common condition attribute values, we cannot

discern them by those condition attributes. When two or

more indiscernible objects take different decision attribute

values, the decision table is not consistent. In order to

accommodate the inconsistency in the decision table, lower

and upper approximations are introduced in a rough set

approach. The lower and upper approximations in the

classical rough sets are defined using such an indiscern-

ibility relation which is an equivalence relation. In decision

tables, the indiscernibility relation implies that all attributes

are nominal. However, in the real world, we may face cases

when some attribute values are ordinal. For example,

consider two test scores as condition attributes and the

comprehensive evaluation as the decision attribute, all

attributes are ordinal. As in this example, we may some-

times suppose the monotonicity between the condition

attributes and decision attribute.

When we suppose a monotonicity between the condition

attributes and the decision attribute, the classical rough set

approach developed for nominal attributes is not sufficient as

demonstrated by Greco et al. (2001). To overcome this

insufficiency, Greco et al. (2001) proposed the Dominance-

based Rough Set Approach (DRSA). In DRSA, upward/

downward unions of decision classes instead of decision

classes are approximated based on a dominance relation

instead of the indiscernibility relation. The similar analysis to

the classical rough set analysis can be performed by DRSA.

Attribute reduction (Ślęzak 2000; Kryszkiewcz 2001;

Inuiguchi and Tsurumi 2006) is one of major topics in the

rough set approach and is also discussed in DRSA. As the

result of attribute reduction, superfluous attributes are

removed and we find important attributes as a set of con-

dition attributes called a reduct. Therefore, attribute
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reduction can be applied to feature selection, evaluation of

attribute importance, and so on. Susmaga et al. (2000)

proposed reducts preserving an information measure called

a quality of sorting. Shao and Zhang (2005) studied attri-

bute reduction for an incomplete and consistent decision

table. Yang et al. (2008) have proposed four kinds of re-

ducts preserving lower/upper approximations of upward/

downward unions of decision classes. Inuiguchi and

Yoshioka (2008) have proposed several kinds of reducts

preserving upper approximations, lower approximations,

and/or boundary regions of upward and/or downward

unions. The four kinds of reducts by Yang et al. (2008) are

included in many kinds of reducts by Inuiguchi and

Yoshioka (2008). Those are called union-based reducts

because they do not consider the approximations of deci-

sion classes but those of upward/downward unions of

decision classes. The relations among union-based reducts

have been investigated in (Inuiguchi and Yoshioka 2008)

but the relations between the kind of reducts proposed by

Susmaga et al. (2000) and union-based reducts have not

yet.

In this paper, we define lower and upper approximations

and boundary regions of decision classes in DRSA and

investigate reducts preserving those approximations and

boundary regions. Because we consider the approximations

of decision classes, we call them class-based reducts. We

investigate the relations among the Susmaga’s reduct,

union-based reducts and class-based reducts. Moreover, we

propose a comprehensive method enumerating all kinds of

reducts based on the discernibility matrices (Słowiński

1992). We show that all kinds of reducts can be enumer-

ated by two discernibility matrices associated with gen-

eralized decisions (Dembczyáski et al. 2006).

In next section, DRSA and previous reducts are

reviewed. In Sect. 3, approximations of decision classes in

DRSA are defined and the reducts based on these

approximations are proposed. Moreover, relations among

many kinds of reducts are investigated. In Sect. 4, giving

reducts based on generalized decisions, we show all kinds

of reducts are enumerated by two discernibility matrices

associated with generalized decisions. Finally, we describe

conclusions in Sect. 5.

2 Dominance-based rough set approach and reducts

2.1 Dominance-based rough set approach (DRSA)

In DRSA (Greco et al. 2001; Susmaga et al. 2000), deci-

sion tables with order relations are analyzed. A decision

table is defined by a quadruple T ¼ hU;C [ fdg;V; f i;
where U is a finite set of objects (universe), C is a finite set

of condition attributes, d 62 C is a decision attribute, Vq is

the domain of the attribute q; V ¼
S

q2C[fdg Vq is a set of

attribute values and a total function f : U � C [ fdg ! V

such that 8x 2 U; 8q 2 C [ fdg; f ðx; qÞ 2 Vq is called an

information function. The attribute set C [ fdg is parti-

tioned into CC [ fdg and CA; where CC [ fdg is the set of

criteria and CA is the set of nominal attributes. For a cri-

terion q 2 CC [ fdg; we assume a weak order �q on U

based on Vq; where a weak order is a reflexive, transitive

and complete. The relation x �q y means ‘‘x is at least as

good as y with respect to criteria q’’. For a 2 CA; we define

x ¼a y, f ðx; aÞ ¼ f ðy; aÞ; then ¼a is an equivalence

relation, i.e., reflexive, transitive and symmetric. As a

background knowledge, we assume a monotonicity such

that x �q y for all q 2 CC and x ¼a y for all a 2 CA implies

x �d y:

We generalize relations � and ¼ for condition attri-

butes. For q 2 C; we define a relation Dq by xDqy if and

only if x �q y; when q 2 PC; x ¼q y; when q 2 PA: We

note that the relation Dp is preorder, i.e., reflexive and

transitive. For P � C; we define a dominance relation

Dp by xDPy if and only if 8q 2 P; xDqy; where xDPy

implies that x dominates y with respect to P: The deci-

sion attribute d partitions U into a set of decision classes

C ¼ fCl1;Cl2; . . .;Clng: For simplicity, we define T ¼
f1; 2; . . .; ng: We assume s [ t if and only if 8x 2
Cls; 8y 2 Clt; x �d y:

Remark 1 In this paper, we assume that the decision

attribute set is a singleton in order to impose a total order

on C as in Greco et al. (2001). When a decision attribute set

includes more than one criteria, C becomes a partially

ordered set. However, even in this case, a similar approach

could be applied but the results would be more complex.

In DRSA, the following upward unions Cl�t and

downward unions Cl�t of decision classes are approxi-

mated by means of the dominance relation:

Cl�t ¼
[

k� t

Clk; Cl�t ¼
[

k� t

Clk; t 2 T : ð1Þ

We have Cl�1 ¼ Cl�n ¼ U;Cltx
� ¼ U � Cl�t�1ðt� 2Þ:

Using dominance relation DPðP � CÞ; P-dominating set

and P-dominated set are, respectively, defined by

DþP ðxÞ ¼ fy 2 UjyDPxg; ð2Þ

D�P ðxÞ ¼ fy 2 UjxDPyg: ð3Þ

P-lower and P-upper approximations of Cl�t are

respectively defined by

PðCl�t Þ ¼ fx 2 UjDþP ðxÞ � Cl�t g; ð4Þ

PðCl�t Þ ¼ fx 2 UjD�P ðxÞ \ Cl�t 6¼ ;g: ð5Þ

Similarly, P-lower and P-upper approximations of Cl�t
are defined by
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PðCl�t Þ ¼ fx 2 UjD�P ðxÞ � Cl�t g; ð6Þ

PðCl�t Þ ¼ fx 2 UjDþP ðxÞ \ Cl�t 6¼ ;g: ð7Þ

If x belongs to PðCl�t Þ; then all objects dominating x do

not belong to Cl�t�1; i.e., there exists no evidence for x 2
Cl�t�1 on the monotonicity assumption. Therefore, we can

say that x certainly belongs to Cl�t : On the other hand, if x

belongs to PðCl�t Þ then x is dominating an object

belonging to Cl�t ; i.e., there exists at least an evidence

for x 2 Cl�t on the monotonicity assumption. Therefore,

we can say that x possibly belongs to Cl�t : The similar

interpretations can be applied to PðCl�t Þ and PðCl�t Þ:
The difference between the upper and lower approxi-

mations is called a boundary region, the boundary regions

BnPðCl�t Þ and BnPðCl�t Þ are defined by

BnPðCl�t Þ ¼ PðCl�t Þ � PðCl�t Þ; ð8Þ

BnPðCl�t Þ ¼ PðCl�t Þ � PðCl�t Þ: ð9Þ

The objects in the boundary region of an upward or

downward union are classified neither to that union nor to

the complement with certain.

2.2 Properties of upper and lower approximations

Let P � C and t 2 T : Then the upper and lower approxi-

mations and boundary regions satisfy the following prop-

erties (Greco et al. 2001, 2005):

PðCl�1 Þ ¼ PðCl�1 Þ ¼ U;PðCl�n Þ ¼ PðCl�n Þ ¼ U; ð10Þ

PðCl�t Þ � Cl�t � PðCl�t Þ; ð11Þ

PðCl�t Þ � Cl�t � PðCl�t Þ; ð12Þ

PðCl�t Þ ¼ U � PðCl�t�1Þ; ðt� 2Þ; ð13Þ

PðCl�t�1Þ ¼ U � PðCl�t Þ; ðt� 2Þ; ð14Þ

PðCl�t Þ [ PðCl�t�1Þ ¼ U; ðt� 2Þ; ð15Þ

BnPðCl�t Þ ¼ BnPðCl�t�1Þ; ðt� 2Þ; ð16Þ

PðCl�t Þ ¼ BnPðCl�t Þ [ Cl�t ; ð17Þ

PðCl�t Þ ¼ BnPðCl�t Þ [ Cl�t ; ð18Þ

PðCl�t Þ ¼ Cl�t � BnPðCl�t Þ; ð19Þ

PðCl�t Þ ¼ Cl�t � BnPðCl�t Þ: ð20Þ

Let P;Q � C and s; t 2 T : Then, we have the following

monotonicity properties:

s� t) PðCl�s Þ � PðCl�t Þ; PðCl�s Þ � PðCl�t Þ; ð21Þ

s� t) PðCl�s Þ � PðCl�t Þ; PðCl�s Þ � PðCl�t Þ; ð22Þ

Q � P) QðCl�t Þ � PðCl�t Þ; QðCl�t Þ � PðCl�t Þ;
ð23Þ

Q � P) QðCl�t Þ 	 PðCl�t Þ; QðCl�t Þ 	 PðCl�t Þ:
ð24Þ

2.3 Generalized decision

The generalized decision proposed by Dembczyński et al.

(2006) plays an important role in discernibility matrices

described in Sect. 4. Let P � C and x 2 U;P-generalized

decision dPðxÞ is defined by dPðxÞ ¼ hlPðxÞ; uPðxÞi; where

we define

lPðxÞ ¼ minft 2 T jDþP ðxÞ \ Clt 6¼ ;g; ð25Þ

uPðxÞ ¼ maxft 2 T jD�P ðxÞ \ Clt 6¼ ;g: ð26Þ

dPðxÞ shows the interval of decision classes to which x may

belong. lPðxÞ and uPðxÞ are the lower and upper bounds of

the interval. Obviously, we have

lPðxÞ� uPðxÞ: ð27Þ

lPðxÞ and uPðxÞ are monotone with respect to the inclusion

relation between condition attribute sets. Namely, for

Q;P � C and x 2 U; we have

Q � P) lQðxÞ� lPðxÞ; uQðxÞ� uPðxÞ: ð28Þ

Using dPðxÞ; the lower and upper approximations are

represented as

PðCl�t Þ ¼ fx 2 UjlPðxÞ� tg; ð29Þ

PðCl�t Þ ¼ fx 2 UjuPðxÞ� tg; ð30Þ

PðCl�t Þ ¼ fx 2 UjuPðxÞ� tg; ð31Þ

PðCl�t Þ ¼ fx 2 UjlPðxÞ� tg: ð32Þ

2.4 Previous reducts in DRSA

Attribute reduction (Ślęzak 2000; Kryszkiewcz 2001;

Inuiguchi and Tsurumi 2006) is one of major topics in the

rough set approach. By the method, superfluous attributes

are removed, so that we may find important attributes as a

set of attributes called a reduct. According to many facets

of consistency, various kinds of reducts have been pro-

posed in the rough set approach.

In DRSA, a few approaches to attribute reduction have

been already proposed. Susmaga et al. (2000) proposed the

kind of reducts preserving the quality of sorting cPðCÞ;
where for P � C; cPðCÞ is defined by
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cPðCÞ ¼
jU �

S
t2T BnPðCl�t Þj
jUj

¼ jU �
S

t2T BnPðCl�t Þj
jUj :

ð33Þ

In this paper, we call this reduct a Q-reduct. Yang et al.

(2008) proposed four kinds of reducts for an incomplete

decision table with dominance relation. They are reducts

preserving lower/upper approximations of upward/downward

unions. Inuiguchi and Yoshioka (2008) proposed several

kinds of reducts and investigated their relations. They are

reducts preserving only lower approximations, only upper

approximations, both lower and upper approximations and

boundary regions of upward/downward unions. Inuiguchi

and Yoshioka showed that they are only three different kinds.

Four kinds of reducts by Yang et al. (2008) are same as four

kinds of reducts by Inuiguchi and Yoshioka (2008). Since

those reducts are based on upward and downward unions, they

are called union-based reducts (Inuiguchi and Yoshioka

2008).

Let us show the definitions of the previously proposed

reducts.

Definition 1 (Q-reduct) A set P � C is called a Q-reduct

if and only if

(Q1) cPðCÞ ¼ cCðCÞ and

(Q2) 6 9Q 
 P such that cQðCÞ ¼ cPðCÞ:

Definition 2 (L� -reduct) A set P � C is called an

L� -reduct if and only if

ðL1� Þ PðCl�t Þ ¼ CðCl�t Þ for all t 2 T; and

ðL2� Þ 69Q 
 P such that QðCl�t Þ ¼ PðCl�t Þ for all

t 2 T :

Definition 3 (L� -reduct) A set P � C is called an

L� -reduct if and only if

ðL1� Þ PðCl�t Þ ¼ CðCl�t Þ for all t 2 T; and

ðL2� Þ 69Q 
 P such that QðCl�t Þ ¼ PðCl�t Þ for all

t 2 T :

Definition 4 (L�-reduct) A set P � C is called an

L�-reduct if and only if

ðL1�Þ PðCl�t Þ ¼ CðCl�t Þ; PðCl�t Þ ¼ CðCl�t Þ for all t 2
T ; and

ðL2�Þ 69Q 
 P such that QðCl�t Þ ¼ PðCl�t Þ;QðCl�t Þ ¼
PðCl�t Þ for all t 2 T :

As shown in Inuiguchi and Yoshioka (2008), we have

the following proposition.

Proposition 1 If P is an L�-reduct then P satisfies ðL1� Þ
and ðL1� Þ:

3 Class-based reducts in DRSA

3.1 Approximations of decision classes

In this section, we propose a few new concepts of reducts,

called class-based reducts. Before giving the definitions,

we need to define lower and upper approximations and

boundary regions of decision classes.

Definition 5 For P � C and t 2 T; lower and upper

approximations of Clt and the boundary region of Clt are

defined by

PðCltÞ ¼ PðCl�t Þ \ PðCl�t Þ; ð34Þ

PðCltÞ ¼ PðCl�t Þ \ PðCl�t Þ; ð35Þ

BnPðCltÞ ¼ PðCltÞ � PðCltÞ: ð36Þ

This definition is analogy to Clt ¼ Cl�t \ Cl�t :

We can represent approximations of classes using the

generalized decision as shown in the following proposition.

Proposition 2 For P � C and t 2 T ; we have

PðCltÞ ¼ fx 2 UjlPðxÞ ¼ uPðxÞ ¼ tg; ð37Þ

PðCltÞ ¼ fx 2 UjlPðxÞ� t� uPðxÞg; ð38Þ

BnPðCltÞ ¼ x 2 U
lPðxÞ� t� uPðxÞ;

lPðxÞ\uPðxÞ

�
�
�
�

� �

: ð39Þ

Proof We can easily prove those equations by Eqs.27 and

29–32. (

The following proposition shows connections between

approximations of unions and classes.

Proposition 3 For P � C and t 2 T; we have

PðCl�t Þ ¼
[

k� t;k2T

PðClkÞ; ð40Þ

PðCl�t Þ ¼
[

k� t;k2T

PðClkÞ; ð41Þ

BnPðCltÞ ¼ BnPðCl�t Þ [ BnPðCl�t Þ: ð42Þ

Proof We prove of Eq. 41 by induction. When t ¼ 1;

PðCl�1 Þ ¼ PðCl1Þ holds. When t ¼ s\n; we suppose

PðCl�s Þ ¼
S

k� s;k2T PðClkÞ holds then
[

k� sþ1 PðClkÞ
¼ PðCl�s Þ [ PðClsþ1Þ
¼ PðCl�s Þ [ ðPðCl�sþ1Þ \ PðCl�sþ1ÞÞ
¼ ðPðCl�s Þ [ PðCl�sþ1ÞÞ \ ðPðCl�s Þ [ PðCl�sþ1ÞÞ:

By Eqs. 15 and 22,
S

k� sþ1 PðClkÞ ¼ PðCl�sþ1Þ holds.

Therefore, we have proved Eq. 41. The Eq. 40 can be

shown in the same way.
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We prove Eq. 42. By Eqs. 29–32, BnPðCl�t Þ ¼ fx 2
U j lPðxÞ\t� uPðxÞg and BnPðCl�t Þ ¼ fx 2 U j lPðxÞ� t

\uPðxÞg: Then, from Eq. 39, BnPðCl�t Þ [ BnPðCl�t Þ ¼
fx 2 U j lPðxÞ � t� uPðxÞ; lPðxÞ\uPðxÞg ¼ BnPðCltÞ: (

The properties of approximations of classes are shown

in the following proposition.

Proposition 4 For P � C and t 2 T ; we have

PðCltÞ � Clt � PðCltÞ; ð43Þ

PðCltÞ ¼ BnPðCltÞ [ Clt; ð44Þ
PðCltÞ ¼ Clt � BnPðCltÞ; ð45Þ

PðCltÞ ¼ U �
[

k 6¼t;k2T

PðClkÞ; ð46Þ

U �
[

k2T

PðClkÞ ¼
[

k2T

BnPðClkÞ; ð47Þ

BnPðCltÞ ¼ PðCltÞ \
[

k 6¼t;k2T

PðClkÞ: ð48Þ

Proof We prove Eqs. 46–48 only. The others can be

shown straightforwardly. We prove Eq. 46. Applying De

Morgan’s law, Eqs. 40 and 41 to the definition, we obtain

PðCltÞ ¼ PðCl�t Þ \PðCl�t Þ ¼ U � PðCl�tþ1Þ [ PðCl�t�1Þ ¼
U �

S
k 6¼t PðClkÞ: We prove Eq. 47. Applying Eqs. 15, 40,

41 and De Morgan’s law, we obtain

U �
[

k2T

PðClkÞ ¼
[

k2T

PðClkÞ �
[

k2T

PðClkÞ

¼
[

k2T

PðClkÞ \
\

k2T

ðU � PðClkÞÞ

¼
[

k2T

ðPðClkÞ \
\

l2T

ðU � PðCllÞÞÞ:

By Eq. 46, we obtain PðClkÞ � U � PðCllÞ for l 6¼ k:

Therefore,

U �
[

k2T

PðClkÞ ¼
[

k2T

ðPðClkÞ \ ðU � PðClkÞÞÞ

¼
[

k2T

ðPðClkÞ � PðClkÞÞ

¼
[

k2T

BnPðClkÞ:

Finally, we prove Eq. 48. By Eq. 46, we have BnPðCltÞ ¼
PðCltÞ � PðCltÞ ¼ P ðCltÞ � ðU �

S
k 6¼t;k2T PðClkÞÞ ¼

PðCltÞ \
S

k 6¼t;k2T PðClkÞ: (

Moreover, the approximations are also monotone with

respect to the inclusion relation between condition attribute

sets.

Proposition 5 For P;Q � C and t 2 T; we have

Q � P) QðCltÞ � PðCltÞ;QðCltÞ 	 PðCltÞ: ð49Þ

Proof This can be shown by Eqs. 23 and 24. (

3.2 Class-based reducts

Now, we are ready to define new kinds of reducts. The

first kind of reducts, called L-reduct, preserves the

lower approximations of decision classes, the second

kind reduct, called U-reduct, preserves the upper

approximations of decision classes, and the third kind

of reduct, called B-reduct, preserves the boundary

regions of decision classes. They are defined formally

as follows.

Definition 6 (L-reduct) A set P � C is called an L-reduct

if and only if

(L1) PðCltÞ ¼ CðCltÞ for all t 2 T; and

(L2) 6 9Q 
 P such that QðCltÞ ¼ PðCltÞ for all t 2 T :

Definition 7 (U-reduct) A set P � C is called a U-reduct

if and only if

(U1) PðCltÞ ¼ CðCltÞ for all t 2 T ; and

(U2) 6 9Q 
 P such that QðCltÞ ¼ PðCltÞ for all t 2 T :

Definition 8 (B-reduct) A set P � C is called a B-reduct

if and only if

(B1) BnPðCltÞ ¼ BnCðCltÞ for all t 2 T; and

(B2) 6 9Q 
 P such that BnQðCltÞ ¼ BnPðCltÞ for all

t 2 T :

Those concepts are parallel to L-, U- and B-reducts

(Inuiguchi and Tsurumi 2006) discussed in the setting of

the classical rough sets.

From the properties of approximations, we have the

following theorem.

Theorem 1 We have the following assertions:

(a) If P is a U-reduct then P satisfies (L1).

(b) P is a U-reduct if and only if P is a B-reduct.

Proof We first prove (a). It suffices to prove that (U1)

implies (L1). Suppose a condition attribute set P satisfies

(U1). Then by Eq. 46, PðCltÞ ¼ U �
S

k 6¼t;k2T PðClkÞ ¼
U �

S
k 6¼t;k2T CðClkÞ ¼ CðCltÞ; where t 2 T: Next, we

prove (b). It suffices to show that (U1) and (B1) are

equivalent. It can be obtained from Eqs. 44 and 48 in the

similar way to the proof of (a). (

Consequently, we have only two kinds of class-based

reducts: L-reduct and U-reduct (or B-reduct). This result is

parallel to the result in the classical rough sets (Inuiguchi

and Tsurumi 2006).

Let us discuss relations of the proposed class-based re-

ducts and the previous reducts introduced in Sect. 2.4. We

have the following theorems.
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Theorem 2 P is an L-reduct if and only if P is a

Q-reduct.

Proof By Eqs. 16 and 42, BnPðCltÞ ¼ BnPðCl�t�1Þ [
BnPðCl�t Þ: Thus,

S
t2T BnPðCltÞ ¼

S
t2T BnPðCl�t Þ: From

Eq. 47, the quality of sorting cPðCÞ equals to the union of

the lower approximations
S

t2T PðCltÞ: So it suffices to

show
S

t2T PðCltÞ
�
�

�
� ¼

S
t2T CðCltÞ

�
�

�
� if and only if 8t 2

T ;PðCltÞ ¼ CðCltÞ: From Eq. 43, QðCltÞ and QðClsÞ are

disjoint for any t; s 2 T such that t 6¼ s and for any Q � C:

Then, we have
S

t2T QðCltÞ
�
�

�
� ¼

P
t2T jQðCltÞj for Q ¼

P;C: From this and Eq. 49, we obtain
S

t2T PðCltÞ
�
�

�
� ¼

S
t2T CðCltÞ

�
�

�
� if and only if 8t 2 T ; jPðCltÞj ¼ jCðCltÞj

which is equivalent to 8t 2 T ;PðCltÞ ¼ CðCltÞ: (

Theorem 3 P is a U-reduct if and only if P is an

L�-reduct.

Proof This is easily obtained from Eqs. 13, 14, 35, 40 and

41. (

As a result, all kinds of reducts proposed in DRSA are

arranged in Fig. 1. Consequently, there exist four different

kinds of reducts, i.e., U-reduct (or B-reduct or L�-reduct),

L-reduct (or Q-reducts), L� -reduct and L� -reduct in

DRSA.

4 A unified approach to discernibility matrices

4.1 Reducts based on generalized decisions

A discernibility matrix is a popular approach to enumerate

of all reducts in the rough set approach. For L� -, L� - and

L�-reducts, suitable discernibility matrices have success-

fully proposed in (Inuiguchi and Yoshioka 2008; Yang

et al. 2008). For Q-reduct, a similar approach to a dis-

cernibility matrix has been proposed in (Susmaga et al.

2000). Therefore, all kinds of reducts in DRSA can be

enumerated by those previous approaches.

In this section, we propose alternative discernibility

matrices for enumerations of all kinds of reducts. In the

proposed approach, calculations of lower and upper

approximations of downward and upward unions are not

required but those of generalized decisions of all objects.

The latter is a simpler formulation and would require less

computation effort than the former. Moreover, we can treat

all kinds of reducts comprehensively in the proposed

approach.

We introduce some kinds of reducts based on general-

ized decisions.

Definition 9 (d-reduct) A set P � C is called a d-reduct if

and only if

ðd1Þ 8x 2 U; dPðxÞ ¼ dCðxÞ and

ðd2Þ 6 9Q 
 P such that 8x 2 U; dQðxÞ ¼ dPðxÞ:

Definition 10 (Ld-reduct) A set P � C is called an

ID ¼ }IEq234} > Ld-reduct if and only if

(Ld1Þ8x 2 U; lCðxÞ ¼ uCðxÞ implies dPðxÞ ¼ dCðxÞ and

ðLd2Þ 6 9Q 
 P such that 8x 2 U; lCðxÞ ¼ uCðxÞ implies

dQðxÞ ¼ dPðxÞ:

Definition 11 (l-reduct) A set P � C is called an l-reduct

if and only if

ðl1Þ 8x 2 U; lPðxÞ ¼ lCðxÞ and

ðl2Þ 69Q 
 P such that 8x 2 U; lQðxÞ ¼ lPðxÞ:

Definition 12 (U-reduct) A set P � C is called a

U-reduct if and only if

ðu1Þ 8x 2 U; uPðxÞ ¼ uCðxÞ and

ðu2Þ 6 9Q 
 P such that 8x 2 U; uQðxÞ ¼ uPðxÞ:

We obtain the following theorem, which implies that

four kinds of reducts in Fig. 1 can be represented by using

generalized decisions.

Theorem 4 We have the following assertions:

(a) P is a d-reduct if and only if P is a U-reduct, i.e., an

L�-reduct.

(b) P is an Ld-reduct if and only if P is an L-reduct, i.e., a

Q-reduct.

(c) P is an l-reduct if and only if P is an L� -reduct.

(d) P is a U-reduct if and only if P is an L� -reduct.

Proof We prove only (b) since (a), (c) and (d) can be

shown easily from Eqs. 29 and 30. It suffices to prove that

ðLd1Þ is equivalent to (L1). From Eq. 37, ðLd1Þ if and only

if 8t 2 T ;CðCltÞ � PðCltÞ which is (L1). (

4.2 Discernibility matrices

Let y:Dqx stand for yDqx does not hold for q 2 C; then we

first obtain the following lemma.

Lemma 1 Let x 2 U; then we have the following

equivalences:

Fig. 1 Relations of reducts in DRSA
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lPðxÞ ¼ lCðxÞ if and only if

8y 2 U; ðlCðyÞ\lCðxÞ implies 9q 2 P; y:DqxÞ;
ð50Þ

uPðxÞ ¼ uCðxÞ if and only if

8y 2 U; ðuCðyÞ[ uCðxÞ implies 9q 2 P; x:DqyÞ:
ð51Þ

Proof We prove only Eq. 50. The other can be shown in

the same way.

First, under the supposition 8y 2 U; ðlCðyÞ\lCðxÞ
implies 9q 2 P; y:DqxÞ; we prove lCðxÞ� lPðxÞ by contra-

diction. Assume lCðxÞ[ lPðxÞ; then there exists y 2
DþP ðxÞ \ CllPðxÞ: The fact y 2 CllPðxÞ and the reflexivity of

Dp ðy 2 DþP ðyÞÞ implies lCðyÞ� lPðxÞ: From this and the

assumption lCðxÞ[ lPðxÞ; we have lCðyÞ\lCðxÞ: On the

other hand, y 2 DþP ðxÞ i.e., yDPx; i.e., 8q 2 P; yDqx: Facts

lCðyÞ\lCðxÞ and yDPx contradict the supposition. Conse-

quently, we have lCðxÞ� lPðxÞ: Moreover, from Eq. 28,

lPðxÞ� lCðxÞ is equivalent to lCðxÞ ¼ lPðxÞ:
Next we prove the converse. Suppose lPðxÞ ¼ lCðxÞ:

Assume there exists y 2 U such that lCðyÞ\lCðxÞ and

yDPx: yDPx implies DþP ðyÞ � DþP ðxÞ: By definition, this

further implies lPðyÞ� lPðxÞ: Then, under the assumption,

we have lCðyÞ\lCðxÞ ¼ lPðxÞ� lPðyÞ: This contradicts Eq.

28. Then we have lCðyÞ\lCðxÞ implies 9q 2 P; y:Dqx for

all y 2 U: (

Now we are ready to define discernibility matrices. The

l-discernibility matrix Ml and u-discernibility matrix Mu

are defined as follows.

Definition 13 The l-discernibility matrix Ml ¼ ðml
ijÞ;

where i; j ¼ 1; . . .; jUj; is composed of ði; jÞ-components

ml
ij defined by

ml
ij ¼

fq 2 Cjxj:Dqxig if lCðxjÞ\lCðxiÞ;
C otherwise:

�

ð52Þ

On the other hand, the u-discernibility matrix Mu ¼
ðmu

ijÞi;j¼1;...;jUj is composed of ði; jÞ-components mu
ij defined

by

mu
ij ¼

fq 2 Cjxi:Dqxjg if uCðxjÞ[ uCðxiÞ;
C otherwise:

�

ð53Þ

Based on Ml and Mu; we define four discernibility

functions.

Definition 14 Let ~qP
i be a Boolean variable pertaining to

a condition attribute qi and a condition attribute set P

defined by

~qP
i ¼

true if qi 2 P;

false otherwise:

�

ð54Þ

Then, we define the following Boolean functions

F� ;F� ;FU and FL :

F� ð~qP
1 ; . . .; ~qP

jCjÞ ¼
^

1� i;j� jUj

_

q2ml
ij

~qP; ð55Þ

F� ð~qP
1 ; . . .; ~qP

jCjÞ ¼
^

1� i;j� jUj

_

q2mu
ij

~qP; ð56Þ

FUð~qP
1 ; . . .; ~qP

jCjÞ ¼
^

1� i;j� jUj

_

q2ml
ij

~qP ð57Þ

^
^

1� i;j� jUj

_

q2mu
ij

~qP; ð58Þ

FLð~qP
1 ; . . .; ~qP

jCjÞ ¼
^

i:lCðxiÞ¼uCðxiÞ

^

1� j� jUj

_

q2ml
ij

~qP

^
^

i:lCðxiÞ¼uCðxiÞ

^

1� j� jUj

_

q2mu
ij

~qP:
ð59Þ

From Lemma 1, we have the following theorem.

Theorem 5 We have the following equivalences:

P � C satisfies ðL1� Þ; i.e:; ðl1Þ:
if and only if F� ð~qP

1 ; . . .; ~qP
jCjÞ ¼ true;

ð60Þ

P � C satisfies ðL1� Þ; i.e:; ðu1Þ
if and only if F� ð~qP

1 ; . . .; ~qP
jCjÞ ¼ true;

ð61Þ

P � C satisfies ðU1Þ; i.e:; ðLd1Þ
if and only if FUð~qP

1 ; . . .; ~qP
jCjÞ ¼ true;

ð62Þ

P � C satisfies ðL1Þ; i.e:; ðd1Þ
if and only if FLð~qP

1 ; . . .; ~qP
jCjÞ ¼ true:

ð63Þ

Proof First three equivalences are obvious by Lemma 1

and definitions of Boolean functions. The last one needs to

show that any object x such that lCðxÞ\uCðxÞ never

satisfies lPðxÞ ¼ uPðxÞ: This is clear from Eq. 28. (

From Theorem 5, all L� -, L� -, U- and L-reducts can be

obtained as all prime implicants of Boolean functions

F� ;F� ;FU and FL; respectively.

The proposed discernibility matrices have two advan-

tages comparing to the previous ones. One is the compu-

tational efficiency. We need to calculate neither lower,

upper approximations nor boundary regions of unions but

only the lower bounds lC and the upper bounds uC of all

objects. Namely, the computation of the proposed approach

is free from the number of decision classes. The other

advantage is that the all Boolean functions with respect to

L� -reduct, L� -reduct, U-reduct and L-reduct are obtained

from only two discernibility matrices.

Example 1 Consider a decision table given in Table 1.

This table shows student evaluation in a school. Objects

are seven students, i.e., U ¼ fS1; S2; . . .; S7g: Condition
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attributes are scores of mathematics (Ma), physics (Ph) and

literature (Li), while decision attribute ðdÞ is a compre-

hensive evaluation (E). Namely, C ¼ fMa; Ph;Lig: We

may assume that the better scores in all subjects student

takes, the better comprehensive evaluation he/she gets. The

lower bounds lC and the upper bounds uC of objects are

shown in the rightmost two columns of Table 1. To obtain

lCðSiÞ and uCðSiÞ; we search the minimum class in DþC ðSiÞ
and the maximum class in D�C ðSiÞ; respectively.

Discernibility matrices Ml and Mu are obtained as in

Tables 2 and 3, respectively. For example, the entry cor-

responding to row S1 and column S3 on Ml contains Ma and

Li, because S3 is worse than S1 with respect to Ma and Li

but not worse with respect to Ph. Symbol C at some entries

means fMa; Ph;Lig: The rows with asterisk shows objects

belonging to one of lower approximations of decision

classes.

The boolean function F� is obtained from Ml as

F� ð ~MaP; ~PhP; ~LiPÞ ¼ ~PhP ^ ~LiP ^ ð ~MaP _ ~PhPÞ
^ ð ~MaP _ ~LiPÞ ^ ð ~PhP _ ~LiPÞ
¼ ~PhP ^ ~LiP: ð64Þ

From Eq. 64, F� ð ~MaP; ~PhP; ~LiPÞ ¼ true only when
~PhP ¼ true and ~LiP ¼ true: This implies that only

fMa; Ph;Lig and fPh;Lig satisfy ðL1� Þ owing to

Theorem 5. An L� -reduct is a minimal set of condition

attributes that satisfies ðL1� Þ: Therefore, fPh;Lig is a

unique L� -reduct. Moreover, the L� -reduct corresponds

to a unique prime implicant of F� ; i.e., ~PhP ^ ~LiP:

Similarly, boolean functions F� ;FU and FL are

F� ~MaP; ~PhP; ~LiP
� �

¼ ~MaP ^ ~PhP ^ ~MaP _ ~PhP
� �

^ ~MaP _ ~LiP
� �

^ ~PhP _ ~LiP
� �

¼ ~MaP ^ ~PhP; ð65Þ

FU ~MaP; ~PhP; ~LiP
� �

¼ F� ~MaP; ~PhP; ~LiP
� �

^ F� ~MaP; ~PhP; ~LiP
� �

¼ ~MaP ^ ~PhP ^ ~LiP; ð66Þ

FL ~MaP; ~PhP; ~LiP
� �

¼ ~LiP ^ ð ~MaP _ ~PhPÞ
�

^ ð ~MaP _ ~LiPÞ ^ ð ~PhP _ ~LiPÞ
�

^ ~MaP ^ ð ~MaP _ ~PhPÞ
�

^ ð ~MaP _ ~LiPÞ ^ ð ~PhP _ ~LiPÞ
�

¼ ~MaP ^ ~LiP: ð67Þ

Consequently, we obtain fPh;Lig as a unique L� -reduct,

fMa; Phg as a unique L� -reduct, C ¼ fMa; Ph;Lig as a

unique U-reduct and fMa;Lig as a unique L-reduct. As

exemplified in this example, L� -reduct, L� -reduct, U-reduct

and L-reduct can be different.

5 Conclusions

In this paper, we have investigated attribute reduction in

DRSA. We introduce class-based reducts and show rela-

tions with previous reducts. Moreover, we show that all

kinds of reducts can be enumerated comprehensively based

on two discernibility matrices associated with generalized

decisions. The proposed approach to the enumeration of all

reducts in a decision table can be computationally efficient.

The investigations about the class-based reducts in VC-

DRSA (Variable Consistency-DRSA) as well as VP-DRSA

(Variable Precision-DRSA) will be a next step of this

research.

Table 1 A decision table

Student Ma Ph Li E lC uC

S1 good good good good good good

S2 good good med. med. med. good

S3 med. good med. good med. good

S4 bad med. good med. med. med.

S5 med. bad med. bad bad med.

S6 med. bad bad med. bad med.

S7 bad bad bad bad bad bad

Table 2 The discernibility matrix Ml concerning Table 1

S1 S2 S3 S4 S5 S6 S7

S�1 C fLig fMa;Lig fMa;Phg C C C

S2 C C C C fMa;Phg C C

S3 C C C C fPhg fPh;Lig C

S�4 C C C C fPh;Lig fPh;Lig fPh;Lig
S5 C C C C C C C

S6 C C C C C C C

S�7 C C C C C C C

Table 3 The discernibility matrix Mu concerning Table 1

S1 S2 S3 S4 S5 S6 S7

S�1 C C C C C C C

S2 C C C C C C C

S3 C C C C C C C

S�4 fMa;Phg fMa;Phg fMa; Phg C C C C

S5 C fMa;Phg fPhg C C C C

S6 C C fPh;Lig C C C C

S�7 C C C fPh;Lig fMa;Lig fMag C
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