
Soft Comput (2006) 10: 224–229
DOI 10.1007/s00500-005-0475-y

ORIGINAL PAPER

C. L. Liu · K. Xie · Y. Miao
X. F. Zha · Z. J. Feng · J. Lee

Study on the communication method for chaotic encryption
in remote monitoring systems

Published online: 1 August 2005
© Springer-Verlag 2005

Abstract In chaotic cryptosystems, it is recognized that using
(very) high dimensional chaotic attractors for encrypting a
given message may improve the privacy of chaotic encod-
ing. In this paper, we study a kind of hyperchaotic systems
by using some classical methods. The results show that be-
sides the high dimension, the sub-Nyquist sampling interval
(SI) is also an important factor that can improve the secu-
rity of the chaotic cryptosystems. We use the method of time
series analysis to verify the results.

Keywords Remote monitoring · Time series analysis ·
Surrogate data

1 Introduction

For the last decade synchronization of chaotic systems has
been explored very intensively by many researchers in var-
ious fields ranging from physics, mathematics to engineer-
ing for possible applications in communication systems [1,
13–15]. Typical examples include engineering systems for
e-maintenance and e-manufacturing where mass data /infor-
mation transmitted on-line or real-time is regarded [16]. Par-
litz and Kocarev [1] used the surrogate data analysis to un-
mask chaotic communication systems. Their research result
shows that one possibility to improve the privacy of chaotic
encoding is to use (very) high dimensional chaotic attractors
for encrypting a given message [2].
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First, based on the active-passive decomposition method,
a hyperchaotic system is decomposed into the transmitter and
receiver.
ẋ1 = −x2 + ax1
ẋm = xm−1 − xm+1
ẋM = ε + bxM (xM−1 − d) 1 < m < M,

(1)

where,m is the embedded dimension,M is the total dimension,
a = 0.29, b = 4, d = 2, and ε = 0.1. For M = 11, its
chaotic attractor has DL = 10.02 Lyapunov dimension; for
M = 101, the dimension is DL = 100.02. The transmitter
and receiver are expressed as follows:

transmitter:
ẋ1 = −x2 + (a − 1)x1 + s
ẋm = xm−1 − xm+1
ẋM = ε + bxM (xM−1 − d) 1 < m < M,

(2)

transmitted signal: s = x1 + i, i(t) = 0.2 sin(t);
receiver:
ẏ1 = −y2 + (a − 1)y1 + s
ẏm = ym−1 − ym+1
ẏM = ε + byM (yM−1 − d) 1 < m < M,

(3)

with a sampling interval ts = 1.4, four cases are compared
and simulated: (a) i=0, M=1; (b) i = 0.2 sin(t), M=11; (c)
i=0, M=101; and (d) i = 0.2 sin(t), M=101. In these four
cases, the phase graphs possess no discernible structure and
thus may not be easily distinguished from a linear stochastic
process.

Second, to investigate the efficiency of the hyperchaotic
system in masking the sinusoidal information, two surrogate
data tests are applied for deterministic nonlinearties to the
transmitted signals. The analysis showed that the system
described in Eq. (1) exhibits nonlinear noise-like dissipa-
tive dynamics. It is therefore necessary to use (very) high
dimensional chaotic carriers to achieve a satisfactory degree
of privacy.

However, their method only used surrogate data to val-
idate the security of the hyperchaotic system. This kind of
system is not absolutely safe. It cannot stand up other test
methods. Through our research, we find that when using
the Volterra-Wiener-Korengerg test (VWK) method to verify
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Fig. 1 The analysis effects of SI on VWK test

it there will be not the same security as the surrogate data
method. In this paper, we study why this hyperchaotic sys-
tem is vulnerable in the VWK test and propose a solution to
improving its security. We use both the VWK method and the
surrogate data method to make comparison.

2 Nonlinear test based on the VWK method

2.1 The theory

For a dynamic system, we assume let input and output sam-
pling points be {xn}Nn=1, {yn}Nn=1, sampling interval (SI) be τ ,
and the length of the data be N . If xn, xn−1, . . . , xn−k+1 are
used, the discrete Volterra series can be expanded by the Tay-
lor polynomial of yn. k is the order of the system. Barahona
[4] presented a kind of the closed loop Volterra series using
yn feedback (xn = yn−1), which can be calculated through
the following formula:
ycalc

n = a0 + a1yn−1 + a2yn−2 + · · · + akyn−k + ak+1y
2
n−1

+ak+2yn−1yn−2 + · · · + aM−1y
d
n−k

=
M∑

m=0

amzm(n), (4)

where {zm(n)} is an all-different combination composed of
embedding space coordinates (yn−1, yn−2, . . . , yn−k), d is
the highest combination degree, k is the model order. Since
the total dimension is M = (k + d)!

/
(d!k!), k is equal to the

embedding dimension, and d is equal to the nonlinear degree
of the model. By using one step forecasting error, the short
time forecast power could be calculated as:

ε(k, d)2 ≡

N∑
n=1

(ycalc
n (k, d) − yn)

2

N∑
n=1

(yn − ȳ)2

, (5)

where, ȳ = 1
N

N∑
n=1

yn, ε(k, d)2 is the regularization variance

of the residual.
From formula (4) and (5), we know that an appropriate k

and d must be given before using this method. And the most
appropriate kopt and dopt are just k and d, which can make the
information criterion C(r) be the least.

C(r) = logε(r) + r/N, (6)

where, N is the number of data, and r is the order of model.
If d = 1, VWK is the linear model; if d > 1, VWK is the
nonlinear model. It is noted that the larger kopt is, the larger
M is. If d > 1, the count quantum will be enhanced. We
should adjust k and d to make Cnl(r) be less than C lin(r),
k = kopt and d = dopt.

2.2 The effect of sampling interval

Here, we take the Lorenz chaotic system as an example to
explain the relationship between the sampling interval and
the VWK test. The Lorenz chaotic system is:





ẋ = σ(y − x)
ẏ = γ x − y − xz
ż = −bz + xy,

(7)

where, σ = 10, γ = 28, b = 8/3, and the chaotic signal
x(t) is the encryption key.

Sampling interval is as large as possible in the case of
which can keep the synchronization of the crypto system.
The effect of the sampling interval on the VWK test method
is shown in Fig. 1. When τ = 0.005, most of the original data
are linear, i.e. Cnl(r) ≈ C lin(r). The initial time series has
linear properties, which indicates that if the sampling interval
is too small, it will be difficult to get the test result. However,
the attackers can make use of this weakness to accomplish the
linear reconstruction (linear modeling) [5,6]. If τ = 1, the
information of the linear model and nonlinear model are very
similar, and they both are so small that we could assure that
the original data have nonlinear properties. If we enlarge the
sampling interval, the original data will be more like noise.
In this case, according to the VWK test method, we can’t
figure out whether or not there are nonlinear elements in sig-
nals.Attackers can’t identify if it is accurate signal or random
noise either. If τ = 0.1, it is obvious that Cnl(r) is less than
C lin(r). In this situation, the initial series is nonlinear time
series. However, this kind of the SI isn’t good enough because
it can be attacked by the nonlinear reconstruction method
(attractor reconstruction) [7,8].

In the case of sub-Nyquist sampling interval, according
to the VWK test method, we do not know that if there are
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Fig. 2 The VWK test analysis for the chaotic time series given by the chaotic encryption system

accurate elements in the time series and the initial time series
are much like random noises. From that point of view, we
can use the VWK test method to analyze the time series of
the chaotic system.

2.3 Application

Fig. 2a is the hyperchaotic system time series generated by
formula (1) whose dimension is 11 and t = 1Cnl(r) is
obviously less than C lin(r). Though it looks like a random
noise, the analysis result shows that it can be depicted using
a nonlinear model and it has no security as we desire. Fig.2b
is the test result of the situation t = 5. Cnl(r) and C lin(r)
are both small. We also studied higher dimension (M=101)
system. Fig.2c shows the time series graph when t = 1. Both
Cnl(r) and C lin(r) are large, which means that the system is
not secure. When t = 5, Cnl(r) and C lin(r) become small,
the pseudo-randomicity of the system is improved, as shown
in Fig.2b and d. We can see that if the sampling interval
is the same, the hyperchaotic system still put up the assured
elements. Therefore, not only the dimension but also the sam-
pling interval determines the security of the system. Because
of the calculation ability, we only give out the greatest count
results in this paper when k � 50 and d � 3.

3 The cryptanalysis

The time series analysis graphs for the hyperchaotic system
(1) are shown in Fig. 3a–o. First, we study the situation with a
small sampling interval. Let t = 1, we can find from Fig. 3a–h

that no matter how high is M, 11 or 101, there are no differ-
ence for the results. The chaotic curves have local linearzation
charteristics. The phase space curves are very smooth and the
corresponding δ specialties of the autocorrelation functions
are bad. This indicates that if the SI is small, even if the hy-
perchaotic system is very complex, it is still menaced by the
method of linear forecasting and the phase space reconstruc-
tion [6]. In other words, this kind of chaotic system has no
enough security. While, if we enlarge the SI, and let t=5, the
situation will be totally different (see Fig.3i–p). The auto-
correlation property of the cryptosystem becomes better. In
addition, with the same data length (N=1000), the higher the
chaotic system dimension is, the better the autocorrelation
property of the chaotic time series is, i.e., with the better
encryption property. Fig 3 c, g, k and n show that the dimen-
sion M and SI do not have any effect on the distribution of
the chaotic signal.

Through the above analysis on the hyperchaotic system,
we can conclude that the sub-Nyquist sampling interval is
more suitable for chaotic systems to be encrypted as it has
better encryption properties. We also use the surrogate data
method to verify our conclusion. In certain condition, the
pseudo- randomness of chaotic time series can be determined.
Thus it can be used to analyze the pseudo-randomicity of cha-
otic signal generated from the chaotic encryption system.

4 Nonlinear test study based on the surrogate data

We choose 1000 points from the hyperchaotic system time
series. If the sampling interval is t = 5 then according to the
zero supposition in [1] we can produce 39 sets of surrogate
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Fig. 3 The analysis of hyperchaotic system
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Fig. 4 The results of chaotic encryption system by surrogate data test

data by the algorithms in [9]. If the credibility is p then the
surrogate data collection is Bmin = 2

/
(1 − p) − 1. There-

fore, when p = 95% and Bmin = 39, the test statistics has
the correlation dimension: D = lim

l→0

ln C(l)

ln(l)
.

For the hyperchaotic system with M=11 dimensions (see
Fig. 4a), if m = 2–10 then the surrogate data and the original
data have no significant difference and the zero supposition
is accepted. If m is bigger than 11, what will be the situation?
Looking at Fig. 4c, m = 13, we still can’t find any differ-
ence between the original data and the surrogate data. This
indicates that if the decrypter does not know the structure of
the system it will be impossible to find useful information
in the background noises. Even if the dimension is higher,
M = 101, the results are the same (see Fig. 4b and d). The
vertical axes of the Fig. 4c and 4d are the number of the
surrogate data.

5 Conclusion

In this paper, we first pointed out the disadvantages of the
method discussed in [1] and then proposed a new method to
improve the security of the chaotic cryptosystems. Through
studying the effect of the sampling interval on the VWK test,
we found that when the SI is a sub-Nyquist sampling, the orig-
inal data appear like noise apparently and they can express
randomness in nature. It is therefore very difficult to depict the
time series by a model method so that attackers can’t decrypt
information effectively. Based on the VWK test method, the
analysis result for the hyperchaotic system referred in [1]

proved that if the sampling interval is too small the hyper-
chaotic system still has no enough security even though the
dimension of the system is very large. The time series gener-
ated by the chaotic system has accurate elements. In addition,
if the SI is too large the security of the hyperchaotic system
is bad too. Only when the SI is the sub-Nyquist sampling, the
chaotic time series is similar to be the random noise and the
security will be high. We also used the surrogate data method
to analyze the hyperchaotic system in [1] in the sub-Nyquist
sampling. In conclusion, when designing a chaotic crypto-
system with high security, the designer should consider not
only adding the dimension of the system but also taking a
suitable sampling interval.
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