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Abstract A Feed forward multi-layered artificial neural
network model is designed in this paper to estimate the
maximum surface temperature and relative humidity
needed for the genesis of severe thunderstorms over
Calcutta (22� 320, 88� 200). The performance of the
model is found to be adroit. It has, thus, been discerned
that the neural network technique is of great use in
forecasting the occurrence of high frequency small-scale
weather systems like Severe Local Storms. Filing up the
missing values and extension of time series is observed to
be possible with this model. Prediction error is computed
and compared for single layer network and one hidden
layer neural nets. Result reveals the efficiency of the one
hidden layer neural net.

Keywords Single layer network � One hidden layer
neural net � Severe thunderstorm � Surface temperature �
Relative humidity

1 Introduction

Thunderstorm is a cumulus scale or cloud scale weather
phenomenon and is generated due to instabilities created
in the meso-scale. These weather events are important
because they take heat and moisture near the earth’s
surface and transport it to the upper levels to maintain
the general atmospheric circulation. But these storms
occasionally lead to devastating effects when accompa-
nied by large hail, tornado or strong horizontal wind
and become the great concern for the atmospheric sci-
entists. Such a catastrophic situation happens over

northeastern part (20�N to 24�N latitude, 85�E to 93�E
longitude) of India encircling Calcutta. Extensive re-
search has already been carried out on the study of pre-
monsoon severe thunderstorms since last nine decades
or so. The studies on the phenomena were initially based
on the analysis of the conventional surface and upper air
parameters before and immediately after the occurrence
of the thunderstorms [5, 12, 14]. The analysis of non-
conventional parameters, like Satellite and Radar
imageries were also done to mark the zone of instability
[4, 9, 13,]. These studies were mainly qualitative in nat-
ure. It was established quantitatively [2] that minimiza-
tion of Convective Inhibition Energy (CINE) is
important rather than maximization of Convective
available Potential Energy (CAPE) in the genesis of pre-
monsoon severe thunderstorms.

The Soft Computation techniques are based on the
information processing in biological system. The com-
plex biological information processing system enables
the human beings to survive by accomplishing tasks
like recognition of surrounding, making prediction,
planning and acting accordingly. Human type infor-
mation processing involves both logical and intuitive
information processing. Conventional computer sys-
tems are good for the former, but their capability for
the later is far behind that of human beings. For a
computing system to have human like information
processing facility, it should be flexible enough to
support three features: openness, robustness and real
time processing. Openness of a system is its ability to
adapt or extend itself on its own to cope with changes
encountered in the real world. Robustness of a system
means its stability and tolerability when confronted
with distorted, incomplete or imprecise information.
The real time characteristic implies the ability of the
system to react within a reasonable time in response to
an event. Information processing systems with all
these three characteristics are known as real world
computing (RWC) systems. A RWC system should,
therefore, be capable of distributed representation of
information, massively parallel processing, learning and
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self-organization in order to achieve flexibility in
information processing. Thus, soft computing can be
viewed as the key ingredient of RWC systems. Several
authors have discussed the potentials of these soft
computing techniques in solving real world problems.

Artificial Neural Network (ANN), a component of
Soft Computing is particularly useful in such situations,
where underlying processes/relationships may display
chaotic properties [6, 7, 11]. ANN’s do not require any
prior knowledge of the system under consideration and
are well suited to model dynamic systems on a real-time
basis. It is, therefore, possible to set up these systems so
that they adapt to the events as they are observed and
could benefit real time weather forecasting [11]. Perfor-
mance of conventional statistical models very often rely
on the availability of accurate real time data inputs, the
quality of the technological knowledge and mathemati-
cal skills used to specify, build and operate the models,
and ability of the models to respond in dynamic, unex-
pected and rapidly changing environment. ANNs on the
other hand, offer real prospects for an effective, more
flexible, less assumption dependent adaptive methodol-
ogy well suited for modelling the weather system, which
by nature is inherently complex because of non-linearity
and chaotic effects [11]. A Multi layer Perceptron model
with fuzzy logic was developed to forecast the occur-
rence of such storms by recognizing the pattern of the
surface parameters [3].

The basic requirement for the genesis of thunder-
storm is heat and moisture. The parameters, tempera-
ture and relative humidity are, thus, chosen for this
study. Two different neural networks are designed for
each of the parameters. One is a single layer network
and the other is a three-layered non-linear Perceptron
[16]. In the single layer network the transfer function is
considered to be linear and for three-layer network, a
sigmoidal function is assigned as the transfer function.
The sigmoidal function is used to explore the non-line-
arity in the data set with most efficient fashion [10, 15].
The transfer function is applied between the input layer
and hidden layer as well as between hidden and output
layer. This three-layer network, once right network
parameters are chosen, represents a non-linear model
having immense potential to predict various time series.
The hidden layer provides a way to improve the possi-
bilities of finding out correct mapping between input and
output. The present study considered the data of pre-
monsoon thunderstorms over Calcutta between 1994
and 1998. Thus different time series corresponding to
maximum surface temperature and maximum surface
relative humidity are fabricated for three months of each
year starting from first day of March. The entire dataset
is separated into a training set and a test set. Prediction
errors are computed from the difference between actual
outputs and the outputs generated by employing differ-
ent methods in the test cases. The results of this study
may be useful to predict a day with required temperature
and relative humidity, that is, with a possibility of
thunderstorm occurrence. The job being basically a

reconstruction of time series, some missing data can be
retrieved and a series can be extended to predict a trend
in the parameter values.

2 The sample data

The present experiment is executed with daily data of
maximum temperature and maximum relative humidity
collected over Calcutta from first day of March to last
day of May during the period from 1994 to 1998. The
time series, thus, consists of 460 points tested success-
fully as meteorologically persistent for the chosen
parameters [20]. It is observed from the data set that it is
possible to relate the maximum temperature and maxi-
mum relative humidity of a given day to the maximum
temperature and relative humidity to the sequence of 30
previous days. This was verified after performing several
tests on the data set using the back propagation method
described in the next section. The situation where an
input window of size less than 30 was used, prediction
was found to be not good and where the size is greater
than 30 we were left with too many free network
parameters in order to adjust a model. No statistical way
of adjusting the input window could be followed because
it requires huge amount of data [1]. The training of the
data is done by back propagation method [17]. 30
matrices are framed for each of the two parameters, each
with 31 columns and 30 rows. Thus, from the present
dataset (30 · 5 ¼ 150) matrices are possible. The 30 of
the 31 columns correspond to the measures of the
parameter (temperature or relative humidity) for 30
consecutive days and the last column corresponds to the
observation on the next day. From each of these
matrices the first row is extracted. Thus, 115 rows in
total are extracted. Using these rows, (85 · 31) matrix is
used as the training set and (30 · 31) matrix is used as
the test set. The methods, implemented to predict max-
imum surface temperature and maximum relative
humidity on a specific pre-monsoon day ‘d’, may be
described as;

yd ¼ fdðx1; x2; x3; . . . ; x30Þ ð1Þ
where x1; x2; x3; . . . ; x30 represent the measures of a
parameter (maximum surface temperature or maximum
surface relative humidity) on 30 consecutive pre-
monsoon days. It should be noted that due to change in
various co-relational patterns, data outside the pre-
monsoon period have not been considered. The form of
the function fd is obtained after adjusting a set of weights
(or parameters) defined within the respective method
using the training set of data. Within the training matrix,
every row is a sample case. The quality of the perfor-
mance of the procedure is tested using the test set. Per-
cent errors of prediction (PE) are computed as;

PE ¼ < jytp � ytaj > = < jytaj > ð2Þ
where ytp is the predicted value, yta is the actual value,
and <> means average over the 30 test cases.
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3 Back propagation method

The Feed forward neural network, also known as Mul-
tilayer Perceptron, has become a popular tool for sol-
ving complex prediction as well as classification
problems. The Back propagation algorithm [17], which
is an adaptation of the steepest descent method, opened
new avenues for the application of multilayer neural
networks for many problems of practical interest.

In this algorithm, an initial weight vector w0 of a feed
forward neural network is iteratively adapted according
to the recursion;

wkþ1 ¼ wk þ gdk ð3Þ
where, wj denotes the weight vector at the jth step. This
recursion relation is used to find an optimal weight
vector. Presenting a set of pairs of input and target
vectors to the network sequentially performs the adap-
tation. Here, the positive quantity g is called the learning
rate.

The direction vector dk is the negative of the gradient
of the output error function E, which is the mean
squared error at the kth step . Mathematically, dk is ex-
pressed as;

dk ¼ �rEðwkÞ ð4Þ
The standard learning scheme for the back propagation
algorithm in which the weights of the network are
updated immediately after the presentation of each pair
of input and target patterns is called on-line learning
[e.g. 10]. In this learning process, the weight vector wk

contains the weights computed during the kth iteration,
and the output error function E is the multivariate
function of the weights of the network. Mathematically,
this is expressed as

EðwkÞ ¼ EpðwkÞ ð5Þ
where, Ep(wk) represents the half-sum-of-squares error
function of the network outputs for a certain input
pattern p. The objective of this supervised learning is to
select the set of weights that minimizes E, which is the
deviation between the network output and the target
pattern, over the complete set of training pairs. Every
cycle in which each one of the training patterns is
presented to the neural network is called an epoch. The
learning continues until E is less than a preset value at
the end of an epoch.

4 The single layer network

This method [e.g. 19] assumes that the prediction ob-
tained from a linear combination of the values of pre-
vious days is given by

yd ¼ wd1x1 þ wd2x2 þ wd3x2 þ � � � þ wd30x30 þ wd0 ð6Þ
An interactive method is been applied according to (3)
and (4), to update the weights.

5 One hidden layer neural network

In recent studies one-hidden-layer neural network has
been established as a strong prediction tool [e.g., 8, 15,
18, 19]. In equation (1), if the function fd is nonlinear,
then a non-linear Perceptron is achieved. Additional
room for a good fitting of data is obtained by intro-
ducing a set of hidden nodes zdk (k = 1,2,...,n) in such a
way that

zdk ¼ f ðwdk1x1 þ � � � þ wdk30x30 þ wdk0Þ ð7Þ

and

yd ¼ f ðvd1z1 þ � � � þ vdnzdn þ vd0Þ ð8Þ
The function ‘f’ is defined as:

f ðxÞ ¼ ð1þ expð�xÞÞ�1 ð9Þ
In order to find w’s and v’s, the back propagation
method is to be used.

Since the number of adjustable parameters in a one-
hidden-layer feed forward neural network with ni input
units, n0 output units, and nh hidden units is [ n0 + nh
(ni+ n0 + 1 )], for ni ¼ 30, n0 ¼ 1 and with 85 training
cases, it is not possible to use an nh greater than 2. Best
result is found to occur for 2 hidden nodes.

6 Result and discussion

Training of the neural networks and then testing it with
test data lead to the following findings;

• Prediction for maximum surface temperature and
maximum relative humidity can be done by one-
hidden-layer neural network more efficiently than by
the single layer network (Fig. 1a, Fig. 2a). The
schematic of linear relationships between the actual
values and the predicted values through one-hidden-
layer non-linear Perceptron model is displayed
(Fig. 1b, Fig. 2b). Percent error of prediction, as de-
scribed in Eq (2), by three-layer ANN is decreased by
4% for maximum temperature and by 6% for maxi-
mum relative humidity with respect to single layer
network (Fig. 3, Fig. 4). A comparison between the
prediction errors (Fig. 5) makes it apparent that an
ANN is more efficient to predict the maximum rela-
tive humidity than maximum surface temperature.

• Forecasting yield, which is a measure of success of a
model, is defined as the percentage of days in the
testing set of data for which the model has performed
a successful prediction. In the test set of maximum
surface temperature, maximum temperature has been
predicted with ± 4�C confidence range in 69% cases
and with ± 6�C confidence range in 82% cases. For
thunderstorm days, forecasting yield is 56% with
confidence range ± 2�C. A section of actual and
predicted values of maximum surface temperature are
displayed in the figures. The high forecasting yield
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with so small confidence range on the thunderstorm
days implies the suitability of one- hidden-layer
neural network as a forecasting tool.

• For maximum surface relative humidity the fore-
casting yield is 60% with ±8% confidence range and
80% with ± 10% confidence range. On the thun-
derstorm days, this forecasting yield is 64% with
confidence range ± 9%. The high forecasting yield
with so small confidence range on the thunderstorm
days implies the suitability of one-hidden-layer neural
network as a forecasting tool.

• Time series of maximum surface relative humidity
and maximum surface temperature on pre-monsoon
thunderstorm days can be extended using these net-
works and some missing data may be generated from
it. Thus, a time series reconstruction is possible with
this neural network model.

• The forecasting from single-layer-neural net is com-
pared with the forecasting from the second order
autoregressive process [AR(2)]. It is found that fore-
casting yield is better in case of single-layer-neural net
than in AR(2). From the feedback of AR(2) it is
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Fig. 1 a Schematic showing the
comparison between outputs
from the single layer and single
hidden layer neural net and the
actual surface temperature in the
days of May 1998. b A scatter
diagram showing the linear
relationship between the actual
values of maximum temperature
and predicted values through
one-hidden-layer ANN
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Fig. 2 a Schematic showing the
comparison between the outputs
from single layer and single
hidden layer neural net with the
actual surface relative humidity
in the days of May (1998). b A
Scatter diagram showing the
linear relationship between the
actual values of maximum rela-
tive humidity and that predicted
by 3 layered ANN
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apparent that, for maximum surface temperature,
forecasting yield is 52% with confidence range ±4�C
and 70% with confidence range ±6�C. For
maximum relative humidity, forecasting yield is 45%
with confidence range ±8% and 68% with
confidence range ±10%.

7 Conclusion

From the above study it can be concluded that one-
hidden-layer neural network is an efficient forecasting tool
by which an estimation of maximum surface temperature
and maximum relative humidity can be obtained. This
estimation can help in predicting a probable thunder-
storm day with one day or 24 hrs in advance. Moreover,
the utility of this model lies in the fact that the time series
of maximum surface temperature and relative humidity
can be reconstructed which may be helpful in under-
standing the approximate trend of the parameters and
filling up some missing points in the data archive.
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