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Abstract The SCOLE model is a coupled system consisting of a flexible beam
(modelled as an Euler–Bernoulli equation) with one end clamped and the other end
linked to a rigid body. Its inputs are the force and the torque acting on the rigid body. It
is well-known that the SCOLE model is not exactly controllable with L2 input signals
in the natural energy state space Hc, because the control operator is bounded from
the input space C

2 to Hc, and hence compact. We regard the velocity and the angular
velocity of the rigid body as the output signals of this system. Using the theory of cou-
pled linear systems (one infinite-dimensional and one finite-dimensional) developed
by us recently in another paper, we show that the SCOLE model is well-posed, regular
and exactly controllable in arbitrarily short time when using a certain smoother state
space X ⊂ Hc.

Keywords SCOLE model · Coupled system · Well-posedness · Regularity ·
Exact controllability · Interpolation space · Boundary control system

1 Introduction

This paper investigates the exact controllability of the SCOLE (NASA Spacecraft Con-
trol Laboratory Experiment) model with L2 input signals as well as its well-posedness
and regularity with the state space that makes it exactly controllable. The SCOLE
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92 X. Zhao, G. Weiss

system models a flexible beam with one end clamped and the other end linked to a
rigid body. The vibrations of the beam are described by the Euler–Bernoulli equation,
while the rigid body obeys the Newton–Euler equations. The inputs of the system are
the force and the torque acting on the rigid body, while the outputs are the velocity
and the angular velocity of the rigid body. The importance of the SCOLE model stems
from it being used to model the vibrations of a flexible mast holding an antenna on a
spacecraft, see Littman and Markus [7,8]. More recently, it is used also to model the
vibrations of the tower of a wind turbine holding a heavy nacelle, in the plane of the
turbine axis.

Assuming that the beam is uniform and moves only in one plane, the model is

⎧
⎪⎪⎨

⎪⎪⎩

ρwt t (x, t)+ E Iwxxxx (x, t) = 0, (x, t) ∈ (0, l)× [0,∞),

w(0, t) = 0, wx (0, t) = 0,
mwt t (l, t)− E Iwxxx (l, t) = f (t),
Jwxtt (l, t)+ E Iwxx (l, t) = v(t),

(1.1)

where the subscripts t and x denote derivatives with respect to the time t and the
position x , respectively. l is the length of the beam, w stands for the transverse dis-
placement of the beam, and E I and ρ are the flexural rigidity and the mass density
of the beam (E I and ρ are positive constants). m and J are the mass and the moment
of inertia of the rigid body (again positive constants). f and v are the force input and
the torque input acting on the rigid body. −E Iwxxxx (x, t)dx is the total lateral force
acting on a slice of the beam of length dx , located at the position x and the time t .
E Iwxxx (l, t) and -E Iwxx (l, t) are the force and the torque acting on the rigid body
from the beam at the time t . We define the input and output signals of the SCOLE
model as follows:

ue =
[

ue1
ue2

]

=
[

f
v

]

, u =
[

u1
u2

]

=
[
wt (l, ·)
wxt (l, ·)

]

. (1.2)

The natural state and state space of the SCOLE model are

zc(t) = [
w(·, t) wt (·, t) wt (l, t) wxt (l, t)

]T
,

(1.3)
Hc = H2

l (0, l)× L2[0, l] × C
2
,

where H2
l (0, l) = {h ∈ H2(0, l) | h(0) = 0, hx (0) = 0}. The natural norm on Hc is

‖zc(t)‖2 = E I‖w(·, t)‖2
H2

l
+ ρ‖wt (·, t)‖2

L2 + m|wt (l, t)|2 + J |wxt (l, t)|2,

which represents twice the physical energy. In [19], we have shown that the SCOLE
model is an impedance conservative well-posed system with state space Hc.

The exact controllability of the SCOLE model has been investigated by several
researchers. It is well-known that the SCOLE model is not exactly controllable with the
natural energy state space Hc using L2 inputs, since the control operator is bounded
from the input space C

2 to Hc, and hence compact. Exact controllability can be
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Well-posedness, regularity and exact controllability of the SCOLE model 93

achieved either by expanding the input signal space (bringing in distributions) or by
shrinking the state space. Here are some results obtained by expanding the input signal
space. Using the Hilbert Uniqueness Method, Rao [11] obtained the exact controlla-
bility of the uniform SCOLE model with the state space Hc by means of a singular
input signal. He considered f ∈ L2[0, T ] but allowed the torque input v to be in in
the dual of H1(0, T ), where T > 0 is an arbitrarily short time. He also proved the
exact controllability in arbitrarily short time of the SCOLE model with the state space
Hc by singular torque input (and zero force input) if l < 3, where all the constants
(E I, ρ,m, J ) are one. Guo and Ivanov [5] removed this length limitation and they
allowed the SCOLE model to be non-uniform.

Smaller state spaces have been investigated in at least three papers. The null-con-
trollability of the SCOLE model with a state space of type H6(0, l)× H4(0, l) (with
boundary conditions) was proved in Littman and Markus [7] based on the theory of
semi-infinite beams. Using a constructive cutoff approach, they proved the existence
of smooth torque and force inputs for the finite beam leading to the final state zero.
Using the Riesz basis approach, Guo [4] proved that the non-uniform SCOLE model
with only torque input is exactly controllable with the state space D(Ac). Here Ac is
the generator of the SCOLE system with the state space Hc,

D(Ac) =
{[

z
q

]

∈
(
H4(0, l) ∩ H2

l (0, l)
)

× H2
l (0, l)× C

2
∣
∣
∣

q1 = z2(l)
q2 = z2x (l)

}

.

(1.4)

Guo and Ivanov [5] have shown that for the non-uniform SCOLE model the space

D(|Ac| 1
2 ) is reachable using only force control. The definition of D(|Ac| 1

2 ) will

be given in Sect. 2. So far D(|Ac| 1
2 ) is the largest known reachable space using

L2 inputs. An explicit description of D(|Ac| 1
2 ) like in (1.4) has not been given in

[5], nor were there well-posedness results in case we use this space as the state
space.

In this paper, using a new approach to the well-posedness and exact controllability
of coupled system developed in Weiss and Zhao [18], we show that the SCOLE model
described by (1.1) and (1.2) is well-posed, regular (in the sense of [13,17]) and exactly
controllable in any time T > 0 with the state space

X =
{[

z
q

]

∈ [H3(0, l) ∩ H2
l (0, l)] × H1

l (0, l)× C
2 ∣
∣ z2(l) = q1

}

using both torque and force control in L2. Here, H1
l (0, l) = {h ∈ H1(0, l) | h(0) = 0}.

The system remains regular with y =
[ −E Iwxxx (l,·)

E Iwxx (l,·)
]

as an additional output. We sus-

pect that X = D(|Ac| 1
2 ), but we did not verify this. It would be nice to prove exact

controllability in X using only force control, but we were not able to do this.
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94 X. Zhao, G. Weiss

2 Background on controllability and coupled systems

For the background on admissible control and observation operators and controllabil-
ity of infinite-dimensional systems, we refer to Tucsnak and Weiss [16] (which has
many relevant references), and for the background on coupled systems that is needed
here, we refer to Weiss and Zhao [18]. For easy reference we reproduce below several
well-known results which can be found, e.g., in [16].

We need some preliminaries. Let A be the generator of a strongly continuous semi-
group T on a Hilbert space X . Then A determines several additional Hilbert spaces:
X1 is D(A) with the norm ‖z‖1 = ‖(β I − A)z‖, X2 is D(A2) with the norm ‖z‖2 =
‖(β I − A)2z‖, and X−1 is the completion of X with respect to the norm ‖z‖−1 =
‖(β I − A)−1z‖, where β ∈ ρ(A) is fixed. The spaces X1, X2 and X−1 are independent
of the choice of β, since different values of β lead to equivalent norms on X1, X2 and
X−1. We have X2 ⊂ X1 ⊂ X ⊂ X−1, densely and with continuous embeddings. We
can continuously extend A to a bounded operator from X to X−1, still denoted by
A. The semigroup generated by this extended A is the extension of T to X−1, still
denoted by T. If Xd

1 = D(A∗) with the norm ‖z‖d
1 = ‖(β I − A∗)z‖, then X−1 may

be regarded as the dual of Xd
1 .

Proposition 2.1 Let H be a Hilbert space and let A0 : D(A0)→ H be strictly posi-

tive. Denote H 1
2

= D(A
1
2
0 ) with the graph norm. H− 1

2
is the dual of H 1

2
with respect

to the pivot space H. We define another Hilbert space X = H 1
2

× H with the inner

product

〈[
w1
v1

]

,

[
w2
v2

]〉

X
= 〈A

1
2
0w1, A

1
2
0w2〉 + 〈v1, v2〉,

and another operator A by

A =
[

0 I
−A0 0

]

, D(A) = D(A0)× D(A
1
2
0 ).

Then A is skew-adjoint on X and 0 ∈ ρ(A). Furthermore

X1 = H1 × H 1
2
, X−1 = H × H− 1

2
.

Proposition 2.2 Using the notation in Proposition 2.1, φ = [ ϕ
ψ

] ∈ D(A) is an eigen-
vector of A, corresponding to the eigenvalue iμ (where μ ∈ R), if and only if ϕ is an
eigenvector of A0, corresponding to the eigenvalue μ2 and ψ = iμϕ.

We denote by Z
∗ the set of all the non-zero integers. Assume that A0 is diagonali-

sable, with an orthonormal basis (ϕk)k∈N in H formed of eigenvectors of A0. Denote
by λk > 0 the eigenvalue corresponding to ϕk and μk = √

λk . For all k ∈ N we
define ϕ−k = −ϕk and μ−k = −μk . Then A is diagonalisable, with the eigenvalues
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Well-posedness, regularity and exact controllability of the SCOLE model 95

iμk corresponding to the orthonormal basis of eigenvectors

φk = 1√
2

[ 1
iμk
ϕk

ϕk

]

∀ k ∈ Z
∗ = Z \ {0}.

The following result is a version of [16, Corollary 6.9.6].

Proposition 2.3 Let X, U be Hilbert spaces. Let A be an skew-adjoint operator with
compact resolvents, which hence generates a unitary group T on X. Let� be a subset
of Z. Assume that A has simple eigenvalues iμk (k ∈ �), μk ∈ R, which are ordered
such that the sequence (μk) is strictly increasing. Let (φk)(k ∈ �) be an orthonormal
basis in X formed of eigenvectors of A corresponding to (iμk).

Let B ∈ L(U, X−1) and define bk ∈ L(U,C) by

bkv = 〈Bv, φk〉X−1,Xd
1

∀ v ∈ U, k ∈ �.

If there exists δ > 0, m > 0 such that μk+1 − μk ≥ δ and ‖bk‖ ≤ m for all k ∈ �,
then B is an admissible control operator for T.

If moreover (μk) satisfies that μk+1 − μk → ∞ and for some ε > 0,

‖bk‖ ≥ ε ∀ k ∈ �,

then (A, B) is exactly controllable in any time τ > 0.

If (φk) (k ∈ �, � countable) is a Riesz basis in the Hilbert space X , we denote
by (φ̃k) (k ∈ �) the biorthogonal sequence to (φk). Every z ∈ X can be represented
as z = ∑

k∈� zkφk , where zk = 〈z, φ̃k〉 and (zk) ∈ l2(�). Let T be a diagonalisable
semigroup on X with generator A. This means that there exists a Riesz basis (φk)
(k ∈ �) in X such that

Tt z =
∑

k∈�
eλk t zkφk . (2.1)

The generator of T is given by

Az =
∑

k∈�
λk zkφk, D(A) =

{

z ∈ X

∣
∣
∣
∣
∣

∑

k∈�
|λk zk |2 < ∞

}

.

For α ≥ 0 we define

|A|α : D(|A|α)→ X

by

|A|αz =
∑

k∈�
|λk |αzkφk, D(|A|α) = Xα =

{

z ∈ X

∣
∣
∣
∣
∣

∑

k∈�
|λk |2α|zk |2 < ∞

}

.
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96 X. Zhao, G. Weiss

Fig. 1 A coupled system 
cs
consisting of an
infinite-dimensional system 
d
and a finite-dimensional system

 f , connected in feedback

The space Xα is a Hilbert space with the norm

‖z‖α = ‖(I + |A|)αz‖. (2.2)

We define X−α as the dual of Xα with respect to the pivot space X . Note that for α = 1
we obtain X1 and X−1 as defined earlier and |A|α commutes with Tt . It is clear that T
can be extended (or restricted) to Xα for any α ∈ R. The formula (2.1) for T remains
the same, with (|λk |αzk) ∈ l2(�). The generator of T acting on Xα is an extension
(or restriction) of A with D(A) = Xα+1 and D(A2) = Xα+2.

Proposition 2.4 Let T be a diagonalisable semigroup on the state space X, and let
B ∈ L(U, X−1). Then B is admissible (or exactly controllable) for T on X if and
only if (I + |A|)−α B is admissible (or exactly controllable) for T on Xα (α ∈ R).

Proof We denote by �τ the input map of (A, B) at time τ :

�τu =
τ∫

0

Tτ−σ Bu(σ )dσ. (2.3)

The proposition follows from the following factorization:

�τu = (I + |A|)α
τ∫

0

Tτ−σ (I + |A|)−α Bu(σ )dσ.

��
In the sequel we recall some results about coupled systems from our paper [18].
Consider a coupled system 
c, in which an infinite-dimensional system 
d is

connected to a finite-dimensional system 
 f as shown in Fig. 1. The external world
interacts with the coupled system
c via the finite-dimensional part
 f , which receives
the input v = ue − y, where ue is the input of 
c and the signal y comes from 
d .
The system
 f sends out the output u, which is also the output of the coupled system

c. The equations of 
 f are

⎧
⎨

⎩

q̇(t) = aq(t)+ bue(t)− by(t),

u(t) = cq(t),

(2.4)

(2.5)
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Well-posedness, regularity and exact controllability of the SCOLE model 97

where a ∈ C
n×n , b ∈ C

n×m , c ∈ C
m×n , and q(t) ∈ C

n is the state of the finite-
dimensional subsystem at the time t .

Let p be a function defined on some domain in C that contains a right half-plane,
with values in a normed space. We say that p is strictly proper if

lim
Re s →∞ ‖p(s)‖ = 0, uniformly with respect to Im s.

A linear system is called strictly proper if its transfer function is strictly proper.
We assume that 
d belongs to an abstract class of infinite-dimensional systems

called strictly proper with an integrator (SPI) systems, introduced in [18]. SPI sys-
tems do not fit into any of the known classes of linear infinite-dimensional systems
(they are not well-posed, they are not even a system node or a resolvent linear sys-
tem). An informal way to characterize an SPI system 
d is to say that an integrator
in cascade with 
d is a well-posed and strictly proper system.

Definition 2.5 An SPI system
d with input space U , state space X and output space
Y (all Hilbert spaces) is determined by three operators A, B,C and a transfer function
G, which satisfy the following assumptions:

(a) A is the generator of a strongly continuous semigroup T on X . The spaces X1,
X2 and X−1 are as introduced at the beginning of this section.

(b) B ∈ L(U, X−1) is an admissible control operator for T.
(c) X2 ⊂ D(C) ⊂ X1 and C : D(C)→ Y is such that its restriction to D(A2) is in

L(X2,Y ) and it is an admissible observation operator for T restricted to X1.
(d) For some (hence, for every) s, β ∈ ρ(A) we have

(s I − A)−1(β I − A)−1 BU ⊂ D(C).

(e) We have G : ρ(A)→ L(U,Y ). For every s, β ∈ ρ(A) we have

G(s)− G(β) = C[(s I − A)−1 − (β I − A)−1]B.

(f) The function 1
s G(s) is strictly proper.

The operators A, B,C are called the semigroup generator, the control operator
and the observation operator of 
d . G is called the transfer function of 
d .

We make some simple comments on SPI systems. The dynamic behavior of 
d is
assumed to be described similarly as for a system node (as defined in Staffans [13]):

ż(t) = Az(t)+ Bu(t), y(t) = C&D

[
z(t)
u(t)

]

. (2.6)

Here C&D is defined similarly as for a system node: for some β ∈ ρ(A),

C&D

[
x
u

]

= C[x − (β I − A)−1 Bu] + G(β)u, (2.7)
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98 X. Zhao, G. Weiss

Fig. 2 A cascaded system

casc consisting of an
infinite-dimensional system 
d
and a finite-dimensional system

 f = (a, b, c)

with the domain

D(C&D) =
{[

x
u

]

∈ X × U
∣
∣
∣ x − (β I − A)−1 Bu ∈ D(C)

}

. (2.8)

For a system node, we would have X1 in place of D(C) in (2.8), so that for an SPI
system, D(C&D) is smaller. It is easy to see that C&D (and its domain) is indepen-
dent of the choice of β appearing in the formulas. It is also easy to see that we have
the following relation between C&D and G:

G(s) = C&D

[
(s I − A)−1 B

I

]

∀ s ∈ ρ(A). (2.9)

Equations (2.6) have classical solutions if u is of class H2
loc and the initial conditions

of z and u are compatible. In this case, y is continuous. For the proof and for more
details about SPI systems we refer to [18].

Now consider the situation when 
d is an SPI system with input and output space
C

m and state space Hd , semigroup T and transfer function G. We can consider the
coupled system
c as a cascaded system
casc (the open loop system in Fig. 2) with a
feedback. The input of
casc is v from Fig. 1, and its outputs are u and y. The system

casc is described by:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

q̇(t) = aq(t)+ bv(t),

u(t) = cq(t),

ż(t) = Az(t)+ Bu(t),

y(t) = C&D

[
z(t)
u(t)

]

.

(2.10)

(2.11)

(2.12)

(2.13)

Here z(t) is the state of 
d , so that z(t) ∈ Hd .
It is easy to show that Eqs. (2.10)–(2.12) give rise to a strongly continuous semi-

group S on the state space Hd × C
n , whose generator A is given by

A =
[

A Bc
0 a

]

, D(A) =
{[

z
q

]

∈ Hd × C
n
∣
∣
∣
∣ Az + Bcq ∈ Hd

}

. (2.14)

In fact, Hd × C
n is not a good choice for the state space of 
casc, because it is too

large and the system may not be well-posed with this state space. However, we have
shown in [18] that 
casc (and also 
c) is a well-posed system with the state space
X = D(A), which is a Hilbert space with the graph norm of A.

For the well-posedness and controllability properties of the coupled system
c, we
have the following theorem from [18]:
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Well-posedness, regularity and exact controllability of the SCOLE model 99

Theorem 2.6 Let 
d be an SPI system described by (2.12)–(2.13), with input space
C

m, state space Hd, output space C
m, semigroup generator A, control operator

B, observation operator C and transfer function G. Let a, b, c be matrices as in
(2.4)–(2.5). Then the coupled system 
c from Fig. 1 described by (2.4), (2.5), (2.12)
and (2.13), with input ue, state

[ z
q
]

and output u, is well-posed with the state space
X = D(A) from (2.14). The coupled system remains well-posed also with y as an
additional output. Moreover, 
c is regular, with feed-through operator zero.

The semigroup of 
c, denoted by Sc, is generated by

Ac
[

z
q

]

=
[

Az + Bcq
aq − b[C&D] [ z

cq
]

]

, D(Ac) =
{[

z
q

]

∈ X
∣
∣
∣
∣ Ac

[
z
q

]

∈ X
}

.

If C ∈ L(Hd
1 ,C

m
), then the operators Sc

t can be extended to form a strongly con-
tinuous semigroup on the space H d × C

n. The generator of this extension, denoted
by Ãc, is given by the same formula as Ac but it has the larger domain D(Ãc) = X .

Now assume additionally the following:
(i) (A, B) is exactly controllable in time T0;

(ii) (a, b) is controllable;
(iii) cb ∈ C

m×m is invertible;
(iv) Denote a×(β) = a + b(cb)−1c(β I − a). There exists β ∈ ρ(A) such that A∗

and a×(β)∗ have no common eigenvalue.

Then 
c is exactly controllable in any time T > T0 (on the state space X ).

3 Some background on boundary control systems

This section is an introduction to boundary control systems, without any well-
posedness assumptions. The general theory of such systems started with Fattorini
[2] and it was significantly developed by Salamon [12].

In finite-dimensional linear linear systems theory, the equations of a system are
usually given in terms of four matrices A, B,C, D in the form

ż(t) = Az(t)+ Bu(t), y(t) = Cz(t)+ Du(t), (3.1)

where u is the input function, z is the state trajectory and y is the output function. This
formulation and the associated control theory extends easily to infinite-dimensional
systems where A is a generator and B,C, D are bounded operators, see Curtain and
Zwart [1]. It is desirable to describe also other linear infinite-dimensional systems in
a form resembling (3.1).

Systems described by linear partial differential equations with non-homogeneous
boundary conditions often appear in the following, quite different looking form:

ż(t) = Lz(t), Gz(t) = u(t), y(t) = K z(t). (3.2)
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100 X. Zhao, G. Weiss

Often (but not necessarily) L is a differential operator and G is a boundary trace
operator. We assume that U, Z , X and Y are complex Hilbert spaces such that

Z ⊂ X ,

with continuous embedding. We shall call U the input space, Z the solution space, X
the state space and Y the output space.

Definition 3.1 A boundary control system on U, Z , X and Y is a triple of operators

b = (L ,G, K ), where

L ∈ L(Z , X), G ∈ L(Z ,U ), K ∈ L(Z ,Y ),

if there exists a β ∈ C such that the following properties hold:

(i) G is onto,
(ii) Ker G is dense in X ,

(iii) β I − L restricted to Ker G is onto,
(iv) Ker (β I − L) ∩ Ker G = {0}.

We think of the three operators in this definition as determining a system via
Eqs. (3.2). Broadly, our aim is to translate these equations into another form, which
resembles (3.1). Our exposition follows the ideas of [12], but in a more concise form.
Interesting recent papers on passive and conservative boundary control systems are
Malinen and Staffans [9,10].

With the assumptions of the last definition, we introduce the Hilbert space X1 and
the operator A by

X1 = Ker G, A = L|X1 . (3.3)

Obviously, X1 is a closed subspace of Z and A ∈ L(X1, X). Condition (iii) means
that β I − A is onto. Condition (iv) means that Ker (β I − A) = {0}. Thus, (iii) and
(iv) together imply that β ∈ ρ(A), so that (β I − A)−1 ∈ L(X). In fact, (β I − A)−1 ∈
L(X, X1), so that the norm on X1 is equivalent to the norm

‖z‖1 = ‖(β I − A)z‖,

which in turn is equivalent to the graph norm of A. We define the Hilbert space X−1
as the completion of X with respect to the norm

‖z‖−1 = ‖(β I − A)−1z‖.

It is easy to see that this space is independent of the choice of β ∈ ρ(A). This para-
graph looks like the beginning of Sect. 2, but the context is different, since A is not
assumed to be a generator.

123



Well-posedness, regularity and exact controllability of the SCOLE model 101

Proposition 3.2 Let 
b = (L ,G, K ) be a boundary control system on U, Z , X and
Y . Let A and X−1 be as introduced earlier. Then there exists a unique operator
B ∈ L(U, X−1) such that

L = A + BG, (3.4)

where A is regarded as an operator from X to X−1. For every β ∈ ρ(A) we have
(β I − A)−1 B ∈ L(U, Z) and

G(β I − A)−1 B = I, (3.5)

so that in particular, B is bounded from below.

For the proof see Tucsnak and Weiss [16, Proposition 10.1.2].

Remark 3.3 The following fact is an easy consequence of Proposition 3.2: For every
v ∈ U and every β ∈ ρ(A), the vector z = (β I − A)−1 Bv is the unique solution of
the “abstract elliptic problem”

Lz = βz, Gz = v.

Remark 3.4 It follows from (3.5) that B is strictly unbounded with respect to X ,
meaning that X ∩ BU = {0}. Another consequence of (3.5) is that we have

Z = X1 + (β I − A)−1 BU.

Indeed, for each z ∈ Z , denoting v = Gz, we have z = z1 + (β I − A)−1 Bv, where
z1 ∈ X1 (because Gz1 = 0). The converse inclusion is trivial.

Definition 3.5 With the notation of Definition 3.1 and Proposition 3.2, we define
C ∈ L(X1,Y ) as the restriction of K to X1. Then the generating triple of 
b is
(A, B,C). The transfer function of 
b is the L(U,Y )-valued function G defined on
ρ(A) by the formula

G(s) = K (s I − A)−1 B. (3.6)

By the resolvent identity, for any s, β ∈ ρ(A), the difference (s I − A)−1 − (β I −
A)−1 maps X−1 into X1, so that (3.6) implies

G(s)− G(β) = C
[
(s I − A)−1 − (β I − A)−1

]
B. (3.7)

It is now clear that if A is the generator of a strongly continuous semigroup on X , then
A, B,C and G determine a system node in the sense of Staffans [13].

Remark 3.6 As a consequence of Proposition 3.2, the first two equations in (3.2) can
be rewritten equivalently as a single equation, namely

ż(t) = Az(t)+ Bu(t), with ż(t) ∈ X. (3.8)
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Indeed, the transformation from (3.2) to (3.8) is obvious from (3.4). Conversely, if (3.8)
holds, then applying G(β I −A)−1 to both sides we obtain with (3.5) that Gz(t) = u(t).
Now from (3.4) it follows that ż(t) = Lz(t).

4 The beam subsystem on the energy state space

To obtain the well-posedness and exact controllability results for the SCOLE model

c described by (1.1) and (1.2), we follow the framework of Theorem 2.6. We decom-
pose 
c into an infinite-dimensional system 
d (the clamped flexible beam) coupled
with a finite-dimensional system
 f (the rigid body). We model and analyse the beam
subsystem first.

The clamped flexible beam
d that we extract from
c is described by the following
Euler–Bernoulli equation with boundary control and boundary observation:

⎧
⎪⎪⎨

⎪⎪⎩

ρwt t (x, t)+ E Iwxxxx (x, t) = 0, (x, t) ∈ (0, l)× [0,∞),

w(0, t) = 0, wx (0, t) = 0,
wt (l, t) = u1(t), wxt (l, t) = u2(t),
y1(t) = −E Iwxxx (l, t), y2(t) = E Iwxx (l, t),

(4.1)

where u = [ u1
u2

]
is the input of 
d (the transverse velocity and angular velocity of

the nacelle). y = [ y1
y2

]
is the output of 
d (the force and the torque at the top of the

tower). The other notation is as in (1.1).
In order to reformulate the system 
d as a boundary control system like (3.2), we

introduce two functions, which are the first two components of zc in (1.3):

z1(x, t) = w(x, t), z2(x, t) = wt (x, t). (4.2)

Then (4.1) can be written as:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ż1(x, t) = z2(x, t),
ż2(x, t) = − E I

ρ
z1xxxx (x, t),

z1(0, t) = 0, z1x (0, t) = 0,
z2(l, t) = u1(t), z2x (l, t) = u2(t),
y1(t) = −E I z1xxx (l, t), y2(t) = E I z1xx (l, t).

(4.3)

We denote z = [ z1
z2

]
, and similarly for u and y. The natural state space of 
d is

X = H2
l (0, l)× L2[0, l],

where H2
l (0, l) is defined as after (1.3). We define the norm on X as follows:

‖z‖2 = E I‖z1‖2
H2

l
+ ρ‖z2‖2

L2 , (4.4)
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where

‖z1‖2
H2

l
=

l∫

0

|z1xx |2dx, ‖z2‖2
L2 =

l∫

0

|z2|2dx . (4.5)

The physical energy in the system 
d is 1
2‖z‖2.

We introduce the space Z ⊂ X by

Z =
[
H4(0, l) ∩ H2

l (0, l)
]

× H2
l (0, l). (4.6)

We define the operators L : Z → X,G, K : Z →C
2 by

L =
[

0 I

− E I
ρ

d4

dx4 0

]

, G

[
z1
z2

]

=
[

z2(l)
z2x (l)

]

, K

[
z1
z2

]

=
[−E I z1xxx (l)

E I z1xx (l)

]

.

With the above notation, (4.3) can be written as follows:

ż = Lz, Gz = u, y = K z. (4.7)

Such equations determine a boundary control system if L , G and K satisfy certain
conditions, see Sect. 3. Now we prove that this is indeed the case. Before we do this,
we introduce the system operator by A = L|Ker G . It is easy to verify that

D(A) = Ker G =
[
H4(0, l) ∩ H2

l (0, l)
]

× H2
0(0, l) (4.8)

where H2
0(0, l) = {h ∈ H2(0, l) | h(0) = h(l) = 0, hx (0) = hx (l) = 0}. The norm

on H2
0(0, l) is defined by ‖ f ‖H2

0
= ‖ f ′′‖L2 .

Proposition 4.1 The beam system (L ,G, K ) is a boundary control system.

Proof It is clear that G is onto. The space Ker G is dense in X because H4(0, l) ∩
H2

l (0, l) is dense in H2
l (0, l), and H2

0(0, l) is dense in L2[0, l]. The last two conditions
in the definition of a boundary control system are equivalent to the fact that s I − A
is invertible for some s ∈ C. We show that for every s > 0, s I − A is invertible, or
equivalently, for every q ∈ X , the following equation has a unique solution z ∈ D(A):

(s I − A)z = q.

The above equation is equivalent to

⎧
⎪⎪⎨

⎪⎪⎩

E I
ρ

z1xxxx + s2z1 = sq1 + q2,

z1(0) = 0, z1x (0) = 0,
z1(l) = 1

s q1(l), z1x (l) = 1
s q1x (l),

z2 = sz1 − q1.

(4.9)
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Remember that s > 0. First we show that the corresponding homogeneous equa-
tion, where we replace sq1 + q2 in the first equation of (4.9) with zero but leave the
other equations unchanged, has a unique solution zh = [ zh1

zh2

] ∈ D(A). Solving this
homogeneous equation, we get zh2 = szh1 − q1 and

zh1(x) = c1 cosh mx sin mx − c1 sinh mx cos mx + c2 sinh mx sin mx,

where

m = s

2

√
ρ

E I
, c1 = d · q1x (l)− bm · q1(l)

(ad − bc)ms
, c2 = am · q1(l)− c · q1x (l)

(ad − bc)ms
,

a = 2 sinh ml sin ml, b = sinh ml cos ml + cosh ml sin ml,

c = cosh ml sin ml − sinh ml cos ml, d = sinh ml sin ml.

The above solution only makes sense if ad − bc �= 0. Since ad − bc = sinh2(ml)−
sin2(ml) and sinh α > | sin α| for any α > 0, we obtain that ad − bc > 0, so that zh

exists and it is unique.
Similarly it can be shown that the non-homogeneous equation corresponding to

(4.9), where we replace q1(l) and q1x (l) with zero, has a solution zn ∈ D(A). Hence
z = zh + zn is a solution of (4.9). z is unique because if (4.9) had another solution
z̃, then z − z̃ would be a solution of the homogeneous equation with zero boundary
conditions (which is 0), hence z − z̃ = 0. Therefore s I − A is invertible for s > 0.

��
Remark 4.2 Using the techniques of Le Gorrec et al. [3] (in particular, their Theorem
4.4) it can be shown that (L ,G, K ) is an impedance conservative boundary control
system. For this, we would have to use ξ1 = z1xx and ξ2 = z2 as state functions. Here
we prefer to give direct proofs of the facts that are needed, to avoid the formalism of
[3].

Since s I − A is invertible for s > 0, we can introduce the space X−1 as the com-
pletion of X with respect to the norm ‖x‖−1 = ‖(s I − A)−1x‖. We can extend A to a
bounded operator from X to X−1, still denoted by A. We know from Sect. 3 that there
exists a unique B : C

2 → X−1 such that L = A + BG. According to Remark 3.6, the
state trajectories of 
d from (4.1) or (4.7) satisfy (3.8).

We decompose the state space X into 2 parts: the null-space of A, Xn , and its
orthogonal complement Xr . By a simple computation, we get

Xn = Ker A =
{[

ax3 + bx2

0

] ∣
∣
∣
∣ a, b ∈ C

}

. (4.10)

Now we determine Xr = X⊥
n . Let z = [ z1

z2

] ∈ Xr , then z1 ∈ H2
l (0, l), z2 ∈

L2[0, l]. The condition 〈q, z〉 = 0 for all q ∈ Xn is equivalent to 〈q1, z1〉H2
l

= 0 for
all q1 of the form

q1(x) = ax3 + bx2, where a, b ∈ C. (4.11)
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For q1 as above and for every h ∈ H2
l (0, l) we have, using twice integration by parts,

〈q1, h〉H2
l

= q1xx (l) · hx (l)− [
q1xxx · h

]l
0 +

l∫

0

q1xxxx · hdx .

Using that q1xxxx = 0 and h(0) = 0, we get

〈q1, h〉H2
l

= q1xx (l) · hx (l)− q1xxx (l) · h(l).

Therefore we have for z1 in place of h, q1xx (l) ·z1x (l)−q1xxx (l) ·z1(l) = 0. Clearly
q1xx (l) and q1xxx (l) can be any complex numbers (in fact q1xx (l) = 6al + 2b and
q1xxx = 6a). Thus 〈q1, z1〉 = 0 for all q1 as in (4.11) is equivalent to

z1(l) = 0, z1x (l) = 0.

Therefore z1 ∈ H2
0(0, l), where H2

0(0, l) is defined as after (4.8). Thus we get

Xr = H2
0(0, l)× L2[0, l].

We denote by Ar the restriction of A to Xr . Then

D(Ar ) =
[
H4(0, l) ∩ H2

0(0, l)
]

× H2
0(0, l).

It is easy to see that Xr is invariant under A, or equivalently, Ar z ∈ Xr , ∀z ∈ D(Ar ).
We can decompose

Ar =
[

0 I
−A0 0

]

, (4.12)

where

A0h = E I

ρ
hxxxx , D(A0) = H4(0, l) ∩ H2

0(0, l). (4.13)

Note that Ar corresponds to the equations of a beam clamped at both ends.

Proposition 4.3 A0 is a strictly positive densely defined operator on H = L2[0, l],
with compact resolvents. We have D(A

1
2
0 ) = H2

0(0, l).

For a proof see, e.g., [16, Example 3.4.13]. This implies that σ(A0) consists of
isolated positive eigenvalues, which converge to ∞. Moreover, there exists in H an
orthonormal basis consisting of eigenvectors of A0 (see, e.g., [16, Proposition 3.2.12]).

Proposition 4.4 Ar is skew-adjoint on Xr and A is skew-adjoint on X.
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Proof As A0 > 0, according to Proposition 2.1 Ar is skew-adjoint on Xr and 0 ∈
ρ(Ar ). According to the decomposition X = Xn ⊕ Xr into A−invariant subspaces,
it follows that A is skew-adjoint on X . ��

As remarked after Definition 3.5, the above proposition (together with Proposi-
tion 4.1) implies that the beam system 
d is a system node with state space X . This
system node is not well-posed (see the end of the next section).

We define C = K |Ker G , so that C =
[

C1
C2

]
, where

C1h = −E I h1xxx (l), C2h = E I h1xx (l) ∀ h =
[

h1
h2

]
∈ Ker G.

Proposition 4.5 B∗ = C.

Proof From the theory of boundary control systems in Sect. 3, we know that A+BG =
L . Here A : X → X−1. Since G is onto, proving that B∗ = C is equivalent to proving
that A + C∗G = L , which is equivalent to

〈
z, A∗η

〉 + 〈Gz,Cη〉 = 〈Lz, η〉 ∀ z ∈ Z , η ∈ D(A∗).

Using A∗ = −A (see Proposition 4.4) and D(A∗) = D(A), this becomes

− 〈z, Aη〉 + 〈Gz,Cη〉 = 〈Lz, η〉 ∀ z ∈ Z , η ∈ D(A). (4.14)

Now we prove (4.14). We denote by le f t and right the left-hand side and the right-
hand side of (4.14), respectively. Then (using (4.4))

le f t = −
〈[

z1
z2

]

,

[
η2

− E I
ρ
η1xxxx

]〉

X

+
〈[

z2(l)
z2x (l)

]

,

[−E Iη1xxx (l)
E Iη1xx (l)

]〉

= −E I 〈z1, η2〉H2
l
− ρ

〈

z2,− E I

ρ
η1xxxx

〉

L2
− E I z2(l)η1xxx (l)

+E I x2x (l)η1xx (l).

Using twice integration by parts, we get

le f t = E I

l∫

0

z2xxη1xx dx − E I

l∫

0

z1xxη2xx dx . (4.15)

Now we determine right :

right =
〈[

z2

− E I
ρ

z1xxxx

]

,

[
η1
η2

]〉

= E I 〈z2, η1〉H2
l
+ ρ

〈

− E I

ρ
z1xxxx , η2

〉

L2
.

Using twice integration by parts, we get from here and (4.15) that le f t = right , so
that B∗ = C . ��
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In the sequel, for any α ∈ R, we denote by Cα the right half-plane where Re s > α.

Remark 4.6 If v, ω ∈ C and s ∈ C0, then the vector

[
g
f

]

= (s I − A)−1 B

[
v

ω

]

is the

unique solution of the “abstract elliptic problem” from Remark 3.3:

(s I − L)

[
g
f

]

= 0, G

[
g
f

]

=
[
v

ω

]

.

More explicitly, f = sg, while g is the unique solution of the differential equation

E I

ρ
gxxxx + s2g = 0,

with the boundary conditions g(0) = 0, gx (0) = 0, sg(l) = v, sgx (l) = ω. According
to our discussion after (4.9), the solution is of the form

g(x) = c1 cosh mx sin mx − c1 sinh mx cos mx + c2 sinh mx sin mx,

where m, c1 and c2 (which are functions of s) are as in the formulas after (4.9), but with
v, ω in place of q1(l), q1x (l). From here, the transfer function G(s) = K (s I − A)−1 B
of the beam system can be computed explicitly.

5 The diagonal representation of A and the corresponding infinite
matrix form of B

Remember from Sect. 4 that the beam system is a system node with state space
X = H2

l (0, l) × L2[0, l], skew-adjoint semigroup generator A, control operator B
and observation operator C = B∗. In this section we derive an asymptotic formula
for an orthonormal basis (φk) in X formed of eigenvectors of A. Here k ∈ M, an
index set to be specified later. When representing A in this basis, it becomes an infinite
diagonal matrix. The corresponding representation of B is an infinite matrix with two
columns, with entries b j

k ( j ∈ {1, 2}, k ∈ M), that we shall approximate.
Recall the operator A0 : D(A0)→ H, A0 > 0 from Proposition 4.3. The norm on

H = L2[0, l] is defined by ‖ f ‖H = √
ρ‖ f ‖L2 , to make it fit with (4.4).

We order the eigenvalues of A0 from (4.13) such that 0 < λ1 < λ2 < λ3 . . .. We
denote by ϕk a normalized (in H ) eigenvector of A0 corresponding to λk . We shall
see below that ϕk is unique up to multiplication with a constant of absolute value
one. Then it follows from what we said after Proposition 4.3 that (ϕk) (k ∈ N) is an
orthonormal basis in H . The functions ϕk satisfy

⎧
⎨

⎩

E I
ρ
ϕkxxxx = λkϕk,

ϕk(0) = 0, ϕkx (0) = 0,
ϕk(l) = 0, ϕkx (l) = 0.

(5.1)
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By solving (5.1), with the boundary conditions at 0 only, we see that

ϕk(x) = p1k [cosαk x − cosh αk x] + p2k [sin αk x − sinh αk x], (5.2)

where

αk =
(
ρλk

E I

) 1
4 ∀k ∈ N, (5.3)

and p1k and p2k are arbitrary constants. The boundary conditions at l imply that a
certain 2 × 2 determinant is zero, which reduces to

cosαkl cosh αkl = 1. (5.4)

If this is the case, then

p1k = Mk (cosαkl − cosh αkl) , p2k = Mk (sin αkl + sinh αkl), (5.5)

so that ϕk is unique up to multiplication with a constant. We choose Mk > 0 such that
‖ϕk‖H = 1. Elementary considerations (looking at the graphs of the functions cosα
and 1

cosh α for α > 0) show that the positive solutions of (5.4) are

αk =
(

k − 1

2

)
π

l
+ (−1)kεk

(
k ∈ N

)
, (5.6)

where 0 < εk <
π
2l and

εk ≈ 2

l
e
−
(

k− 1
2

)
π
(hence εk → 0).

By εk ≈ Ek , where (Ek) is some sequence, we mean that lim εk
Ek

= 1.

Now we show that for all k ∈ N, 0 < εk <
π
4l (we need this later). We know that

εk > 0. Let us show the second inequality. From (5.4) and (5.6) we know that

(−1)k+1 cos

(
1

2
π + (−1)kεkl

)

= (cosh αkl)−1.

It is easy to see that the sequence ((cosh αkl)−1) is positive, decreasing and converges
to zero. This implies that (εkl) is decreasing. Thus, to prove εk <

π
4l , it is enough to

show that ε1 <
π
4l , which follows from cos(π4 ) > (cosh π

4 )
−1. Thus,

0 < εk <
π

4l
∀ k ∈ N. (5.7)
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From (5.6) we get that for all k ∈ N,

λk = E I

ρ

((

k − 1

2

)
π

l
+ (−1)kεk

)4

= E I

ρ

(

k − 1

2

)4 (π

l

)4 + (−1)kδk,

(5.8)

where, using the symbol ≈ introduced a little earlier,

δk ≈ 8E I

ρl4

(

k − 1

2

)3

π3e−(k− 1
2 )π .

Rearranging (5.2) we have

ϕk(x)= p1k cosαk x+ p2k sin αk x− 1

2
(p1k + p2k)e

αk x + 1

2
(p2k − p1k)e

−αk x .

(5.9)

It can be easily verified that for large k ∈ N, p1k ≈ − 1
2 Mkeαkl , p2k ≈ 1

2 Mkeαkl ,
p1k + p2k = Mk(sin αkl + cosαkl − e−αkl) ≈ −(−1)k Mk and p2k − p1k ≈ Mkeαkl .
Thus, we get that for every x ∈ [0, l],

ϕk(x) ≈ −1

2
Mkeαkl

[
cosαk x − sin αk x − e−αk x − (−1)ke−αk (l−x)

]
.

(5.10)

From
√
ρ‖ϕk(x)‖ = 1 we get

Mkeαkl ≈ 2√
lρ
. (5.11)

Now we determine an orthonormal basis (φk) in Xr formed of eigenvectors of Ar .
We denote μk = √

λk , so that

μk =
√

E I

ρ

((

k − 1

2

)
π

l
+ (−1)kεk

)2

=
√

E I

ρ

(

k − 1

2

)2 (π

l

)2 + (−1)kσk ∀ k ∈ N, (5.12)

where

σk ≈ 4

√
E I

ρ

(

k − 1

2

)
π

l2 e−(k− 1
2 )π .

123



110 X. Zhao, G. Weiss

Denote

μ−k = −μk, ϕ−k = −ϕk ∀ k ∈ N. (5.13)

Denote again by Z
∗ the set of all the non-zero integers. According to Proposition 2.2,

Ar is diagonalisable, its eigenvalues are iμk (k ∈ Z
∗) and the corresponding ortho-

normal basis in Xr formed of eigenvectors of Ar is

φk = 1√
2

[ 1
iμk
ϕk

ϕk

]

∀ k ∈ Z
∗
. (5.14)

Our next step is to determine the orthonormal basis in Xn , described in (4.10). It is
clear that dim Xn = 2. We use the index set {(0, 1), (0, 2)} for an orthonormal basis
in Xn . We choose the basis {φ(0,1), φ(0,2)}, where

φ(0,1) =
[

− 1
3l

√
3

E I l x3 + 1
2

√
3

E I l x2

0

]

, φ(0,2) =
[

1
2

√
1

E I l x2

0

]

.

(5.15)

From our results so far, it is clear that A is diagonalisable. Let μk = 0 for k ∈
{(0, 1), (0, 2)}. Let

M = Z
∗ ∪ {(0, 1), (0, 2)}.

Then the set {φk | k ∈ M} is an orthonomal basis in X formed of eigenvectors of A,
with the corresponding eigenvalues iμk(k ∈ M).

Recall the duality between Xd
1 and X−1, mentioned at the beginning of Sect. 2. For

our particular system we have Xd
1 = X1.

Proposition 5.1 Decompose B = [
B1 B2

]
, so that B1, B2 ∈ X−1. Define

b1
k = 〈B1, φk〉X−1,Xd

1
, b2

k = 〈B2, φk〉X−1,Xd
1

∀ k ∈ M.

Then for large |k|, k ∈ Z
∗ we have

b1
k ≈ i(−1)k+1

√
2E I

l

(

k − 1

2

)
π

l
, b2

k ≈ i(−1)k
√

2E I

l
, (5.16)

and

b1
k �= 0, b2

k �= 0 ∀ k ∈ Z
∗
. (5.17)
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Proof From (5.13) and (5.14), it is clear that the above proposition holds if it holds
for k > 0. Thus in the sequel we consider k > 0. From Proposition 4.5,

b1
k = 〈B1, φk〉X−1,Xd

1
= C1φk = −i

E I√
2μk

ϕkxxx (l). (5.18)

Now we compute ϕkxxx (l), using (5.2) and (5.5):

ϕkxxx (l) = p1kα
3
k (sin αkl − cosh αkl)+ p2kα

3
k (− cosαkl − sinh αkl)

= α3
k Mk(cosαkl − cosh αkl)(sin αkl − cosh αkl)

−α3
k Mk(sin αkl + sinh αkl)(cosαkl + sinh αkl)

= α3
k Mk

(
1 − (cosαkl + sin αkl)eαkl

)
. (5.19)

Remember that μk = √
λk . Combining this with (5.3), we have

μk =
√

E I

ρ
α2

k . (5.20)

Substituting this and (5.19) into (5.18), we get

b1
k = −i

√
E Iρ

2
αk Mk

(
1 − (cosαkl + sin αkl)eαkl

)
. (5.21)

Now we show that b1
k �= 0 for all k ∈ N. It is clear from (5.21) that if b1

k = 0, then
cosαkl + sin αkl = e−αkl . Since αkl > 0, we get

0 < cosαkl + sin αkl < 1. (5.22)

This implies cosαkl sin αkl < 0, which is true if and only if k is even. Then for any
positive even number k, from (5.6) we have

cosαkl + sin αkl = cos

(
3

2
π + εkl

)

+ sin

(
3

2
π + εkl

)

.

From (5.7) we know that 0 ≤ εkl < π
4 . Thus we have

3

2
π ≤

(
3

2
π + εkl

)

<
3

2
π + 1

4
π.

It is easy to verify (by looking at the derivative) that f (α) = cosα + sin α is an
increasing function for 3

2π < α < 3
2π + 1

4π . This implies

−1 ≤ cosαkl + sin αkl < 0

for any even k ∈ N, which contradicts (5.22). Therefore b1
k �= 0 for all k ∈ N.
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Now we prove the first part of (5.16). For large k, from (5.21) and (5.6), we have

b1
k ≈ i(−1)k+1

√
E Iρ

2

(

k − 1

2

)
π

l
Mkeαkl .

Using here (5.11), the desired approximation for b1
k follows.

Now we prove that b2
k �= 0 for all k ∈ N. We have

b2
k = 〈B2, φk〉X−1,Xd

1
= C2φk = i

E I√
2μk

ϕkxx (l). (5.23)

We compute ϕkxx (l) from (5.2) and (5.5):

ϕkxx (l) = p1kα
2
k (− cosαkl − cosh αkl)+ p2kα

2
k (− sin αkl − sinh αkl)

= −α2
k Mk(cosαkl − cosh αkl)(cosαkl + cosh αkl)

−α2
k Mk(sin αkl + sinh αkl)2

= −2α2
k Mk sin αkl sinh αkl.

If we substitute this into (5.23), we get b2
k = −i

√
2E I
μk

α2
k Mk sin αkl sinh αkl. Using

(5.20), this becomes

b2
k = −i

√
2ρE I Mk sin αkl sinh αkl. (5.24)

Since αk > 0, we have sinh αkl > 0. Thus, from (5.24) it follows that b2
k = 0

if and only if sin αkl = 0. But this would imply | cosαkl| = 1, whence, by (5.4),
| cosh αkl| = 1, which is impossible for αk > 0. Therefore b2

k �= 0 for all k ∈ N.
Finally, we prove the second part of (5.16). From (5.24) and (5.6) we see that

b2
k ≈ i(−1)k

1

2

√
2ρE I Mkeαkl .

Substituting (5.11) into this formula, the desired approximation for b2
k follows. ��

Remark 5.2 From Proposition 5.1 and the definition of Xα at (2.2), we see that B :
C

2 → X− 3
4 −ε for every ε > 0. Using the duality result C = B∗ (Proposition 4.5) we

see that C ∈ L(X 3
4 +ε,C

2
) for every ε > 0.

6 The spaces X 1
2

and X− 1
2

Recall that we denote by Hm(0, l) and Hm
0 (0, l) the standard Sobolev spaces over the

interval (0, l). In the sequel, we suppress the notation (0, l).
We need three theorems about interpolation spaces. The following two theorems

are taken from Lions and Magenes [6, p. 43, 64]:
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Theorem 6.1 Let s1 > s2, s1 > 0, 0 < θ < 1. We have (with equivalent norms)

[Hs1,Hs2 ]θ = H(1−θ)s1+θs2 .

Here, [X,Y ]θ denotes the θ -interpolation space of X and Y (see [6]).

Theorem 6.2 Let s1 > s2 ≥ 0, s1 and s2 �= integer + 1
2 . If (1 − θ)s1 + θs2 �= integer

+ 1
2 , then

[Hs1
0 ,Hs2

0 ]θ = H(1−θ)s1+θs2
0

(with equivalent norms).

Actually, in [6] the above results are given for a more general n-dimensional domain.
The following theorem follows from a result in Triebel [14, p. 118].

Theorem 6.3 Let Za, Zb be Banach spaces such that {Za, Zb} is an interpolation
couple. Let V be a complemented subspace of Za + Zb whose projection P restricted
to Za is a bounded operator on Za, and similarly on Zb.

Then {Za ∩ V, Zb ∩ V } is also an interpolation couple, and for every 0 < θ < 1,

[Za ∩ V, Zb ∩ V ]θ = [Za, Zb]θ ∩ V .

Recall from (4.13) that A0 : D(A0)→ H is a strictly positive operator on H =
L2[0, l]. Denote Hα = D(Aα0 ) (α ≥ 0) with the graph norm. H−α is the dual of Hα
with respect to the pivot space H . From (4.12) and Propositions 4.3 and 2.1 we know
that

H1 = H4 ∩ H2
0, H 1

2
= H2

0, Xr = H 1
2

× H,

(Xr )1 = D(Ar ) = D(A0)× D(A
1
2
0 ) = H1 × H 1

2
,

(Xr )−1 = H × H− 1
2
.

According to Theorem 6.2 with s1 = 2, s2 = 0, θ = 1
2 , we have

H 1
4

= [H, H 1
2
] 1

2
= [L2,H2

0] 1
2

= H1
0. (6.1)

Note that (by definition) the dual of H1
0 with respect to L2 is H−1, i.e.

H− 1
4

= H−1. (6.2)

Recall from Sect. 4 that X = H2
l × L2 = Xn ⊕ Xr , where dim Xn = 2, the spaces

Xα = D(|A|α) (for α > 0) were introduced before (2.2), X−α is the dual of Xα with
respect to the pivot space X , and H1

l is defined as at the end of Sect. 1.
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Proposition 6.4 X− 1
2

= H1
l × H−1.

Proof Let φk be the eigenvectors of Ar (see (5.14)), then

⎡

⎣A
1
2
0 0

0 A
1
2
0

⎤

⎦φk = λ
1
2
k φk = |μk |φk = |Ar |φk ∀ k ∈ Z

∗
.

Thus we get

|Ar | =
⎡

⎣A
1
2
0 0

0 A
1
2
0

⎤

⎦ , hence |Ar | 1
2 =

⎡

⎣A
1
4
0 0

0 A
1
4
0

⎤

⎦ .

Therefore

(Xr ) 1
2

=
{

z ∈ Xr

∣
∣
∣ |Ar | 1

2 z ∈ Xr

}
= H 3

4
× H 1

4
. (6.3)

By definition (Xr )− 1
2

is the dual of (Xr ) 1
2

= H 3
4
× H 1

4
with respect to Xr = H 1

2
× H .

Combining this fact with Eqs. (6.1) and (6.2), we have

(Xr )− 1
2

= H 1
4

× H− 1
4

= H1
0 × H−1.

Therefore we have

X− 1
2

= Xn ⊕ (Xr )− 1
2

=
{[

ax3 + bx2

0

] ∣
∣
∣
∣ a, b ∈ C

}

⊕
(
H1

0 × H−1
)

= H1
l × H−1.

��
Proposition 6.5 X 1

2
= (H3 ∩ H2

l )× H1
0.

Proof From Theorem 6.1 with s1 = 4, s2 = 2 and θ = 1
2 we know that

[H4,H2] 1
2

= H3.

From this and Theorem 6.3 (with Za = H4, Zb = H2 and V = H2
0), we get

[H4 ∩ H2
0,H2

0] 1
2

= [H4,H2] 1
2

∩ H2
0 = H3 ∩ H2

0.

Therefore

H 3
4

= [H1, H 1
2
] 1

2
= [H4 ∩ H2

0,H2
0] 1

2
= H3 ∩ H2

0.
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Substituting this and (6.1) into (6.3), we get

(Xr ) 1
2

= (H3 ∩ H2
0)× H1

0.

Therefore

X 1
2

= Xn ⊕ (Xr ) 1
2

=
{[

ax3 + bx2

0

] ∣
∣
∣
∣ a, b ∈ C

}

⊕
(
(H3 ∩ H2

0)× H1
0

)
.

A simple reasoning shows that by adding functions of the form ax3 +bx2 to H3 ∩H2
0,

we get H3 ∩ H2
l . From here, the proposition follows. ��

Proposition 6.6 Let T be the semigroup generated by A on X, as introduced in Sect. 4.
If we extend T to X− 1

2
, then its generator is an extension of A (still denoted by A)

with D(A) = X 1
2

and D(A2) = X 3
2
.

Indeed, this follows from what we said after (2.2).

7 The beam subsystem with state space X− 1
2

In Sect. 4 we have seen that the beam system 
d is a boundary control system with
skew-adjoint generator (and hence also a system node) with the state space X =
H2

l × L2. In this section we show that if instead we take the larger space Hd =
X− 1

2
= H1

l × H−1 as the state space, then 
d is an SPI system and this system is
exactly controllable in any positive time.

Recall from Sects. 4 and 6 that we have the decompositions

X = Xn ⊕ Xr , X− 1
2

= Xn ⊕ (Xr )− 1
2
,

where Xn = Ker A. We denote by T the unitary semigroup generated by A on X , and
also its extension to a unitary semigroup on X− 1

2
. In Sect. 5 we have introduced an

orthonormal basis in X , denoted (φk)k∈M, formed of eigenvectors of A. The eigen-
vectors φk with k ∈ {(0, 1), (0, 2)} span Xn , while those with k ∈ Z

∗ span Xr and also
(Xr )− 1

2
. Recall from Proposition 5.1 that b1

k (k ∈ M) are the entries of the first column
in the matrix representation of B, i.e., they represent the control operator B1 for the
velocity input u1. Similarly, the entries b2

k (k ∈ M) represent the control operator B2

for the angular velocity input u2. We have b1
k = 〈B1, φk〉 for k ∈ M (this is a duality

pairing between X−1 and Xd
1 = X1), and similarly for b2

k .
The numbers b1

k , b2
k for k ∈ Z

∗ have been estimated in Proposition 5.1. If we com-
pute b1

k and b2
k for k ∈ {(0, 1), (0, 2)}, as in the proof of Proposition 5.1, from (5.15)

we get
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b1
(0,1) = 2

l

√
3E I

l
, b1

(0,2) = 0, (7.1)

b2
(0,1) = −

√
3E I

l
, b2

(0,2) =
√

E I

l
. (7.2)

Proposition 7.1 B is admissible for T on the state space X− 1
2

and (using this state

space) and the pair (A, B) is exactly controllable in any time T0 > 0.

Proof Let P1 be the orthogonal projection from X onto Xn an let P2 = I − P1 be
the projection onto Xr . These projections have bounded extensions to X−1, where (as
seen in Sect. 4) the range of B lies. The restriction of A to Xn is 0, obviously. It is
easy to see from (7.1)–(7.2) that Ran P1 B = Xn , so that the two-dimensional system
(0,P1 B) is controllable (on the state space Xn).

Let T
r be the restriction of T to Xr , whose generator is Ar from (4.12). It is easy

to see that the entries of P2 B1 are b1
k , for all k ∈ Z

∗. From the first part of (5.16) it is
clear that |b1

k | → ∞ as |k| → ∞, and this implies that P2 B1 is not admissible for T
r

on Xr . However, we show that

B = (I + |Ar |)− 1
2 P2 B1

is admissible for T
r on Xr and (Ar ,B) is exactly controllable on Xr . Using the

notation μk = √
λk introduced at (5.12), the entries of B are

(1 + |μk |)− 1
2 b1

k ≈ i(−1)k+1l
1
2 (ρE I )

1
4 (k ∈ Z

∗
), (7.3)

which is a bounded sequence without any subsequence converging to zero. From

(5.17) in Proposition 5.1 we know that (1 + |μk |)− 1
2 b1

k �= 0 for all k ∈ Z
∗. It follows

that there exists ε > 0 such that (1+|μk |)− 1
2 |b1

k | ≥ ε for all k ∈ Z
∗. It can be verified

easily thatμk+1 −μk → ∞ as |k| → ∞. According to Proposition 2.3, B is admissible
for Tr and (Ar ,B) is exactly controllable in any time τ > 0.

By a similar argument, we can check that (I + |Ar |)− 1
2 P2 B2 is also admissible

for T
r (but Ar with this control operator is not exactly controllable). Putting the two

columns together, we obtain that (I + |Ar |)− 1
2 P2 B is admissible for T

r (on Xr ) and

(Ar , (I + |Ar |)− 1
2 P2 B) is exactly controllable in any time τ > 0.

Putting the two orthogonal components of X together, we see that (I +|A|)− 1
2 B is

admissible for T on the state space X . Moreover, according to the simultaneous exact

controllability result from [15] (see also [16, Corollary 11.3.3]), (A, (I + |A|)− 1
2 B)

is exactly controllable (on X ) in any time T0 > 0.
From Proposition 2.4 it follows that B is admissible for T on the state space X− 1

2
and (A, B) is exact controllable in any time T0 > 0 (on X− 1

2
). ��

We can see from the above proof that by using only B1, i.e., only velocity control,
the beam system would be “almost” exactly controllable: its reachable space would
be X− 1

2
except for a one-dimensional subspace of Ker A.
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Remark 7.2 The beam system 
d (described by Eqs. (4.1)) with state space Hd =
X− 1

2
satisfies assumptions (a)–(e) in the definition of an SPI system (Definition 2.5).

(We have to use X− 1
2

and X 1
2

in place of what is called X and X1 in Definition 2.5.)
Indeed, assumption (a) follows from what we said after (2.2). Assumption (b) (and
more) follows from Proposition 7.1. Assumption (c) follows from Remark 5.2.
Assumption (d) holds because (using again Remark 5.2) we have (s I − A)−1(β I −
A)−1 BC

2 ⊂ X 5
4 −ε, for every ε > 0. Assumption (e) holds because
d is a boundary

control system with state space X (see Proposition 4.1) and hence (3.7) holds. The
remainder of this section is devoted to proving that also assumption (f) (the strict
properness) holds. This is far more difficult.

Let G =
[

G11 G12

G21 G22

]
denote the transfer function of the beam (with inputs velocity

and angular velocity, and with outputs force and torque). The most problematic (the
largest at ∞) is the component G11. Using our estimates for b1

k in Proposition 5.1, we
can check that G11 is not proper.

Proposition 7.3 The function s �→ 1
s G11(s) is strictly proper.

There are two possible approaches to proving this. One is to compute G11(s) as a
closed formula, as outlined in Remark 4.6, and then find estimates for it. The other
approach is to use the diagonal representation of A and the infinite matrix represen-
tation of B, both derived in Sect. 5, get from here a partial fractions representation
for G11 (this is an infinite series) and then use the dominated convergence theorem to
derive estimates. We do not know which approach is simpler, but we shall work with
the second approach. We need the following lemma:

Lemma 7.4 Let (ωk), (βk), (ω̂k), (β̂k) be sequences of real numbers such that βk ≈
β̂k , β̂k �= 0, ωk → ∞ and ω2

k − ω̂2
k is bounded. Assume that the series

p̂(s) =
∞∑

k=1

∣
∣
∣
∣
∣

β̂k

s2 + ω̂2
k

∣
∣
∣
∣
∣

is convergent for some (hence, for every) s ∈ C0. Then also the series

p(s) =
∞∑

k=1

∣
∣
∣
∣
∣

βk

s2 + ω2
k

∣
∣
∣
∣
∣

is convergent for some (hence, for every) s ∈ C0. Moreover, there exists M > 0 such
that

p(s) ≤ M p̂(s) ∀ s ∈ C1.

In particular, if p̂ is (strictly) proper, then so is p.
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Proof It can be verified by elementary methods that

|s2 + γ | ≥ 1 ∀ γ ≥ 0, s ∈ C1. (7.4)

We define rk , ζk as follows:

rk = βk

β̂k
, ζk = ω2

k − ω̂2
k .

Then we have

rk → 1, (ζk) is bounded.

We define the following functions on C1 (for each k ∈ N):

ρk(s) = s2 + ω̂2
k

s2 + ω2
k

= 1 − ζk

s2 + ω2
k

.

According to (7.4) we have |s2 +ω2
k | ≥ 1 for all s ∈ C1. Therefore |ρk(s)| ≤ 1+|ζk |,

which shows that there exists M > 0 such that

|rkρk(s)| ≤ M ∀ k ∈ N, s ∈ C1.

Thus, for every s ∈ C1,

p(s) =
∞∑

k=1

|rkρk(s)|
∣
∣
∣
∣
∣

β̂k

s2 + ω̂2
k

∣
∣
∣
∣
∣
≤

∞∑

k=1

M

∣
∣
∣
∣
∣

β̂k

s2 + ω̂2
k

∣
∣
∣
∣
∣
= M p̂(s).

��
Proof of Proposition 7.3 The transfer function G11 corresponds to the triple (A, B1,

C1), in the sense that it satisfies G11(s)−G11(β) = (β−s)C1(s I −A)−1(β I −A)−1 B1
for all s, β ∈ ρ(A), or equivalently,

d

ds
G11(s) = −C1(s I − A)−2 B1 ∀ s ∈ ρ(A). (7.5)

We represent A as a diagonal operator in the orthonormal basis {φk |k ∈ M} (see
Sect. 5), so that we have iμk on the diagonal (where k ∈ M). Using the coefficients
c1

k = C1φk and b1
k = 〈B1, φk〉, we can represent B1 and C1 as infinite matrices (B1 is

a column and C1 is a row). Then we can write (7.5) as a series:

− d

ds
G11(s) = |b1

01|2
s2 + |b1

02|2
s2 +

∑

k∈Z
∗

|b1
k |2

(s − iμk)2
∀ s ∈ ρ(A).
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Using the estimates forμk and b1
k derived in Sect. 5, we see that this series is absolutely

convergent. For each k ∈ N, we group the terms corresponding to k and −k, using
b−k = bk and μ−k = −μk , obtaining

− d

ds
G11(s) = |b1

01|2
s2 + |b1

02|2
s2 +

∑

k∈N

2|b1
k |2

s2 − μ2
k

(s2 + μ2
k)

2
∀ s ∈ ρ(A).

Integrating with respect to s, we obtain

G11(s) = κ + |b1
01|2
s

+ |b1
02|2
s

+
∞∑

k=1

2s|b1
k |2

s2 + μ2
k

,

where κ is an unknown integration constant, and this series is again absolutely con-
vergent for every s ∈ ρ(A). Luckily, the value of κ will not be needed.

We denote

μ̃2
k = ρ

E I

(
l

π

)4

μ2
k, p̃11(s) =

∞∑

k=1

|b1
k |2

s2 + μ̃2
k

.

Clearly the strict properness of p̃11(s) is equivalent to the strict properness of 1
s G11(s).

Using the fact that μk = √
λk (k ∈ N) and (5.8), we have

μ̃2
k =

(

k − 1

2

)4

+ δ̃k ∀ k ∈ N, (7.6)

where δ̃k → 0. From Proposition 5.1, we know that

|b1
k |2 ≈ 2π2 E I

l3

(

k − 1

2

)2

.

Let

p11(s) =
∞∑

k=1

|b1
k |2

|s2 + μ̃2
k |
, p̂11(s) =

∞∑

k=1

(k − 1
2 )

2

|s2 + (k − 1
2 )

4| . (7.7)

It is clear that the strict properness of p̃11 would follow from the strict properness
of p11. According to Lemma 7.4, the strict properness of p11 would follow from the
strict properness of p̂11. Thus, to prove the proposition, it will suffice to show that p̂11

is strictly proper. We take s = η + iω with η > 0 and ω ∈ R. Then

p̂11(s) =
∞∑

k=1

(k − 1
2 )

2

√

(η2 − ω2 + (k − 1
2 )

4)2 + 4ω2η2
. (7.8)
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It can be verified that, for each fixedω and k, f1(η) = (η2−ω2 +(k− 1
2 )

4)2+4ω2η2 is
an increasing function of η > 0 (by checking that its first derivative is strictly positive).
This implies that, for each fixedω, each term of the sum in (7.8) is a decreasing function
of η > 0. Define

f (s, x) = x2
√
(η2 − ω2 + x4)2 + 4ω2η2

, x ∈
[

1

2
,∞

)

. (7.9)

We study the behaviour of f . By computation,

∂ f

∂x
(s, x) = 2x(ω2 + η2 + x4)(ω2 + η2 − x4)

(
(η2 − ω2 + x4)2 + 4ω2η2

) 3
2

.

If x < (ω2 + η2)
1
4 , we get ∂ f

∂x (s, x) > 0 ( f is increasing), while if x > (ω2 + η2)
1
4 ,

we get ∂ f
∂x (s, x) < 0 ( f is decreasing). Thus, for each fixed s ∈ C0, f (s, x) attains its

maximum at x = (ω2 + η2)
1
4 = √|s|, and this maximum is f (

√|s|) = 1
2η .

Let m be the integer part of (ω2 + η2)
1
4 + 1

2 . We have

m−1∑

k=1

f

(

s, k − 1

2

)

<

m− 1
2∫

1
2

f (s, x)dx,
m+1∑

k=m

f

(

s, k − 1

2

)

<
1

η
,

∞∑

k=m+2

f

(

s, k − 1

2

)

<

∞∫

m+ 1
2

f (s, x)dx .

It follows that

∞∑

k=1

(k − 1
2 )

2

√

(η2 − ω2 + (k − 1
2 )

4)2 + 4ω2η2
<

∞∫

1
2

f (s, x)dx + 1

η
,

hence

p̂11(s) <

∞∫

1
2

f (s, x)dx + 1

η
. (7.10)

We have to consider three cases:

Case I Assume |ω| < 0.1η. Then from (7.9) and (7.10), eliminating the last term in
the denominator of f ,

p̂11(s) < E1(η) if ω < 0.1η, (7.11)
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where

E1(η) =
∞∫

1
2

x2

0.99η2 + x4 dx + 1

η
.

The functions

g(η, x) = x2

0.99η2 + x4 , x ∈
[

1

2
,∞

)

are decreasing with respect to η and they are in L1[ 1
2 ,∞). By the dominated conver-

gence theorem

lim
η→ ∞ E1(η) =

∞∫

1
2

lim
η→ ∞

x2

0.99η2 + x4 dx = 0.

Case II Assume 0.1η ≤ |ω| ≤ √
η2 + 2. Then from (7.9) and (7.10), replacing the

expression η2 −ω2 + x4 with zero when x < 2, and replacing the expression η2 −ω2

in the denominator of f with −2 when x ≥ 2, we have

p̂11(s) <

2∫

1
2

x2
√

0.4η4
dx +

∞∫

2

x2
√
(x4 − 2)2 + 0.4η4

dx + 1

η
.

We denote

E2(η) = 1

η2
√

0.4

2∫

1
2

x2dx +
∞∫

2

x2
√
(x4 − 2)2 + 0.4η4

dx + 1

η
,

so that

p̂11(s) < E2(η) if 0.1η ≤ ω ≤
√

η2 + 2. (7.12)

The functions that we integrate with respect to x from 2 to ∞ are decreasing with
respect to η and they are in L1[2,∞). By the dominated convergence theorem

lim
η→ ∞ E2(η) = 0.

Case III Assume |ω| > √
η2 + 2. Let z = x4, so that dx = 1

4x3 dz. By changing the

integration variable in (7.10) and using (7.9) we get, denoting δ = ω2 − η2 (so that
δ > 2)
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4 p̂11(s) <

∞∫

( 1
2 )

4

dz

x
√
(η2 − ω2 + z)2 + 4ω2η2

+ 4

η

<

δ−1∫

0

dz

z
1
4
√
(δ − z)2 + 4η4

+ 1

2η2

δ+1∫

δ−1

dz

z
1
4

+
∞∫

δ+1

dz

z
1
4
√
(z − δ)2 + 4η4

+ 4

η

<

δ−1∫

0

dz

z
1
4
√
(δ − z)2 + 4η4

+ 1

η2(δ − 1)
1
4

+
∞∫

1

dy

(y + δ)
1
4
√

y2 + 4η4
+ 4

η

<

δ−1∫

0

dz

z
1
4
√
(δ − z)2 + 4η4

+ 1

η2 +
∞∫

1

dy

y
1
4
√

y2 + 4η4
+ 4

η
. (7.13)

We estimate the first integral above:

δ−1∫

0

dz

z
1
4
√
(δ − z)2 + 4η4

<

δ
2∫

0

dz

z
1
4
√

z2 + 4η4
+

δ−1∫

δ
2

dz

(δ − z)
1
4
√
(δ − z)2 + 4η4

.

In the first integral, we have used that δ − z ≥ z on the integration interval, while in
the last integral, we have used that z ≥ δ − z on the integration interval. Denoting
t = δ − z, we obtain

δ−1∫

0

dz

z
1
4
√
(δ − z)2 + 4η4

<

δ
2∫

0

dz

z
1
4
√

z2 + 4η4
+

δ
2∫

1

dt

t
1
4
√

t2 + 4η4

< 2

∞∫

0

dt

t
1
4
√

t2 + 4η4
.

Combining this estimate with (7.13), we obtain

4 p̂11(s) < 3

∞∫

0

dt

t
1
4
√

t2 + 4η4
+ 1

η2 + 4

η
= 4E3(η).

From the dominated convergence theorem we see that the above integral tends to zero
as η→ ∞. Thus, we have

p̂11(s) < E3(η) if ω >
√

η2 + 2, (7.14)

where limη→ ∞ E3(η) = 0.
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Putting together the estimates (7.11), (7.12) and (7.14), we see that no matter what
ω ∈ R is, we have

p̂11(s) < max{E1(η), E2(η), E3(η)}.

We have seen earlier that each of the functions E1, E2 and E3 tends to zero as η→ ∞.
Therefore,

lim
η→ ∞ p̂11(s) = 0,

uniformly with respect to ω ∈ R, which implies that 1
s G11(s) is strictly proper. ��

Proposition 7.5 The function s �→ 1
s G(s) is strictly proper.

Proof Recall that G =
[

G11 G12

G21 G22

]
. The fact that 1

s G(s) is strictly proper is equivalent

to the fact that its four components are strictly proper. We have shown in Proposi-
tion 7.3 that 1

s G11(s) is strictly proper. Now we show that 1
s G12(s) is strictly proper.

Following similar steps as in the proof of Proposition 7.3, we have

G12(s) =
∑

k∈M

c1
k b2

k

s − iμk
.

For each k ∈ N, we group the terms corresponding to k and −k, using b−k = bk ,
c−k = ck , ck = bk and μ−k = −μk , obtaining

G12(s) = b1
01b2

01

s
+ b1

02b2
02

s
+

∞∑

k=1

2sb1
k b2

k

s2 + μ2
k

, (7.15)

which is absolutely convergent for every s ∈ C0. Let

p̃12(s) =
∞∑

k=1

b1
k b2

k

s2 + μ̃2
k

.

Recall from (7.6) that

μ̃2
k = ρ

E I

(
l

π

)4

μ2
k =

(

k − 1

2

)4

+ δ̃k ∀ k ∈ N,

where δ̃k → 0. Clearly the strict properness of p̃12(s) is equivalent to the strict prop-
erness of 1

s G12(s). From Proposition 5.1, we know that

b1
k b2

k ≈ −2πE I

l2

(

k − 1

2

)

.
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Let

p12(s) =
∞∑

k=1

|b1
k b2

k |
|s2 + μ̃2

k |
, p̂12(s) =

∞∑

k=1

(k − 1
2 )∣

∣s2 + (k − 1
2 )

4
∣
∣
. (7.16)

The strict properness of p̃12 would follow from that of p12. According to Lemma 7.4,
this would follow from the strict properness of p̂12. Clearly p̂12(s) < p̂11(s) (see (7.7)),
and we have shown that p̂11 is strictly proper. Thus, 1

s G12(s) is strictly proper.
From the expression of G21(s) similar to (7.15), it is easy to see that G21(s) =

G12(s). Thus, 1
s G21(s) is also strictly proper. Following a similar reasoning, we can

show that 1
s G22(s) is also strictly proper (in fact, G22 is proper). ��

Proposition 7.6 The beam subsystem is an SPI system with state space Hd = X− 1
2
.

Proof This follows from Remark 7.2 together with Proposition 7.5. ��

8 Well-posedness, regularity and exact controllability of the SCOLE model

The rigid body system 
 f that we extract from the SCOLE model 
c (see (1.1)
and (1.2)) is described by the following Newton–Euler equations with control and
observation:

⎧
⎪⎪⎨

⎪⎪⎩

q̇1 = − 1
m y1 + 1

m f,

q̇2 = − 1
J y2 + 1

J v,

u1 = q1, u2 = q2.

(8.1)

For this system, the state is q = [ q1
q2

] =
[
wt (l,t)
wxt (l,t)

]
, which is the last two components

of zc in (1.3). The inputs are f − y1 and v − y2. u = [ u1
u2

]
is the output of both 
 f

and 
c. It is easy to see that this system is a particular case of the finite-dimensional

subsystem in Theorem 2.6 with a = 0, b =
[

1
m 0

0 1
J

]

(using both torque and force

control) and c = I . It is clear that (a, b) is controllable.

Theorem 8.1 The SCOLE model 
c described by (1.1) and (1.2) is well-posed, reg-
ular, and exactly controllable in any time T > 0 with the state space

X =
{[

z
q

]

∈
[
H3(0, l) ∩ H2

l (0, l)
]

× H1
l (0, l)× C

2 ∣
∣ z2(l) = q1

}

when using both torque and force control in L2. It remains regular with y = [ y1
y2

]

from (4.1) as an additional output.

Proof From Proposition 7.6 we know that the beam subsystem 
d is an SPI system
with state space Hd = X− 1

2
. From the descriptions of 
c, 
d and 
 f , it is clear that
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they fit into the framework of Theorem 2.6. Therefore, by Theorem 2.6,
c (with input
ue and output

[ u
y
]
) is well-posed and regular with the state space

X = D(A) =
{[

z
q

]

∈ X− 1
2

× C
2
∣
∣
∣
∣ Az + Bcq ∈ X− 1

2

}

,

where A is the generator of the cascaded system in the state space X− 1
2

× C
2.

From Proposition 7.1 we also know that 
d is exactly controllable in any time
T0 > 0 with the state space Hd = X− 1

2
using both velocity and angular velocity

control. Thus assumption (i) of Theorem 2.6 is satisfied. From the beginning of this
section, we know that (a, b) is controllable, so that assumption (ii) of Theorem 2.6 is

satisfied. Since cb =
[

1
m 0

0 1
J

]

is invertible, assumption (iii) is also satisfied. As

a×(β) = β I, β ∈ ρ(A),

we know that a×(β)∗ and A∗ have no common eigenvalues, which is assumption (iv).
So far all the assumptions of Theorem 2.6 are satisfied. Thus the coupled system 
c

is exactly controllable in any time T > 0 with the state space X .
Now we determine X . Recall that c = I . Take z ∈ X− 1

2
and q ∈ C

2. The fact that
Az + Bq ∈ X− 1

2
is equivalent to (A − I )z + Bq ∈ X− 1

2
, which is equivalent to

z − (I − A)−1 Bq ∈ X 1
2
.

Thus,

X =
{[

z
q

]

∈ X− 1
2

× C
2
∣
∣
∣
∣ z − (I − A)−1 Bq ∈ X 1

2

}

. (8.2)

Take

[
z
q

]

∈ X . Let γ =
[
γ1
γ2

]

∈ X 1
2

be such that

z = γ + (I − A)−1 Bq.

Define

[
g1
g2

]

= (I − A)−1 B

[
q1
q2

]

. It is clear that

[
g1
g2

]

∈ X , which means that

g1(0) = 0 and g1x (0) = 0. According to Remark 4.6, g1, g2 are the solution of

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

g1 − g2 = 0,

g1xxxx + g2 = 0,

g2(l) = q1, g2x (l) = q2,

(8.3)

(8.4)

(8.5)
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which is equivalent to g2 = g1 and g1xxxx +g1 = 0 subject to g1(l) = q1, g1x (l) = q2,
g1(0) = 0 and g1x (0) = 0. Thus, g1 is the solution of a fourth order ODE with four
boundary conditions. It is easy to see that

g1 = g2 ∈ C∞[0, l] ⊂ H3.

Combining this fact, the boundary conditions of g1 and Proposition 6.5, we get that

z ∈
[
H3(0, l) ∩ H2

l (0, l)
]

× H1
l .

From Proposition 6.5 we know that γ2(l) = 0. Hence, from equation (8.5) z2(l) =
g2(l) = q1. Thus, we have proved that

X ⊂
{[

z
q

]

∈ [H3(0, l) ∩ H2
l (0, l)] × H1

l (0, l)× C
2 ∣
∣ z2(l) = q1

}

. (8.6)

Now we prove the reversed inclusion. Take

[
z
q

]

∈
{[

z
q

]

∈ [H3(0, l) ∩ H2
l (0, l)] × H1

l (0, l)× C
2 ∣
∣ z2(l) = q1

}

.

Consider z−(I−A)−1 Bq =
[

z1
z2

]

−
[

g1
g2

]

, where

[
g1
g2

]

is the solution of (8.3)–(8.5). So

g1 = g2 ∈ C∞[0, l] ⊂ H3. We also know that

[
z1
z2

]

∈ [H3(0, l)∩H2
l (0, l)]×H1

l (0, l)

and z2(l) = q1. Combining these facts with Eq. (8.5), we get

(
z − (I − A)−1 Bq

)
∈ [H3(0, l) ∩ H2

l (0, l)] × H1
0(0, l) = X 1

2
.

We know that [H3(0, l)∩H2
l (0, l)]×H1

l (0, l) ⊂ X− 1
2
. From (8.2) it is now clear that

[
z
q

]

∈ X , i.e, the reversed inclusion of (8.6) holds. ��
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