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Abstract Global environmental change, in particular
climate change, will have adverse effects on public
health. The increased frequency/intensity of heat waves is
expected to increase heat-related mortality and illness. To
quantify the climatic risks of heat-related mortality in
Lisbon an empirical-statistical model was developed in
Part I, based on the climate-mortality relationship of the
summer months of 1980–1998. In Part II, scenarios of
climate and population change are applied to the model to
assess the potential impacts on public health in the 2020s
and 2050s, in terms of crude heat-related mortality rates.
Two regional climate models (RCMs) were used and
different assumptions about seasonality, acclimatisation
and the estimation of excess deaths were made in order to
represent uncertainty explicitly. An exploratory Bayesian
analysis was used to investigate the sensitivity of the
result to input assumptions. Annual heat-related death
rates are estimated to increase from between 5.4 and 6
(per 100,000) for 1980–1998 to between 5.8 and 15.1 for
the 2020s. By the 2050s, the potential increase ranges
from 7.3 to 35.6. The burden of deaths is decreased if
acclimatisation is factored in. Through a Bayesian
analysis it is shown that, for the tested variables, future
heat-related mortality is most sensitive to the choice of
RCM and least to the method of calculating the excess
deaths.
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Introduction

Climate change is likely to have wide-ranging and
adverse impacts on human health. An increased frequency

or severity of heat waves would cause an increase in
mortality and illness (McMichael et al. 2001). There are
many studies relating climate and mortality, but few have
used this knowledge to assess changes in heat-related
mortality under climate change scenarios. Kalkstein and
Green (1997) made predictions of heat-wave-related
mortality for 44 U.S. cities on the basis of climate
scenarios for the years 2020 and 2050 using an air-mass-
based synoptic approach. Duncan et al. (1997) also
followed the air mass approach, as well as a threshold
temperature approach, to estimate heat-related mortality
in ten Canadian cities under global warming scenarios.
Guest et al. (1999) quantified the relationship between
climatic extremes and mortality in the five largest
Australian cities during the period 1979–1990 and then
applied this relationship to scenarios for climate and
demographic change, to predict potential impacts on
mortality in the year 2030 (using temporal synoptic
indices and non-linear regression methods). Donaldson et
al. (2002) estimated the impact of climate change on
temperature-related mortality for the UK, from the
observed temperature-mortality relationship. While some
of these studies show that, by the middle of the century,
summer heat-related mortality could increase dramatical-
ly (Donaldson et al. 2002; Duncan et al. 1997; Kalkstein
and Green 1997), others conclude that the expected
changes in mortality would be minor (Guest et al. 1999).
An overall problem with these studies is the absence of
sensitivity analysis and the lack of an explicit represen-
tation of uncertainties.

The aim of this paper is to estimate the potential
impact of climate change on heat-related mortality in the
city of Lisbon. In Part I, an empirical-statistical model for
heat stress was constructed for the summer months of the
period 1980–1998 for the district of Lisbon. The model is
based on the regression of an aggregate dose-response
relationship between maximum temperature and excess
heat-related deaths, i.e. the difference between observed
and expected deaths. The model was validated using
correlation and residual analysis (Dessai 2002). Part II of
this work, which is described in this paper, applies the
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model developed in Part I to scenarios of future popu-
lation and climate change to assess the potential impacts
on public health. The sensitivity of future heat-related
mortality to input assumptions is quantified by an
exploratory Bayesian analysis.

Materials and methods

The construction and validation of the heat stress empirical-
statistical model is described in Part I of this work (Dessai 2002) so
here I will focus on the scenario-building exercise and its
application.

Population scenarios

Population scenarios for Lisbon were constructed in line with the
Intergovernmental Panel on Climate Change Special Report on
Emission Scenarios (SRES; Nakićenović and Swart 2000). National
projections were not used because they did not go far enough into
the future. The OECD (developed countries) population growth
rates from each SRES storyline (A1, A2, B1 and B2) was applied to
the 1990 Lisbon population to produce 10-year spaced population
figures until 2100. The median population from these calculations
was used for simplicity.

Climate scenarios

The choice of climate change scenarios is important because it can
determine the outcome of an analysis of the impacts of a climate
change (Smith and Hulme 1998), such as this one. Regional climate
prediction is still characterised by a considerable amount of
uncertainty. Therefore, I use scenarios, rather than predictions, of
climate change to identify the sensitivity, or vulnerability, of
systems to climate change (Smith and Pitts 1997). A scenario
provides a description of how the future may develop on the basis
of a coherent and internally consistent set of assumptions about key
social, economic and technological relationships and driving forces
(e.g. rate of technology change, demography, prices, etc.).

There are several types of climate change scenarios, e.g.
incremental, analogue (both temporal and spatial) and model-based
scenarios. All the climate-mortality studies mentioned in the
Introduction were based on outputs from general circulation models
(GCMs) which, according to Mearns et al. (2001b), are the most
advanced tools currently available for simulating the response of
the global climate system to changing atmospheric composition.
The spatial resolution of GCMs is generally low, a few hundred
kilometers, which means that only two grid boxes represent the
whole of Portugal. Even though heat waves may affect entire
regions, some epidemiological studies can be criticised for using
weather stations miles away from the area in which most deaths
occur (Kilbourne 1997). The results of the typical resolution of a
GCM, 250 � 250 km, would therefore be too coarse. In light of this,
and owing to the recent development of regional climate modelling,
I used results from high-resolution regional climate models (RCMs)
that yield greater spatial detail (around 50 km; grid box 38.92N,
9.32W was used) about climate, but which are still constrained at
their boundaries by the coarse-scale output from GCMs.

Results from two RCMs were used for this study: PROMES,
from the Universidad Complutense de Madrid (Castro et al. 1993;
Gallardo et al. 2001) and HadRM2, from the Hadley Centre (Jones
et al. 1997; Noguer et al. 1998). RCMs are driven by boundary
conditions extracted from GCM experiments, in this case the
HadCM2 model (Johns et al. 1997) for both RCMs. We used results
from two experiments performed with both RCMs: a control
experiment (driven by results from the HadCM2 control or
unforced experiment; 1 � CO2) and a future greenhouse-gas-forced
experiment (2 � CO2). Output variables included minimum,

maximum and average temperature. PROMES simulates two 10-
year periods, one for 1 � CO2 (1981–1990), and another for 2 �
CO2 (2040–2049). The HadRM2 control experiment simulates a
30-year period (2007–2036) nominally representing “current”
climate conditions (pre-industrial atmospheric concentration levels
of greenhouse gases) while the HadRM2 greenhouse-gas-forced
experiment simulates a 20-year period (2080–2099) (Doherty et al.
2000). RCM evaluation (i.e. comparison between the RCM control
run and climate observations) is not described here, but has been
performed for the whole of Portugal elsewhere (cf. Miranda et al.
2002). It is important to note that HadRM2 showed better
agreement with observations than PROMES.

A typical baseline climate for impact assessment covers 30
years of weather data (e.g. 1961–1990). In order to cover the period
for which the model was constructed and validated (1980–1998) I
chose the period 1969–1998 as our baseline climate for the purpose
of scenario building. Future daily weather scenarios for maximum
temperature were constructed by adding each year of the baseline
climate (1969–1998) daily temperatures and 1 year of daily
temperature anomalies (2 � CO2–1 � CO2) based on the RCMs
outputs. This representative 365-day period of temperature anoma-
lies was constructed by linearly interpolating the calculated average
monthly anomaly of the 10- and 20-year period (depending on the
RCM) in order to avoid step changes between months. This
aggregation and disaggregation of data were necessary because the
daily outputs from the RCMs were not deemed as reliable as the
monthly outputs. Daily weather scenarios were thus produced for a
30-year period centred on the 2040s for PROMES and 2080s for
HadRM2. We assumed that temperature change grows linearly
throughout the century so, for PROMES, anomalies for the 2020s
are half the 2040s values and anomalies for the 2080s are double.
The same was done for HadRM2 on the basis of 2080s values.
Though there were no more time slices available from the RCMs
used in this study, the GCM that provided the boundary conditions
for the RCMs did show a fairly linear warming for the Iberian
Peninsula (cf. Miranda et al. 2002). By combining 30 years of
observed climate data with changes in monthly means it is assumed
that climate variability remains unchanged in the future. To my
knowledge, daily weather scenarios from RCMs have never been
applied to climate-mortality studies.

Assumptions about unknowns

A number of assumptions had to be made regarding numerous
unknown factors because, in the future:

1. Temperatures above 29 �C (the critical threshold above which
heat-related deaths become discernible) have a higher frequency
than in the period 1980–1998, and often occur outside summer.

2. Temperatures will go well beyond previously experienced
conditions where the dose-response relationship established in
Part I is no longer proven valid.

3. People will acclimatize/adapt to future climates.

To deal with these problems of epistemic uncertainty (i.e.
incomplete knowledge of processes that influence events) a set of
assumptions were made to provide, in my opinion, a wider picture
of the possible impacts. With respect to point 1, the model
constructed in Part I is only valid for summer months but, taking
into account the possiblility that heat waves could extend their
period outside summer in the future, I assumed the relationship
holds outside summer (considered a high estimate and called
hereafter year-round). I also only selected future summer daily
temperatures to calculate future mortality. This was considered a
low estimate and designated summer (June, July, August; JJA)
hereafter. Year-round and summer (JJA) are part of the seasonality
assumption.

As for the second point, I took two approaches. In the first
approach, I allowed the extension of the dose-response curves into
“unobserved” temperatures (i.e. temperatures outside the demon-
strated range of the model for the period 1980–1998) assuming the
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association holds its characteristics for temperatures higher than
those observed in Part I of this study (the highest observed
temperature for the 1980–1998 period was 41.5 �C). This was
considered a high estimate; however, a limit was set to avoid
unrealistic results. We only considered valid future periods that
contemplated less than 0.5 day/year of “unobserved” temperatures,
i.e. in 30 years of future data there can only be 15 days over 41.5 �C
or else this period is disregarded as far as this study is concerned.
This is roughly saying that the heat model holds for an extra 2 �C
outside its proven-valid range. In the second approach, which takes
into account point 3 at the same time, I assumed that people will
acclimatize/adapt to a warmer climate with time. In their study,
Kalkstein and Green (1997) accounted for acclimatisation by using
analogue cities, i.e. cities whose present climate approximates the
estimated climate of a target city as expressed by the GCM (e.g. in
the future New York’s population will have St Louis’s dose-
response curve). However, heat waves are location- and/or
population-specific, so I propose a new approach. This approach
is centred on the possibility that people may acclimatize over long
periods. It is known that initial physiological acclimatisation to hot
environments can occur over a few days but complete acclimati-
sation may take several years (McMichael et al. 1996; Kovats
1999). “How many years?” is still an unanswered question owing to
the lack of long-term studies on climate and human health. In this
paper it was assumed that complete acclimatisation to an extra 1 �C
(compared to the 1990s) is reached after three decades, making the
dose-response relationship work from 30 to 42 �C in the 2020s, 31
to 43 �C in the 2050s, and 32 to 44 �C in the 2080s (as compared to
29 to 41 �C in the 1980–1998 period). This was called the
acclimatisation assumption.

Using the model developed in Part I together with the results
from two RCMs assumptions about seasonality (summer months or
year-round) and acclimatisation (full or no), future heat-related
mortality was estimated for the 2020s and the 2050s (the 2080s are
also shown, but are not considered in this study). I used two
different methods to calculate excess deaths (i.e. deaths beyond
those expected for that period in that population) in order to
represent uncertainty in the model constructed in Part I. The first
approach, called the summer months mean, uses a fixed mean of
daily mortality for each summer month, for the period 1980–1998.
The second approach uses a 30-day running mean between mid-
May and mid-September, but only the summer values are used.

Bayesian analysis

I used an exploratory Bayesian analysis to investigate the impact of
input assumptions – about seasonality, acclimatisation, RCMs and
the method of calculating excess deaths – on the resulting heat-
related mortality. I only intend this to be illustrative, because I did
not perform Monte Carlo sampling (cf. New and Hulme 2000;
Jones and Page 2001). The Bayesian paradigm is a formal and
rigorous language to communicate uncertainty (Moss and Schnei-
der 2000). It involves the definition of prior probabilities for
parameters of the model in question and the definition of posterior
probabilities (or frequency) distribution of outcomes. In this paper,
I represented the uncertainty of several parameters by taking two
approaches to certain unknowns, e.g. two RCMs were used, two
assumptions about acclimatisation (full or no) and seasonality

(year-round or summer only), etc. As expected, the combination of
different assumptions (e.g. full or no) for each parameter (e.g.
acclimatisation) yields different mortality rates (as shown in
Table 4). In order to represent uncertainties in terms of probability
for the Bayesian analysis I converted the deterministic results
(shown in Table 4) into probabilities. I used the values of mortality
rate for each assumption as the tails of an arbitrary prior probability
distribution function (PDF), either triangular or bimodal with a
frequency of 1, as shown in Table 1. The middle values of the PDF
(with a frequency of 0, 2 or 3) were estimated by interpolating
between the mortality rates of the assumption being considered. For
example, in simulation A, for HadRM2 and the summer-mean
approach, three numbers were interpolated between the year-round
and the summer mortality rates to construct the PDF. The same was
done for acclimatisation where the values were estimated by
interpolating between full and no acclimatisation mortality rates
(Fig. 1). After interpolating the values, I multiplied the frequency
distributions (shown in the table) together to find out how many
times that number would be represented in the histogram that would
be produced. For example, the middle value between year-round
and summer (x13, frequency of 3), and one of the extremes of the
acclimatisation distribution (x51, frequency of 1) would result in
that number being repeated three times (3 � 1; this can be seen as
simple matrixes calculations). In simulation A, this would be done
twice for each of the methods of calculating excess deaths because
of its bimodal distribution. This was done for each (prior)
probability distribution in order to produce a histogram of the
posterior probability. We ran four simulations, always changing the
variables that were being compared. The sensitivity of the result to
input PDFs was measured by the spread between the cumulative

Table 1 Frequency distribution of the parameters used in each of the four simulations. Tested refers to the variables that were compared.
1-2-3-2-1 refers to a triangular distribution and 1-0-0-0-1 to a bimodal distribution. RCM Regional climate model

Simulation Seasonality Acclimatisation RCM Expected deaths

Year-round Summer Full None PROMES HadRM2 Summer months mean 30-day running mean

A 1-2-3-2-1 1-2-3-2-1 Tested 1-0-0-0-1
B 1-2-3-2-1 1-2-3-2-1 1-0-0-0-1 Tested
C 1-2-3-2-1 Tested 1-2-3-2-1 1-0-0-0-1
D Tested 1-0-0-0-1 1-2-3-2-1 1-2-3-2-1

Fig. 1 Example of the interpolation of values (xi,j) of seasonality
and acclimatisation for simulation A (from Table 1) for regional
climate model HadRM2 and the summer-mean approach (based on
results from Table 4) and their associated triangular probability
distribution function (PDF)
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probability curves of the variables being compared, i.e. the bigger
the spread, the higher the impact of that parameter on the resulting
probabilities of heat-related mortality.

Results

The application of socio-economic scenarios is becoming
increasingly important in climate impact assessment
(Carter et al. 2001). With respect to population scenarios,
Lisbon was shown to grow in all scenarios, reaching a
maximum of 3.6 million (in SRES A2) and a minimum of
2.2 million (in SRES B2) by 2100 (Fig. 2). The middle-
range scenarios all converged around 2.6 million. The
median value was used in this modelling exercise for
simplicity.

The climate scenario development exercise focuses on
RCMs and the construction of daily weather scenarios. In
order to produce these, each year of the 1969–1998
baseline climate was added to a daily temperature
anomaly, which was linearly extracted from monthly
mean anomalies (Fig. 3). Analysis of both RCMs, which
were constrained at their boundaries by results from the
same GCM (HadCM2; with a 1%/year increasing CO2
compound concentration and no sulfate aerosols), showed
that PROMES predicts a slightly warmer climate than
HadRM2 (Table 2). PROMES and HadRM2 represent
slightly different future time-scales, but since the amount
of overlap between the future 30-year periods is almost
total, I only consider the years set out in Table 2, for
simplification.

There is a consistent increase in the number of extra
days above the critical temperature (29 �C) in both RCMs
when compared to the baseline climate (Table 3). Accli-
matisation reduced the number of days above the critical
temperature when either RCM was used, and in HadRM2
the 2050s even have fewer extra days than the 2020s with
no acclimatisation. A substantial number of days with
“unobserved” temperatures (above 0.5 day/year) is only
reached by the 2080s (discarded values, crossed-out in the
table). For the 2020s and the 2050s (and the 2080s in
HadRM2 with full acclimatisation) year-round and sum-
mer simulations have the same number of days over
41.5 �C, which implies that “unobserved” temperatures
only occur in summer, whereas in most of the 2080s these
numbers are not identical, showing that some maximum
temperatures over 41.5 �C are already occurring outside
the summer period.

In Part I, the empirical-statistical model showed that
annual heat-related mortality for the period 1980–1998
was between 5.4 and 6 (per 100,000 population) if
respectively a 30-day running mean and a summer months
mean approach is used to calculate excess deaths.
Throughout this paper all death rates are crude parame-
ters, i.e. they are not age-adjusted. The application of
future population and climate change scenarios to the
model showed a consistent increase in death rates under
all assumptions (Table 4). At the very least, heat-related
death rates are expected to increase to between 5.8 and

7.8 by the 2020s (compared to 5.4 in 1980–1998), in the
most conservative approach, for each RCM used. At most,
in the 2020s death rates could rise to between 11.6 and
15.1 for each RCM if there is no acclimatisation and if
deaths occur all year round, on the basis of the summer-
means approach (compared to 6 in 1980–1998). This
modelling exercise shows a wide range of results for heat-
related death rates for the 2020s, from a slight 7%
increase to a more than doubling. Similar results are
shown for the 2050s, where changes in the death rate,

Fig. 2 Lisbon population scenarios for each Special Report on
Emission Scenarios (SRES) storyline (A1, A2, B1, B2) and the
median value, 1990–2100

Fig. 3 Daily maximum temperature change in HadRM2 and
PROMES for the 2040s based on the linear interpolation between
mean monthly maximum temperature anomalies (2 � CO2–1 �
CO2)

Table 2 Climatic characteristics of the daily weather scenarios
based on the HadRM2 and PROMES RCM. Mean maximum
temperature changes (�C) compared to baseline climate (1968–
1998) for year-round and for the summer months

RCM Mean maximum temperature changes (�C)

Year-round Summer (JJA)

2020s 2050s 2080s 2020s 2050s 2080s

HadRM2 1.4 2.8 5.6 1.7 3.4 6.7
PROMES 1.8 3.5 7.1 2.2 4.5 9.0
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compared to the 1980–1998 period, range from a 35%
increase to an almost sixfold increase. Most of the 2080s
results are discarded because they refer to periods in
which substantial “unobserved” temperatures occur. We
have merely displayed the numbers to show how the
model behaves unrealistically when the dose-response
relationship is extended considerably outside its proven
valid range. Clearly, depending on the model assump-
tions, a wide range of results is obtained, indicating
significant uncertainties within the analytical framework.

An exploratory Bayesian analysis was conducted to
explore the sensitivity of the effect of the prior probabil-
ities described in Table 1, and exemplified in Fig. 1, on
the resulting mortality rates. We ran four simulations (A,

B, C, D) with arbitrary prior probabilities (Fig. 4). The
sometimes non-normal shape of the probability curves is
due to the lack of discrete numbers, because I only
interpolated three additional values between the existing
ones from Table 4. A Monte Carlo simulation, which
would have randomly sampled the parameter space
according to the pre-defined PDF would have produced
more bell-shaped curves. By measuring the maximum
distance between two cumulative probability curves in
each graph, I conclude that future heat-related mortality is
mostly sensitive to, in order of magnitude the RCMs
acclimatisation/adaptation, seasonality, and lastly the
method of estimating excess deaths.

Table 3 Extra days above critical temperature per year compared
to baseline climate (1968–1998) for each RCM (HadRM2 and
PROMES) year-round and for the summer months, assuming no
and full acclimatisation for different periods (2020s, 2050s and
2080s). Critical temperature is 29 �C under no acclimatisation, and

an extra 1 �C is added for each time slice with full acclimatisation.
In parantheses are the numbers of days per year when temperature
went beyond 41.5 �C (here called "unobserved" temperatures).
Numbers crossed-out are the periods with more than 0.5 day of
unobserved temperatures per year, which were not used in the study

Fig. 4A–D Posterior probabili-
ty and cumulative probability of
death rates for different param-
eters (in the 2020s), when vari-
ables are sampled according to
the prior distribution described
in Table 1: A comparing re-
gional climate models, B com-
paring methods to estimate
excess deaths, C comparing
acclimatisation versus no accli-
matisation, and D comparing
seasonality
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Discussion

The population scenarios developed in this study were
probably the simplest possible. Using the SRES storylines
as a basis was intended to imply something about
vulnerability and link it to the climate scenarios driven
by the SRES emission scenarios. However, the median of
the modelled values was used because, at the time, RCMs
had not been run with all the SRES emission scenarios.
This has the disadvantage of not exploring the uncertain-
ties associated with population growth. Nonetheless, it is
clear that heat-related mortality would be larger than (in
the case of SRES A2), smaller than (in the case of SRES
B1) or similar to (in the case of SRES A1 and B2) the
results presented if all the population scenarios were used.
With the continuous development of regional climate
modelling, I expect to fulfil this objective in the future (cf.
Hulme et al. 2002 who have presented results from a
RCM linked to four SRES emission scenarios). Also
under development are methodologies that characterise
not only population but also socio-economic conditions in
different scenarios (Moss 2003), which is important for
assessing the impact on health. This study focused on all-
age mortality, but it is a well-known fact that heat waves
disproportionately affect the elderly, the young, people
with pre-existing illnesses and low-income groups (Kil-
bourne 1997). Therefore, it is important to note that the
majority of the heat-related deaths reported in this paper
will occur in these vulnerable groups.

One of the novelties of this assessment of the impact of
climate change was the use of RCMs in a health context.
To my knowledge this had not yet been done except in
other sectors such as agriculture (Mearns et al. 2001a),
water resources (Kim et al. 2002) etc. I have not shown a
comparison with GCMs because all GCMs are consistent
in showing a temperature increase for Portugal, though
the magnitudes are different (cf. Miranda et al. 2002). The
greater regional detail of RCMs is a considerable advance
on GCMs as its grid box matches the study area (district
of Lisbon) almost perfectly. However, I would like to
emphasise that greater precision does not necessarily

imply greater accuracy. Further research into the repre-
sentation of uncertainty in RCM experiments is necessary
(cf. STARDEX 2002; PRUDENCE 2002). Furthermore,
another complication arises from the fact that outdoor
temperatures do not necessarily reflect the variable
conditions within dwellings and other buildings where
most deaths occur (Kilbourne 1997).

Constructing daily weather scenarios is by no means
uncontroversial. In simply adding baseline climate to the
mean monthly anomaly from the RCMs it was assumed
there was no change in the shape of the frequency
distribution of temperature, i.e. variability would remain
constant; the distribution only shifted laterally. With
increased variability the number of “unobserved” tem-
peratures could have grown much larger, so the results
could be underestimated. It is important to emphasise that
the daily weather scenarios are different from observa-
tional data (though they are based on these) in that they
are purely nominal. They are being used here to illustrate
the potential impacts of climate change and should not be
seen as representing “real” future daily weather, but
plausible futures, i.e. scenarios. In order to derive more
time slices (other than the original output of the RCMs) I
assumed that temperature would change linearly through-
out the century. This is a simplification of the real climate
system, as ideally one ought to pattern-scale the output
using a simple climate model (cf. Hulme et al. 2002).
However, this shortcut is less problematic than the fact
that by using only two RCMs I have sampled only a small
part of the possible distribution of outcomes (at least with
respect to climate). Many upstream uncertainties were not
sampled, such as different GCMs different techniques to
produce climate scenarios (e.g. weather generators, sta-
tistical downscaling, etc.), different greenhouse gas
emission scenarios (e.g, SRES) and the unpredictability
of the climate system. It is expected that more of these
uncertainties will be included in future work, thus moving
towards a more comprehensive risk-type framework that
explicitly represents uncertainty in the assessment.

Modelling future heat-related deaths is not straightfor-
ward. It would be easy to use one method to calculate

Table 4 Modelled annual mortality rates (per 100,000 population)
for the different model variants for the estimation of excess deaths
(summer months mean and 30-day running mean), regional climate
models (HadRM2, PROMES), and sets of assumptions about
seasonality (year-round and summer) and acclimatisation (none and

full) for the 2020s, the 2050s and the 2080s. In the period 1980–
1998 the model showed that mortality rates were 6.0 and 5.4 for the
summer months mean and the 30-day running mean approaches
respectively

Excess death calculation Acclimatisation RCM Heat related mortality rates (per 105 populations)

Year-round Summer (JJA)

2020s 2050s 2080s 2020s 2050s 2080s

Summer months mean None HadRM2 11.6 21.5 78.4 9.1 16.6 59.5
None PROMES 15.1 35.6 207.4 12.1 28.8 173.1
Full HadRM2 9.9 12.9 31.0 7.7 10.0 23.5
Full PROMES 12.8 21.4 81.9 10.3 17.3 68.4

30-days running mean None HadRM2 10.7 20.7 84.1 8.5 16.2 65.1
None PROMES 14.2 35.9 248.4 11.5 29.5 211.5
Full HadRM2 7.3 9.5 25.2 5.8 7.3 19.5
Full PROMES 9.6 16.5 74.5 7.8 13.4 63.5
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excess deaths, to use just one RCM, to assume no
acclimatisation and only to consider summer deaths in the
future. Such a single output of heat-related mortality
could provide an illusion of certainty, but it would reveal
nothing about uncertainty, a crucial factor in assessing the
impact of climate on health that is so often neglected. In
order to quantify some of this uncertainty, I decided to
explore a number of assumptions and scenarios, which
resulted in the wide range of results described in Table 4.
The method of calculating excess deaths has already been
discussed in Part I, but Table 4 makes it clear that the 30-
day running mean is more conservative than the summer-
months-mean approach to estimating heat-related deaths.
An exception occurs when a substantial number of
“unobserved” temperatures occur, as in the “no acclima-
tisation” scenario in the 2080s in both models and in the
2050s for PROMES. This is the result of expanding our
dose-response relationship to temperatures way outside its
proven valid range. Hence, the decision to ignore 2080s
results.

In terms of seasonality, year-round heat-related mor-
tality is on average 25% higher than the mortality of the
summer months alone in both the 2020s and 2050s. The
year-round heat-related mortality is likely to be an
extreme case, but it should not be dismissed as an
implausible scenario. Acclimatisation clearly reduces
heat-related deaths under all scenarios. For the summer
months mean approach, acclimatisation reduces deaths on
average by 15% and 40% for the 2020s and 2050s
respectively, while for the 30-day running mean approach
acclimatisation reduces deaths by 32% and 54%. Popu-
lations in urban areas like Lisbon will probably adapt to
future warmer climates in order to minimise heat-related
deaths. A scenario of “no acclimatisation” is therefore an
extreme case. However, the assumption that people will
acclimatise to 1 �C per 30 years is simply illustrative. In
order to shed ligh on this aspect of the assessment, there
needs to be ground-breaking research on the past
acclimatisation of populations to heat stress, which to
my knowledge has never been performed anywhere
because of the lack of long-term health and meteorolog-
ical data.

We have to learn to quantify uncertainty and perform
sensitivity analyses in the assessment of the impact of
climate upon health (cf. Moss and Schneider 2000).
Though my approach is far from comprehensive,
Bayesian analysis is a good starting point from which to
investigate the sensitivity of results to uncertainties in
complex systems, such as the climate and human biology.
Our simulations were purely exploratory, but they were
intended to demonstrate the method’s usefulness. The
input variable that proved most sensitive in this exercise
were the RCMs used. Sufficient to say that had other
upstream uncertainties been included – such as the GCMs
that constrained the RCMs boundaries, the emissions
scenarios that were used for the GCM, etc. – the
uncertainty range would probably be much bigger. The
analysis also showed that the method of calculating
excess deaths is the parameter that least changes the

probability of heat-related mortality. This demonstrates
that the uncertainties surrounding model development
(Part I) are small and make relatively little difference to
the end results when compared to the uncertainties
introduced by the application of scenarios and assump-
tions (as in Part II).

Decision makers and public health officials are
expected to take these results as plausible futures
(remember that these are scenarios, not predictions) and
use a bottom-up approach to the problem, i.e. how do I
reach the acclimatisation scenarios described in this
study? This inverts the problem, to question how we (as
a society) can acheive an acclimatisation/adaptation of
1 �C per three decades in order to keep heat-related deaths
at an acceptable level. I will not dwell here on an
extensive list, but some known examples include the
establishment of a heat wave early-warning system
(which Lisbon has; cf. Nogueira et al. 1999), usage of
air conditioners, improved ventilation of dwellings,
appropriate communication to high-risk groups via the
media, etc.

To the decision-maker of today these results might
seem too distant in the future to warrant any action, and
indeed, as pointed out by Sarewitz and Pielke (2000), the
efforts to predict phenomena with complex, diffuse, and
regional impacts such as global climate change have
rarely contributed to the resolution of policy debates.
Nonetheless, I believe this study illuminated, as explicitly
as possible, the complexities involved in estimating the
impacts of climate change on public health, and that an
increased risk of heat-related mortality exists in the case
of Lisbon even if the most conservative assumptions are
made. Though cold-related mortality was not addressed in
this study, it is possible that a climate change induced
decrease in cold-related mortality could offset the
increase in heat-related mortality; this hypothesis requires
further investigation.

In summary, assuming a number of population and
climate change scenarios, it has been shown that heat-
related mortality will have increased consistently by the
2020s and the 2050s. If acclimatisation is taken into
account this burden is decreased. A Bayesian analysis
showed that heat-related mortality is mostly affected by
the choice of RCM and least by the method of calculating
excess deaths. The interaction between climate and
human health needs further investigation, especially with
respect to acclimatisation and adaptation to thermal stress.
Knowledge gaps remain a problem in assessing the
impact of climate on health, leading to endemic uncer-
tainty that needs to be carefully quantified when one
interprets the policy implications. Nevertheless, as in
most areas of public policy formation, uncertainty
remains a constant companion.
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