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Abstract
The service life of downstream dams, river hydraulics, waterworks construction, and reservoir management is significantly 
affected by the amount of sediment load (SL). This study combined models such as the artificial neural network (ANN) 
algorithm with the Firefly algorithm (FA) and Artificial Bee Colony (ABC) optimization techniques for the estimation of 
monthly SL values in the Çoruh River in Northeastern Turkey. The estimation of SL values was achieved using inputs of 
previous SL and streamflow values provided to the models. Various statistical metrics were used to evaluate the accuracy of 
the established hybrid and stand-alone models. The hybrid model is a novel approach for estimating sediment load based on 
various input variables. The results of the analysis determined that the ABC-ANN hybrid approach outperformed others in 
SL estimation. In this study, two combinations, M1 and M2, with different input variables, were used to assess the model's 
accuracy, and the best-performing model for monthly SL estimation was identified. Two scenarios, Q(t) and Q(t − 1), 
were coupled with the ABC-ANN algorithm, resulting in a highly effective hybrid approach with the best accuracy results 
 (R2 = 0.90, RMSE = 1406.730, MAE = 769.545, MAPE = 5.861, MBE =  − 251.090, Bias Factor =  − 4.457, and KGE = 0.737) 
compared to other models. Furthermore, the utilization of FA and ABC optimization techniques facilitated the optimization 
of the ANN model parameters. The significant results demonstrated that the optimization and hybrid techniques provided 
the most effective outcomes in forecasting SL for both combination scenarios. As a result, the prediction outputs achieved 
higher accuracy than those of a stand-alone ANN model. The findings of this study can provide essential resources to various 
managers and policymakers for the management of water resources.
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1 Introduction

This paper focuses on sediment estimation based on machine 
learning modeling and controlling the sediment conserved at 
proper sites because a lot of sediments move to other places 
in rivers. Sediment particles of different sizes and shapes are 
transported into rivers as bedload (Gomez 1991). Suspended 
fluids move the suspended particles in a river bed because of 
the turbulence of eddies. This causes the particles to be sus-
pended, allowing the sediment particles to outweigh parti-
cle deposition (Parsons et al. 2015). Sediment accumulation 
poses a significant challenge to the management and preser-
vation of water storage reservoirs, rivers, and lakes globally 
and on a watershed scale. More effective control of sediment 
and accurate estimation of SL can help in making policies 
for management and planning. Sedimentation leads to the 
siltation of reservoirs, reducing the availability of water 
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resources for drinking, irrigation, and hydroenergy genera-
tion in hydraulic systems (Bashar et al., 2010; Ghernaout 
and Remini 2014). For instance, studies have found that the 
sedimentation rate is so rapid that over 65% of storage in 
some reservoirs was reduced by this single factor in Asia 
(Wisser et al. 2013). The need for increased sediment trans-
port was established over three decades ago, and the loss of 
viable storage in Pakistan's Mangla and Tarbela reservoirs 
has been recorded as considerably high owing to inaccu-
rate estimates and high variance in sediment yield (Khan 
and Tingsanchali 2009; Ackers et al. 2016). It is important 
to note that the accumulation of sediment in a river also 
results in a reduction of river cross-section. It modifies the 
river plan shape, reducing the riverine habitat available to 
marine life (Adnan et al., 2021). Sediment production and 
transport are inherently nonlinear processes that depend on 
many parameters and are difficult to calculate. The complex-
ity of the physical processes of sediment production, flow 
rate, sediment source, sediment sources, catchment erosion, 
river bed slope and resistance, and type of sediment particles 
are some of the factors that regulate SL amounts (Faran Ali 
and de Boer 2008). Determination of SL values is valuable 
for developing solutions to problems related to reservoir and 
dam design. It also provides information about the transport 
of sediment and pollutants in rivers, lakes and reservoirs 
(Ciğizoğlu 2004). Moreover, due to sediment aggradation, 
the channel's lateral migration can lead to severe flood-
ing during heavy rainfall, significantly reducing the chan-
nel capacity (Kisi 2005). Hydrological and environmental 
problems are complicated by sediment transport and river 
erosion (Kisi 2009). It is challenging to predict the sediment 
accumulation in a river either manually or with an automated 
sampling machine, as it is laborious, time-consuming, and 
costly (Melesse et al. 2011; Kisi and Shree 2012). Therefore, 
modeling water quality and sediment is difficult in compu-
tational hydrology (Kisi 2009).

Accurate sediment prediction is critical in the operation 
and design of hydraulic systems related to hydroelectric 
dams to keep rivers healthy for agriculture and human 
activities in general (Hassan et al., 2020; Gomez et al., 
1991; Mohammadi et al. 2021). Researchers have focused 
on the further development of a global model for sediment 
discharge prediction using approaches such as artificial ML 
models and AI techniques (Kitsikoudis, et al. 2015; Choubin, 
et al. 2018; Kumar, et al. 2019; Banadkooki, et al. 2020; 
Harun, et al. 2021; Niazkar and Zakwan 2023; Fathabadi, 
et al. 2022; Latif, et al. 2023).

The modeling based on AI will tend to predict the 
SL in rivers more accurately. The AI-based models are 
generally utilized for SSL estimation since they help 
manage the complexity and issues of nonlinearity typically 
considered to be associated with SSL (Malik et al. 2017). 
AI-based models used for the prediction of SSL are radial 

basis function neural networks (Ghanbari-Adivi et  al. 
2022), classification and regression tree (CART), support 
vector machine (SVM) (Choubin et  al. 2018), artificial 
neural networks (ANN) (Bisoyi et al. 2019a, b), genetic 
programming (Kisi et al. 2012a, b), M5 model tree (Adnan 
et al. 2021), multivariate adaptive regression spline (Shiri 
et  al. 2022), dynamic evolving neural-fuzzy inference 
systems, wavelet-based artificial neural network (Sharghi 
et al. 2019). The investigation by Gupta et al. (2021) is 
an extensive one on AI-based models for the estimation 
of SSL. Similar investigations dealing with the prediction 
of suspended sediment in the USA were done by Melesse 
et al. (2011), in which the predictive ability of the ANN 
model in comparison with multiple linear regression 
(MLR) and ARIMA was done. This study showed that 
ANN outperforms MLR and ARIMA models. A random 
vector functional linkage (RVFL) model combined with 
a boundary-corrected maximum overlap discrete wavelet 
transform (MODWT) was used by Hazarika and Gupta 
(2022) in India, where the studied models were found to 
perform well for the estimation of the river SSL. Yilmaz 
et al. (2018) utilized both the ABC and MARS models 
and concluded that the MARS model exhibited superior 
predictive performance compared to the ABC model. 
Ghambari and Rahati (2018) developed an improved ABC 
metaheuristic model for the slow convergence issue. The 
authors Karaboga et al. (2020) examined the application 
of the ABC algorithm within the ML model. They agreed 
that the ABC algorithm was reasonably suited to a large 
variety of studies. Another algorithm improvement was 
that of Zeng et al. (2021), who proposed a modified version 
of the ABC algorithm with adaptive search tactics and 
randomized grouping mechanisms, which they indicated 
provided advantages for the application. Kaya et al. (2022) 
did a comprehensive work on the performance of ABC. 
They observed it to be very successful since it is employed 
more than in 100 works to solve combinatorial optimization 
problems. In the related study, the analysis by Choubin 
et  al. (2018) was comparative, which showed that the 
SVM model was better than the ANN model in terms of 
predictive performance. In general, the SVM requires several 
operators for it to be optimally calibrated, making the model 
quite complicated and laborious in the calibration process. 
Several methods for predicting sediment yield have been 
reported to address the problems related to sediment issues 
(Kulsoontornrat and Ongsomwang 2021). Mathematical 
models have been developed based on performance indices 
to measure SL (Stone et al. 2021; Kang et al. 2021).

Furthermore, different optimization algorithms are 
employed to improve prediction accuracy in several 
disciplines. Kisi et al. (2012a, b) applied ANN with the 
algorithm to set the model of discharge and suspended 
sediment. They determined that ANN-ABC outperformed 
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neural networks, neural differential evolution, neurofuzzy, 
and rating curve models. Le et  al. (2019) used ANN-
ABC to predict the heating load of structures, saving 
energy for city planning. The ABC-ANN model was 
applied to determine the appropriate computation 
factors for landslide susceptibility mapping on Penang 
Island, Malaysia, by Huqqani et al. (2023). The Firefly 
Algorithm (FA) is one of the popular optimization 
algorithms (Kayarvizhy et al. 2014). The FA algorithm, 
which draws inspiration from fireflies' blinking behavior, 
is a multimodal metaheuristic optimization technique as 
described in Yang's (2009) work. Yang (2010) integrated 
MLP and FA to estimate SL. A hybrid SVM-FA scheme 
was developed by Ghorbani et  al. (2017) to estimate 
field capacity and the permanent wilting point of soils in 
northwestern Iran. They developed a hybrid model that 
integrates FA into MLP to estimate SL.

This paper focuses on the development of ML and hybrid 
models and their application to the SL datasets to predict 
future increases and decreases of SL in the study area. Many 
researchers have developed ML and hybrid models for other 
soil studies, but we have found that very few works have 
presented estimations of optimized and hybrid prediction 
modeling. Overall, the investigations observed in various 
papers indicate that hybrid modeling is essential for better 
accuracy in SL estimation on both global and national 
scales. Sediment plays a crucial role in water and land 
resource development planning because many areas depend 
on rainwater conservation, natural resources, ecosystems, 
and crop production development globally and nationally. 
In this study, we have developed ML and hybrid models 
based on different input combinations to select the most 
accurate model for the estimation of SL in the study area. 
The critical contribution of this study is the development of 
accurate models and the precise estimation of SL for any 
study area on a global scale. Such results are needed for 
the maintenance and control of the environmental system, 
water resources, and irrigation crop water requirements. By 
fine-tuning the neural network architecture and optimizing 
the model parameters, we could achieve better prediction 
performance, leveraging the special strengths of these 
nature-inspired optimization techniques.

The present paper aims to optimize neural network 
prediction modeling of SSL in Çoruh River using FA and 
ABC algorithms. The objectives are as follows: (1) To 
develop ML and hybrid modeling based on the different 
input variables; (2) To create the modeling into two scenarios 
with various input combinations to show the accuracy of ML 
compared with other variables and models; (3) The novel 
use of the FA and ABC algorithms to enhance the neural 
network prediction model specifically for SSL estimation 
is at the heart of our research's originality. (4) select the 
best model based on the various statistical indicators for 

monthly SL estimation for water resources. (5) The results of 
the investigation can be helpful to policy in water resources 
and agriculture purposes with sustainable development. This 
study.

Forecasting in the sediment science of hydrology globally 
aids in predicting natural disasters like floods and landslides, 
enabling preparedness. It helps control erosion, ensuring 
soil fertility and infrastructure stability. By managing 
sediment deposition, water resources are optimized for 
various uses. Ecological impacts of sediment transport on 
aquatic ecosystems can be assessed and mitigated. Sediment 
forecasting assists in adapting to climate change, informing 
infrastructure design and maintenance for resilience. Overall, 
it supports sustainable development by guiding land-use 
planning, watershed management, and policy decisions on 
a global scale, fostering environmental conservation and 
resource management.

This research highlights the connection of natural and 
stream flow variables in river basins and the suitability for 
Ml and hybrid modeling to observe these dynamics and 
inform data-driven method basin or watershed development, 
planning and conservation approach.

2  Material and methods

2.1  Study area and data

This particular study has been focused on the investigation 
of the Çoruh River basin, which has been selected as the 
study area. The Çoruh River rises in Bayburt Province in 
Turkey and flows into the Black Sea along its main bed for 
431 km, the last 20 km of which is in Georgia (Sucu and 
Dinç 2008). The river basin is one of Turkey's most beautiful 
but significantly underdeveloped regions. The region's rural 
incomes are one-third of the national average. In recent 
decades, the lack of arable land has led to migration rates 
far above other regions. The high mountainous areas lying to 
the south of the Çoruh valley contribute to the formation of 
a mild climate by breaking the cold climate effect of Eastern 
Anatolia. The mild climatic conditions gradually harden 
as you move from Ispir to Pazaryolu. The temperature 
differences increase and in this respect, it becomes closer to 
the continental climate.

Table 1 presents summary of statistical parameters for the 
SL (Qs) and streamflow (Q) data used in the study. The basic 
statistics such as mean, maximum, minimum and standard 
deviation skewness and kurtosis coefficients are presented. 
Accordingly, it was observed that the mean and maximum 
flow and sediment load were observed in the first spring 
months and had a linear relationship with each other.

The Çoruh River has substantial hydroelectric potential, 
making it a valuable water resource (Kankal et al. 2014). It, 
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which originates on the western side of Mescit Mountain, 
is the country's fastest-pouring river (Yilmaz et al. 2018). 
Aside from the comparatively high and unpredictable flow 
rates, the river transports a high quantity of sediment and 
deposits caused by erosion in the Turkish mountains. It 
accounts for approximately 10% of the overall sediment 
supply in the Black Sea (Berkun 2010).

The SL and streamflow data of the Çoruh River, Ispir 
Bridge (Station No: E23A016) from February 1971 to Sep-
tember 2022 are used in the analysis. Figure 1 shows the 
study area. 70% (1971–2004) of data were trained to set the 
model, while 30% (2005–2022) of data was tested to verify 
the model. The data were provided by the General Directo-
rate of State Hydraulic Works (DSI).

2.2  Methods

2.2.1  Artificial neural network (ANN)

ANNs have been designed as parallel models of the 
biologically based distributed networks in the human 
brain's learning process. It has many applications in data 
analysis, adaptive control and pattern recognition (Zhang 
et al. 2002). ANNs are computation systems that simulate 
how information is addressed, learned, and processed in 
the human brain. ANNs are general artificial intelligence 
applications and can deal with complex topics according to 
both human and statistical standards. Furthermore, ANN 
often has the powerful capability to approximate unknown 
functions or forecast values in the future based on potentially 
noisy time series data. Analysis of the structure of an ANN 
involves some simple components working in parallel. To 
describe the function of the ANN with similarity to natural 
processing, the links between the elements are mainly 
considered.

A neural network typically has three layers: (a) an input 
layer, (b) an output layer, and (c) an intermediate or hid-
den layer (Schalkoff 1997).The input vectors are ∈ Rn and 
D = (X1, X2, …, Xn)T, the outputs of the output layer are 
Y ∈ Rm, Y = (Y1, Y2, …, Yn)T and the outputs of q neurons in 
the hidden layer are Z = (Z1, Z2, …, Zn)T. When assuming 
 wij and  yj as the threshold and weight between the input 
layer and the hidden layer, the outputs of each neuron in 
the hidden and output layers can be stated as follows. The 
threshold and weight between the hidden and output layers 
are assumed to be wjk and yk, respectively (Olatomiwa et al. 
2015).

Here the transfer function f() is the rule for mapping 
the total input of the neuron to its output and is a way to 
introduce a non-linearity into the network design by an 
appropriate choice. Among the most common functions is 
the sigmoid function, which is monotonically increasing and 
varies between 0 and 1.

2.2.2  Artificial bee colony (ABC)

Karaboga (2005) describes the ABC algorithm as a method 
of solving optimization problems involving the simulation 
of bee colonies' foraging behavior. The bees' food sources 
in this simulation represent the solutions to the problems, 
and the amount of nectar present determines the quality 
of each solution. The ABC algorithm includes three types 
of bees: employed bees, onlooker bees, and scout bees. 

(1)Zj = f

(

n
∑

i=1

wijXi − �j

)

(2)Yk = f

(

q
∑

i=1

wkjZj − �k

)

Table 1  Summary of statistical parameters in the study area

Statistic Jan Feb Mar Apr May Jun July Aug Sep Oct Nov Dec

Mean (Q  (m3/s)) 12.9 13.5 39.2 119.4 128.9 68.5 21.2 11.5 10.4 13.2 17.9 16.3
Mean  (QS (Ton/day)) 106 74 1371 9517 6707 1572 280 181 92 127 416 146
Max. (Q  (m3/s)) 22.9 24.5 326.6 421.7 380.5 186 44.3 28.4 27.0 30.4 56.3 64.6
Max.  (QS (Ton/day)) 650 527 28,576 68,954 45,389 17,140 2515 3299 1461 2785 8079 942
Min. (Q  (m3/s)) 8.1 8.3 8.8 49.8 15.0 4.8 3.5 2.1 3.4 7.8 7.8 7.5
Min.  (QS (Ton/day)) 16.5 14.7 24.3 407.7 64.9 21.0 16.0 3.7 7.2 6.3 10.4 2.7
Std. (Q  (m3/s)) 2.8 3.7 47.2 67.8 61.4 35.1 10.2 4.6 3.5 4.1 10.9 9.7
Std.  (QS (Ton/day)) 117 90 4288 13,047 9064 2930 489 493 219 406 1280 193
Skewness (Q  (m3/s)) 3.3 3.8 6.0 2.5 2.2 3.7 3.2 5.5 5.4 6.5 5.2 2.6
Skewness  (QS (Ton/day)) 1.5 0.9 5.3 2.6 1.3 1.3 0.6 1.0 1.9 2.2 2.2 3.5
Kurtosis (Q  (m3/s)) 13.2 17.8 38.0 7.6 5.8 16.6 10.8 33.6 32.1 43.6 29.7 7.4
Kurtosis  (QS (Ton/day)) 4.1 0.7 31.8 8.4 4.0 2.6  − 0.4 2.8 8.6 7.4 4.3 14.9
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The employed bee forages around food sources and shares 
information; the onlooker bee chooses sources of good 
nutrients for further foraging based on the information 
acquired; and the scout bee, which is a transformed 
employed bee, forages randomly. In the colony of ABC, 
both employed bees and scout bees are equal in number, 
with the condition that there is only one scout bee at most. 
In order to achieve an optimal solution, the ABC method 
requires a multi-step process that includes an initial phase, 
followed by three successive stages of iteration until the 
terminal condition is met, as outlined in Wang et  al. 
(2022).

(1) Initiation phase.
  Similar to other population-based optimization 

algorithms, ABC starts with the random production of 
a population of N solutions. xi = (xi1; xi2; …; xiD) be the 
ith solution produced in the following:

(3)xi,j = xmin
j

+ rand(0, 1)
(

xmax
j

− xmin
j

)

in which i = 1, 2, …, N, N is the number of employed 
bees. j = 1, 2;…;D, D refers to the dimension of the 
problem. xj

min is the lower and xj
max is the upper limit 

of dimension j.

(2) Employed bee phase
  Employed bees produce a new candidate solution νi 

based on the old solution xi = 1; 2;…; N,

in which j and k are chosen from {1; 2,…, D} to 
{1,2,…,N} as random, respectively. i and k are differ-
ent. �i,j is a uniformly random number within [− 1,1]. 
Just one size of xi is modified to generate νi. If νi, j 
is outside previously defined boundaries, It is set to 
null based on Eq. (3). In addition, xi is associated with 
a counter indicating the number of successive failed 
upgrades. If νi performs better than xi, then xi will be 
substituted with νi and its counter will be changed to 

(4)i,j = xi,j + �i,j

(

xi,j − xk,j
)

Fig. 1  Çoruh River location map
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0. In return, xi will be maintained, and its counter will 
be increased to 1.

(3) Onlooker bee phase
  Upon completion of the search, the employed bees 

communicate the solution details to the onlooker 
bees. Onlooker bees play a critical role in the process 
by evaluating the fitness values of the solutions and 
then identifying the optimal solutions for additional 
searches. Let fiti be the fitness value of solution xi, and 
the related selection probability pi is computed below:

  Better solutions are more likely to be selected. Here, 
the roulette wheel selection method is used to select 
solutions by onlooker bees (Akay et al. 2021). When an 
onlooker bee chooses a better solution  xi, it generates 
a novel nominated solution νi following Eq. (4). In the 
same way, the greedy selection is reused between νi and 
xi.

(5)pi =
fiti

∑N

m=1
fitm

(4) Scout bee phase
  This stage regards the solution with the highest 

counter value. The solution is not recognized as hopeful 
when this value is larger than a previously defined 
value. At this time, the relevant employed bee abandons 
this solution and becomes a scout bee that looks for a 
new solution using Eq. (3). Once the new solution is 
generated, the relevant counter is set to null. The scout 
bee reverts to being an employed bee.

The flowchart of the ABC algorithm is shown in Fig. 2. 
After the initiation phase. Three steps follow each cycle of 
the search: placement of employed bees on food sources and 
calculation of nectar quantities; placement of scouts on food 
sources and calculation of nectar quantities; identification of 
scout bees and placement on randomly chosen food sources 
(Karaboga 2009).

2.2.3  Firefly algorithm (FA)

The FA algorithm, first introduced by Yang (2010), is a 
nature-inspired optimization approach inspired by the 
flashing behavior of fireflies. With this technique, an 

Fig. 2  The flowchart of the 
ABC algorithm (Karaman et al. 
2023)

Artificial Bee Colony Algorithm

Initialize food sources

Calculate nectar amounts

Calculate nectar amounts

Identify neighbour sources

Selection

Scout bee phase

Generate new food 
sources for abondoned 

Termination 
criteria satisfied?

No

Calculate probality values

Calculate nectar amounts

Selection

Determine the neighbour of the 
selected source by onlooker bee

All onlookers 
distributed?

No

Yes

Memorize the position of 
the best source

Final food sources
Yes
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optimization issue is set up as an operator, i.e., a firefly that 
blinks according to its value. Therefore, for each sunlit firefly 
it attracts accomplices with little attention to their gender, 
searching for the pursuit space more functional (Lukasik and 
Zak, 2009; Hemalatha et al. 2016; Al-shammari et al. 2016).

The fireflies are attracted to brightness. The whole swarm 
moves towards the sunniest firefly. The brightness of fireflies 
draws their attention (Kayarvizhy et al. 2014; Fateen et al. 
2012; Sudheer et  al. 2015). Furthermore, the brilliance 
depends on the concentration of the substance. The main issues 
in the development of FA are the formulation of the objective 
function and the variation in light intensity. The attraction ( � ), 
the light intensity I(L) , and the Cartesian distance between 
fireflies k and j explained as:

And the two fireflies can be distanced as below:

where I(L) is the concentration of light at a distance L. IO 
is the concentration of the initial light from the firefly. � 
is the light absorption coefficient; �(L) and �O are the 
attractiveness at distances L and L = 0., respectively. Firefly 
j's next action is illustrated as below:

In Eq. (9), the first part denotes the level of attraction 
that exists between fireflies, while the second part is associ-
ated with the randomization parameters. The coefficient of 
randomization, which falls between 0 and 1, determines the 
degree of randomness. and εi is the vector of random num-
bers obtained from a Gaussian distribution. Figure 3 shows 
the flowchart of the FA (Meshram et al. 2022).

2.2.4  Performance criteria

In this study, seven statistical measures such as root mean 
squared error (RMSE), mean absolute error (MAE), 
mean absolute percentage error (MAPE), coefficient of 
determination  (R2) and mean bias error, bias factor (BF), 
Kling Gupta efficiency (KGE) were used to evaluate model 
performance. The models' prediction accuracy was evaluated 
from various perspectives, thereby assessing its effectiveness. 
Evaluating the forecasting performance is done using a number 

(6)I(L) = IOexp
(

−�L2
)

(7)�(L) = �Oexp
(

−�L2
)

(8)Ljk = xj + xk =

√

√

√

√

d
∑

i=1

(xj,i − xk,i)

(9)x
j+1

j
= xj + Δxj

(10)Δxj = �Oe
−�L2

(

xk − xj
)

+ ��j

of metrics. The computation of these metrics involved the 
utilization of the equations listed below..

Coefficient of Determination 
( R2)

R2 =
∑n

i=1 (oi−omean)
2
−
∑n

i=1 (oi−pi)
2

∑n

i=1 (oi−omean)
2

(11)

Bias Factor
Bias Factor =

1

N

n
∑

i=1

pi

oi

(12)

Mean Absolute Percentage 
Error (MAPE) MAPE =

1

N

n
∑

i=1

�

�

�

oi−pi

oi

�

�

�

(13)

Mean Absolute Error (MAE)
MAE =

1

N

n
∑

i=1

�

�

�

�

pi − oi
�

�

�

�

(14)

Root Mean Squared Error 
(RMSE) RMSE =

�

1

N

N
∑

i=1

�

oi − pi
�2

(15)

Mean Bias Error (MBE)
MBE =

1

N

n
∑

i=1

�

pi − oi
� (16)

Nash Sutcliffe model Efficiency 
(NSE) coefficient NSE = 1 −

∑n

i=1 (oi−pi)
2

∑n

i=1 (oi−omean)
2

(17)

Begin

Determine of the algorithm and maximum 

iteration number

Sort the firefly population in accordance 

withthe brightness and fin the brighest one

Determine whether or not you 

have reached the maximum 

Update location of the not brightest one

Update location of the brightest one

Finish

Yes

No

Fig. 3  The flowchart of the FA algorithm (Meshram et al. 2022)
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Here, p is the predicted value and, o is the observed 
value,  oi, and  pi are the observed and predicted  ith values. 
Error values close to 0 and  R2 and Bias Factor values 
close to 1 mean that They have the most accurate possible 
prediction results.

A new criterion named Kling-Gupta efficiency (KGE) was 
introduced by Gupta et al. (2009). The NSE decomposition 
inspired the KGE. NSE is a metric used to measure a model's 
prediction accuracy based on observed data. This metric 
evaluates the residual variance of the model by comparing 
it with the variance of the measured data.

in which ED is the Euclidean distance of (α, β, r) to (1,1,1) 
and is calculated as below:

in which � = my∕mỹ dimensionless measure of bias (β ∈ R). 
The KGE could have values between minus infinity and 
unity, in which unity means an excellent match to the 
measured data similar to  R2 and NSE. Gupta et al. (2009) 
presented the benefits of KGE compared to the commonly 
applied NSE. This has encouraged the wide use of KGE in 
the field of hydrology to evaluate the quality of the agree-
ment between relevant observations, ỹ and model simula-
tions, y. There is a potentially relevant concern with the 
application of KGE is that the three components of Eq. (19), 
α, β and r, are the product-moment ratios, which exhibit 
very large bias for skewed data such as daily flow records 
(Lamontagne et al. 2020; Vogel and Fennessey 1993; Barber 
et al. 2019).

(18)KGE = 1 − ED

(19)ED =

√

(a − 1)2 + (� − 1)2 + (r − 1)2

3  Results

The precise prediction of SSL in rivers is significant for 
managing water resources and other aspects of riverine 
systems. Table  2 presents the correlation coefficients 
between SL, stream flow, previous SL, and selected model 
combinations. Accordingly, the variables with the highest 
correlation coefficient are presented as inputs to the ML 
models. Thus, the aim is to improve the accuracy of the 
model prediction. The selected model combinations are 
shown in Table 3. To choose these combinations, a model 
was first used to evaluate the effect of stream flows on 
sediment prediction. Secondly, in-model M2 combinations 
were created to evaluate the effect of stream flows and past 
SL on SL prediction.

The trainlm function was utilized to establish the ANN 
model. Through the Levenberg–Marquardt optimization 
technique, the weight and bias values are updated by this 
function. Additionally, the ANN model has chosen a hidden 
layer size of 10 (Katipoğlu et al. 2023). The feedforward 
neural network and Hyperbolic tangent sigmoid (tansig) 
transfer function were employed when constructing the 
ABC-ANN model. Other parameters that were similar to 
the single ANN model were generally selected.

Certain parameters have been utilized to develop the 
FA-ANN model. They are outlined: Transfer functions: 
tansig and purelin, Maximum Number of Iterations: 100, 
Number of Fireflies (Swarm Size): 30, Light Absorption 
Coefficient: 1, Attraction Coefficient Base Value: 2, 
Mutation Coefficient: 0.2, alpha_damp = 0.98 (Mutation 
Coefficient Damping Ratio: 0.98), Uniform Mutation Range: 
delta = 0.05 * (VarMax–VarMin) (Mohammadi 2023).

The performance evaluation of sediment prediction mod-
els established in Table 4 was based on various statistical 
criteria. For this purpose, the statistics from the testing phase 
of both model combinations were compared, and the models 
with the highest  R2 and KGE indices and the lowest error 
values were determined to have the most accurate sediment 
predictions. The ABC-ANN hybrid algorithm exhibits the 
highest prediction accuracy for both model combinations. 
Furthermore, when evaluating the performance of the model 
combinations, it was revealed that the M1 model combi-
nations perform better in terms of lower error and higher 
termination coefficient than the M2 model combinations, 

Table 2  Model input combination selection using correlation coeffi-
cient and selected model combinations

Bold character indicates the input parameters used to set up the model

Sediment load (Qs(t)) Input Target
Q(t − 2) 0.13732589 M1 Q(t), Q(t − 1) Qs(t)
Q(t − 1) 0.401419163 M2 Q(t), Q(t − 1), 

Qs(t − 1), Qs(t − 2), 
Qs(t − 3)

Qs(t)

Q(t) 0.757177878
Sediment load (Qs(t))

Qs(t − 3) 0.301348126
Qs(t − 2) 0.309255807
Qs(t − 1) 0.304405688

Table 3  Selected model combinations

Input Target

M1 Q(t), Q(t − 1) Qs(t)
M2 Q(t), Q(t − 1), Qs(t − 1), Qs(t − 2), 

Qs(t − 3)
Qs(t)
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indicating better SL prediction. Therefore, it can be inferred 
that using streamflow as input provides satisfactory levels of 
success in estimating SL. This finding is of significant value 
for decision-makers in water resource planning and water 
infrastructure construction.

3.1  ANN model results

In Fig. 4, time series graphs, error bars, and error distribu-
tion graphs were examined to evaluate the performance of 
the SL prediction combinations in the ANN model. Based 
on the observed close oscillation between the predicted and 
actual values in both model combinations, the spread of 
errors around the zero axis, and the normal distribution of 
errors, it can be inferred that quite satisfactory outcomes 
were achieved. However, it is worth noting that the predic-
tion failed to capture the maximum and minimum values. 
Furthermore, it is noteworthy that the M1 combination 
exhibited significantly better performance than the M2 com-
bination. Therefore, using streamflow values to predict SL 
values resulted in more effective outputs than using both 
streamflow and past SL values. This situation can be stated 
by the high correlation between the streamflow values used 
and sediment while having a weak correlation with past sedi-
ment values. In addition, the R-square value of both models 
is over 0.5, indicating that they are promising in SL predic-
tion. However, advanced optimization techniques such as 
ABC and FA were employed to strengthen this result.

Figure 5 displays scatter plots of various combinations of 
the ANN model. These graphs depict the relationship and 
accuracy between the predicted and actual values. Based on 
the scatter plot shown in Fig. 5a, it can be observed that the 
test prediction accuracy of the M1 model is slightly stronger 
than the prediction accuracy of the M2 model combination 
depicted in Fig. 5b. Additionally, the scatter plot of the M1 
model exhibits a distribution of predicted values closer to 

the regression line, indicating higher accuracy than the M2 
combination.

3.2  FA‑ANN model results

The evaluation of the performance of the SL prediction via 
the FA-ANN model involved examining time series graphs, 
error bars, and error distribution graphs in Fig. 6. The sat-
isfactory outcomes can be inferred from the observed close 
propagation between the predicted and actual values in both 
model combinations, the even spread of errors around the 
zero axis, and the normal distribution of errors. However, it 
is essential to note that the prediction failed to capture the 
highest values.

Figure 7 illustrates the spread of errors for the FA used 
to optimize the parameters of the ANN model. According 
to the graph, 100 iterations were applied, and the M1 com-
bination reached low error values around the 10th iteration, 
while the M2 combination achieved optimal model perfor-
mance at approximately the 30th iteration.

The scatter diagrams obtained for the prediction of SL 
using the FA-ANN hybrid model are presented in Fig. 8. The 
graphs compare the correlation between the prediction and 
actual values alongside their distribution according to the 
regression line. As a result, the M1 model's SL prediction 
accuracy is near that of the M2 model combination.

3.3  ABC‑ANN model results

The determination of the truth of the SL prediction with 
the ABC-ANN model required the inspection of time series 
graphs, error bars, and error distribution graphs shown 
in Fig. 9. The even spread of errors around the zero axis, 
the normal distribution of errors, and the observed close 
oscillation between the predicted and actual values in both 
model combinations all suggest satisfactory outcomes. 

Table 4  Comparison of 
established sediment prediction 
models

*shows best model

R2 RMSE MAE MAPE MBE Bias Factor KGE NSE

M1 combination
ANN 0.607 7517.624 2166.735 5.736 677.007 0.117  − 0.594  − 2.126
FA-ANN 0.847 3191.520 1533.132 5.277 1259.486 0.058  − 0.359 0.436
ABC-ANN* 0.905 1406.730 769.545 5.861  − 251.090  − 4.457 0.737 0.891
M2 combination
ANN 0.549 3524.211 1486.356 4.246 609.661 1.636 0.304 0.313
FA-ANN 0.854 2832.176 1405.422 5.458 963.740 0.516  − 0.059 0.556
ABC-ANN* 0.833 2052.340 672.379 3.673 142.320  − 1.314 0.764 0.767
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Fig. 4  Comparison of ANN 
results with time series plot in 
sediment estimation: a M1, b 
M2 combination
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Furthermore, it is worth noting that the M1 combination 
exhibited significantly superior performance compared to 
the M2 combination. Therefore, the utilization of stream-
flow data for predicting SL values has demonstrated greater 
efficacy when compared to the employment of streamflow 
data and prior SL values. The current state of affairs can be 
explained by the robust correlation between the streamflow 
values utilized and sediment, while the correlation with pre-
ceding sediment values is weak.

Figure 10 shows the scatter diagrams generated for the 
SL prediction of the ABC-ANN hybrid model. These graphs 
compare the relationship between the prediction and actual 
values and the distribution according to the regression line. 
Accordingly, it is seen that the accuracy of the SL prediction 
of the M1 model is slightly more robust than the prediction 
accuracy of the M2 model combination. In addition, the dis-
tribution of the predicted values and actual values of the M1 
model combination is closer to the regression line. It can be 
inferred to be more accurate than the M2 combination.

3.4  Comparison of all model results

Figure 11 presents the error Bullet charts for various ANN-
based algorithms for the M1 combination. The model with 
the lowest error is considered to have the highest perfor-
mance. Accordingly, based on all error statistics, the lowest 
error values were observed in the ABC-ANN hybrid algo-
rithm. It can be inferred that the most accurate SL prediction 
results were achieved with the ABC-ANN hybrid approach. 
Additionally, in Fig. 11b, when evaluating the errors using 
the radar chart, it can be observed that the lowest error 

values were obtained from the ABC-ANN hybrid approach. 
In contrast, the highest error values were obtained from the 
single ANN. Therefore, the highest prediction accuracy was 
obtained with the hybrid ABC-ANN approach, while the 
lowest predictions were obtained with single ANN. It is also 
worth noting that both optimization techniques significantly 
improved the prediction performance of the ANN model.

Figure 12 depicts polar plot graphs of RMSE, MAE, 
MAPE, and MBE values for the established models. 
According to these graphs, the algorithm with the lowest 
error exhibits the highest SL prediction outputs. In line with 
this, the ABC-ANN algorithm, which has the lowest error 
in both model combinations, demonstrates superior results. 
Secondly, FA-ANN shows the most accurate results, while 
single ANN exhibits the weakest results. Therefore, it has 
been proven that the bio-inspired optimization techniques 
used significantly improve the performance of the single 
ANN model.

Figure 13 compares the relationship between SL predic-
tion results and actual data ccording to violin plots. The 
violin plot method is implemented to comprehend the dis-
tribution and central tendency of two distinct data sets, 
compare various groups, and visually represent any outli-
ers. The dataset's similarities and structure are evident in 
the variations between groups regarding the violins' shape 
and width. Accordingly, the ABC-ANN algorithm exhib-
its the closest structure and distribution to the real data in 
both model combinations. Hence, the ABC-ANN algorithm 
shows the highest prediction accuracy. In addition, the FA-
ANN model's prediction of the SL value is quite close to 
the real data and draws attention. The ANN model shows 

Fig. 5  Scatter plots of ANN test 
outputs: a M1, b M2 combina-
tions
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Fig. 6  Comparison of FA-ANN 
results with time series plot in 
sediment estimation: a M1 com-
bination, b M2 combination



Stochastic Environmental Research and Risk Assessment 

significant deviations from the real data and it is inferred 
that the prediction accuracy is poor.

4  Discussion

An essential problem in the engineering of water resources 
is the prediction of river SSL. Many researchers have opti-
mized the parameters of the ANN model for SSL prediction 

with various metaheuristic optimization techniques. The 
results of the study conducted by Kisi et al. (2012a, b) sup-
port the superiority of the ABC-ANN model in obtaining 
optimal or near-optimal solutions by determining the opti-
mal network architecture, learning parameters, and weight 
values to achieve ideal solutions. Additionally, the study 
aligns with the current work on SL prediction, highlight-
ing the significance of current values as the most important 
parameter. Buyukyildiz and Kumcu (2017) predicted SSL 

Fig. 7  Propagation graph of errors for various model combinations of FA-ANN: a M1, b M2

Fig. 8  Scatter plots of FA-ANN 
test outputs: a M1, b M2 combi-
nations
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Fig. 9  Comparison of ABC-
ANN results with time series 
plot in sediment estimation: a 
M1 combination, b M2 combi-
nation
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using the ANFIS, ANN and SVM in Coruh River. They 
concluded that the ε-SVR model for the S4 combination, 
consisting of Qt, Qt − 1, and St − 1 data, outperformed other 
models in estimating SSL.

Yilmaz et al. (2018) used multivariate adaptive regres-
sion spline, teaching–learning-based optimization (TLBO), 
and ABC models to predict SSL in The Coruh River. They 
reported that the simultaneous observation of streamflow 
with SSL is one of the most influential parameters to apply 
when forming a reliable predictive model. MARS is the most 
accurate model for predicting SSL. Yilmaz et al. (2019) used 
the ANN models based on ABC and TLBO models to pre-
dict SSL in the Çoruh River Basin of Turkey. ANN-SSL 
models are connected with stream flow and previous SSL to 
make predictions. The analyses showed that the ANN-ABC 
and ANN-TLBO hybrid models are superior to the single 
ANN model. The combination of MLP with FA for mod-
eling SSL in Lake Mahabad, Iran, was done by Meshram 
et al. (2022). It had been shown through the analysis that 
using the FA algorithm increases the prediction accuracy 
of the MLP model from  R2:0.90 to  R2:0.95. The hybrid FA-
MLP technique may provide a pretty accurate and reasonable 
price estimation method for predicting SSL in rivers. Saman-
taray et al. (2022) utilized the combination of PSR and SVM 
with FA to predict SL and obtained WI values for the SVM, 
SVM-FA, and PSR-SVM-FA methods equal to 0.942, 0.955, 
and 0.966. Research evidence in favor of global optimization 
capabilities about ABC and FA optimization techniques and 

improved search efficiency in SL prediction to enhance the 
ANN model, therefore improving studies by Yilmaz et al. 
(2019), Meshram et al. (2022), and Samantaray et al. (2022). 
These methodologies will make the ANN model close to 
the actual solution in a very short period, thus increasing its 
competency to predict SL.

Figures  14 and 15 present heat maps and line plot 
graphs applied to evaluate the estimation performance of 
peak values in sediment estimation. Since the distribution 
of the data deviated significantly from normal, the peak 
values were chosen according to the 1000 (ton/day) refer-
ence level instead of the 3 standard deviation approach 
from the mean. According to the heatmap of the correla-
tions of the peak values in Fig. 14, the model with the 
highest relationship with the peak values of the actual data 
in the M1 combination is ABC-ANN and the lowest model 
is ANN. In the M2 model combination, the model with the 
highest relationship with the peak values of the actual data 
is FFA-ANN and the lowest model is ANN. Accordingly, it 
has been determined that hybrid models capture peak val-
ues more accurately than the ANN model. The line plot in 
Fig. 15 represents the peak values for the combination of 
M1 and M2. Accordingly, in both model combinations, the 
ABC-ANN algorithm captures the peak values best, while 
the single ANN model captures the weakest. Accordingly, 
it has been revealed that the ANN model can predict peak 
values more realistically by parameter optimization.

Fig. 10  Scatter plots of ABC-
ANN test outputs: a M1, b M2 
combinations
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Fig. 11  Bullet Charts of 
established models a M1, b M2 
combination
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Fig. 12  Polar plots of established models a M1, b M2 combination

To
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y

Fig. 13  Violin plots of established models a M1, b M2 combination

Fig. 14  Heatmap of peak values for M1 and M2 combination
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5  Conclusion

In this study, the ANN algorithm was combined with 
ABC and FA optimization approaches to estimate SSL 
in the Çoruh River in northern Turkey. Various combina-
tions of input variables, including streamflow and past 
SL values, were tested for SL prediction. The selection 
of model combinations was based on correlation coef-
ficients. According to the results, the ABC-ANN hybrid 
approaches established solely with streamflow values out-
performed the models established with streamflow and 
SL values. The highest prediction accuracy was achieved 
using the input combinations of Q(t) and Q(t − 1), with 
the highest correlation with SL values. The superior SL 
prediction results were obtained with ABC-ANN with 
test statistics:  R2: 0.905, RMSE:1406.730, MAE:769.545, 
MAPE:5.861, MBE: − 251.090, BF:4.457, KGE:0.737, 
followed by FA-ANN in the second place. In addition, 
it has been revealed that the peak values of the hybrid 
models exhibit better performance than the ANN model. 
Accordingly, in both model combinations, the ABC-ANN 
algorithm determines the peak values best, while the sin-
gle ANN model detects the weakest. Therefore, it can be 
concluded that both FA and ABC optimization techniques 
significantly improved the performance of the ANN algo-
rithm. As a result, It can be inferred that using streamflow 
as input provides satisfactory levels of success in estimat-
ing SL. This finding is of significant value for decision-
makers in water resource planning and water infrastruc-
ture construction in terms of planning water structures 
and resources, reservoir optimization, formation of sur-
face features, and environmental studies. In light of the 

outcomes, it is possible to incorporate other optimizing 
techniques such as bat, Greywolf, Wildhorse, Butterfly, 
and Ant Colony algorithms to enhance the single ANN 
model for SL estimation. Moreover, these techniques can 
be utilized to address other hydrological issues, which 
could be regarded as future research directions.
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